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Abstract—As an integration of digital twin and edge computing, the digital twin edge networks (DITENs) have been proposed in recent
years to fill the gap between physical edge networks and digital systems. Meanwhile, the multi-access wireless environments in edge
computing make it hard to provide ultra-reliable and low-latency communications for digital twin, especially when the jamming attacks
can be launched by the adversaries. This paper studies the jamming-resilient physical-to-virtual communication (PTVC) problem in
DITENs despite strong cooperative jamming. Note that the previous jamming models mainly focus on the jamming behaviors from
individual adversaries and are restricted by the energy budget limitation and uniform jamming assumption. In this paper, we consider a
more comprehensive jamming model, in which f adversaries can cooperatively launch their jamming attacks in totally k wireless
channels with unlimited power budget and non-uniform jamming signals. Then, based on the new proposed (k, f)-cooperative jamming
model, we show that k > f is the necessary and also sufficient condition to solve the PTVC problem. On one hand, we prove that the
PTVC problem is insoluble when f ≤ k; on the other hand, two distributed algorithms are given as the solutions of the PTVC problem
among n physical objectives and one sink node when k > f , the time complexity of which are O( n logn

k(log k−log f)
) and O( n logn

log k−log f
)

based on the communication modes with/without acknowledgement, respectively. Both of the theoretical results and empirical
simulations are conducted to show the resilience of our algorithms despite such a strong cooperative jamming model.

Index Terms—Digital twin edge networks, Physical-to-virtual communications, Cooperative jamming, Multiple wireless channels.
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1 INTRODUCTION

As the integration of digital twin and edge computing,
the Digital Twin Edge Networks (DITENs) have attracted
lots of attention in the recent years [1]. By implementing
the digital twins (DTs) on the edge side, the physical and
virtual entities in the DITENs can be locally connected
via single/multi-hop wireless communications. Such close
connections between the physical and virtual entities help
the digital twin systems to provide the real-time services
with fast insight and low-latency to the users. Besides, the
open-access feature of wireless channels in edge networks
is friendly for the migration of twin objects and proto-
typing of physical objects, especially in some mobile and
vehicular scenarios [2]. However, the open-access wireless
environments in edge computing also open a door for the
adversaries to fault the physical-to-virtual communications
(PTVC) in digital twin by launching some jamming attacks,
which can cause great damage to the DT system.

For example, we consider a DT system deployed on an
industrial Internet of Things (IIoT) network that consists of
multiple physical devices and a server on the sink node [3].
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Fig. 1: Jamming attacks in the wireless channels that destroy
the physical-to-virtual communications in DITENs.

With the running state vectors of IIoT devices constantly
collected by the physical devices and aggregated to the
sink node through the wireless channels, the digital twins
of those devices are constructed and updated in the edge
server, which supports the real-time decision making for the
objectives in the physical layer, the accurate training and
inference in the twin layer, the customized services in the
services layer, and makes the DT far beyond the traditional
computer-based simulations and analysis. Even though the
wireless channels provide ubiquitous connections for the
physical and virtual objectives, the physical-to-virtual com-
munications become unreliable because the adversary can
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easily jam the wireless channels due to their open-access
feature [4], [5]. As is illustrated in Figure 1, by launching
jamming attacks on the wireless channels, the adversaries
can prevent the digital twins from obtaining real-time in-
formation from their physical objectives. After the virtual
twins lose the association with their physical devices, the
sequential attacks on those digital twins and physical objec-
tives can be conducted, such as the forged packet injection
and misconfigured policy enforcement in [6].

Currently, most of the DT works [7]–[9] are considered
based on some reliable wireless environments. Whereas, as
a common and critical phenomenon in the realistic wireless
networks, the adversaries can fail the legitimate communi-
cations with a sufficiently large deliberate jamming signal,
which is also termed as the jamming attacks. It has been
proved in [10] that the disguised jamming attacks from the
adversaries can reduce the communication capacity of a dig-
ital twin system to zero. In other words, if the physical-to-
virtual communication protocols in DITENs are not specif-
ically designed, it is easy for the adversaries to prevent the
whole system from obtaining any valuable information from
the physical layer.

To depict the jamming experienced by the physical de-
vices in a wireless channel, there have been a series of jam-
ming models proposed in Internet-of-Things (IoT) networks,
such as the constant jamming model in [11], in which the
jamming constantly occurs because of some natural faults,
and the malicious jamming model in [12] to depict the var-
ious jamming behaviors from adversaries. In the malicious
jamming model, to what extent can the jamming hinder the
communications ups to the knowledge and capability of the
adversaries. Two examples are the adaptive jamming model
in [13] and the reactive jamming model in [14], [15]. In the
previous one, the adversary knows the protocol and all the
communication history. At the beginning of each round, it
can make decisions on whether the current round should
be jammed based on the history of the algorithm execution.
Compared with the adaptive jamming model, the adversary
in reactive jamming additionally knows the current network
information when it makes the decisions.

Due to the destructiveness of the above malicious jam-
ming on the communications in the wireless channel, the
jamming-resilient algorithms under such jamming models
are usually designed based on some additional restrictions,
to prevent the adversary from overly potent. Two of the
most important restrictions are the uniform jamming as-
sumption and the power limited assumption in [13]–[16].
Specifically, the uniform jamming assumes that the power
level of the jamming signal at each end device in a wireless
channel is the same or similar so that the nodes in a same
channel have the same jamming state, e.g., jammed or
unjammed. And the power-limited jamming indicates that
the adversary can only jam a fraction of time slots in every
time window, which makes sure that there are always some
unjammed time slots left for legitimate communications.
Though these restrictions greatly facilitate jamming-resilient
protocol design and performance analysis, an open question
on the opposite side has arisen: can the wireless communica-
tions still be resilient if the jamming in DITENs is non-uniform
and span a very long time? This question is realistic and
significant currently. Because with the jamming technique

rapidly developed, it is feasible for a group of adversaries
to permanently jam a channel with a stable and sufficiently
large energy source in edge computing [17], and inject
signals with different strengths to different local areas in the
network with the help of reconfigurable intelligent surface
technique [18]. Besides, the previous works often consider
the jamming signals from a single adversary. Whereas, a
more realistic case should be multiple adversaries coopera-
tively jamming the communications in a wireless network.

In this paper, we answer the above question positively
by proposing a more comprehensive cooperative jamming
model and designing two distributed jamming-resilient
physical-to-virtual communication algorithms in DITENs
based on our proposed jamming model. Besides, we con-
sider the reliable physical-to-virtual communication prob-
lem in DITENs, which contains n physical devices and one
sink node1 in a single hop wireless network. We consider a
roundly-based communication in our problem, i.e., in each
round, the physical devices can choose one of the channels
to update its state to the sink node and the adversaries can
cooperatively jam the multiple channels, which may fail
a fraction of the legitimate communications. Our target is
to design efficient distributed algorithms that can ensure
the jamming-resilient physical-to-virtual communications in
DITENs. Note that the hopping techniques [19], [20] and
blind rendezvous-based strategies [21], [22] can be used to
design jamming-resilient algorithms on multiple channels.
Particularly, the channel hopping techniques focus on how
the transmitters and receivers synchronously jump to a
clean channel2 when the current channel is jammed, in
which the receivers might lose synchronization with the
transmitters if too many channels are not clean. A general
blind rendezvous problem requires that the secondary users
are on a same channel in a same time slot, which is not
occupied by the primary users. If the data packets want to
be exchanged across multiple secondary users in the ren-
dezvoused channel, existing strategies like the CSMA/CA-
style procedure cannot guarantee the jamming-resilient con-
tention resolution. While our paper focuses on how to
find and use the residual clean channels, to guarantee the
resilient communications from a distributed view.

Our main contributions can be summarized as follows:

• Compared with most of the previous jamming mod-
els with the uniform jamming restriction and energy
budget constraint, in this paper, we propose a (k, f)-
cooperative jamming model, in which the f adver-
saries are power unlimited with sufficient energy,
and can cooperate with each other to arbitrarily
launch their jamming attacks in k wireless channels.
In our model, the jamming in each channel can be
non-uniform and span permanently, which are more
realistic and comprehensive settings than that in the
previous ones. We hope that our jamming model
would be helpful for the practical jamming-resilient
algorithm design.

• Based on the (k, f)-cooperative jamming model,
we consider the jamming-resilient physical-to-virtual

1. which can be a base station or a centralized server
2. a channel is clean if it contains no jamming signals.
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communication problem in a digital twin edge net-
work consisting of n end nodes and one sink node.
Firstly, we show that such a problem cannot be
solved when k ≤ f . In the next, when k > f ,
two distributed jamming-resilient communication al-
gorithms are presented with the time complexity
of O( n logn

k(log k−log f) ) and O( n logn
log k−log f ) based on the

communication modes with/without acknowledge-
ment, respectively. Both of our algorithms can ensure
the jamming-resilient physical-to-virtual communi-
cations with high probability3 (w.h.p. for short).

Extensive simulations are conducted to evaluate the per-
formances of our algorithms, which well corroborate our
theoretical analysis. Even though this paper chooses the
digital twin edge network as a typical scenario to discuss the
motivation and contribution of their works, the jamming-
resilient communication algorithms proposed in this paper
can have broader applications in wireless networks, such
as vehicular network and drone network, which are often
deployed in open environments and have high requirement
for real-time jamming-resilient communications.

Roadmap. The rest of this paper is organized as follows.
Section 2 introduces the related work. Section 3 presents
the network model, the jamming model, and the problem
statement. The jamming-resilient physical-to-virtual com-
munication algorithms are given in Section 4, followed by
the analyses in Section 5, and simulation results in Section 6.
Finally, Section 7 concludes our work.

2 RELATED WORK

Jamming Models in Single/Multi-channel. Due to its sig-
nificance for designing realistic jamming-resilient commu-
nication algorithms, several jamming models have been
proposed in recent decades to depict the jamming attacks
in single and multi-channel. Three of the typical jamming
models in single channel include the constant jamming
model [11], the adaptive jamming model [13], [23], and the
reactive jamming model [14], [15], [24]–[26]. In the constant
jamming model, the wireless channel is jammed with a
constant probability in each communication round, which
is a simple but efficient jamming approach [27]. In the
adaptive jamming model, the adversary knows the protocol
and all the communication history. At the beginning of each
round, it can make decisions on whether the current round
should be jammed based on the history of the algorithm
execution. In the reactive jamming model, the adversary
additionally knows the current network information when
it makes the decisions. The other jamming models proposed
in recent years include the disguised jamming in [28], the
smart jamming in [29], [30], the follower jamming in [31], the
strategic jamming in [32], and the hostile jamming in [33],
most of which have the similar settings with adaptive and
reactive jamming models, i.e., the jammer has some basic
knowledge for the communication protocol and jams the
channel according to its rule.

In the multi-channel scenario, the static jamming, ran-
dom jamming, and adaptive jamming attacks across mul-
tiple channels are introduced in [34] and adopted in [35],

3. for some probability with 1− n−ζ for some constant ζ > 1.

respectively. In static jamming model, each static jammer
permanently jams a fixed channel. With some detection
strategy to find the jammed channels, the blind rendezvous
problem is solved in [35]. In random jamming model, a
random jammer transmits the jamming signals over ran-
domly selected channels. In adaptive jamming model, each
adaptive jammer is assumed to have all knowledge of the
secondary user to guess and jam the channels that the
second users are going to rendezvous. In [36], the static
and reactive jamming models are considered with energy
budget. Based on those two jamming models, the consensus
problem is solved. Whereas, the collision and inference
between legitimate devices are not considered in their com-
munication problem. In [37], an access point is trying to
deliver its message to a server via multiple orthogonal
subcarriers despite the jamming attack of a jammer, i.e., it is
a single-transmitter and single-jammer problem across mul-
tiple subcarriers. In [38], the multiple jammers prevent users
from decoding the downlink communications from base
station. Each jammer can statically jam multiple channels
and equally allocates its constrained power. In [39], multiple
legitimate users transmit their messages across multiple
channels. A jammer can choose a channel to jam in each
communication round. The sweep strategy and Q-learning
based strategy are designed for the jammer. In Table 1, we
listed the relevant jamming models in single channel and
multiple channels, from which we can see that our jamming
model is a more comprehensive and practical one.

Physical-to-Virtual Communication. As a fundamental
issue in DITENs, physical-to-virtual communication has
gained significant interest in recent years due to its real-time
interaction between physical objects and virtual twins [1],
[42], [43]. In general, the PTVC makes sure that the state
and information of physical objects can be timely updated to
the digital twins via wireless communication technologies,
which support the accurate training/inference and real-time
decision making in DITENs. Currently, the existing works
in DITENs are mainly about high-level research based on
reliable physical-to-virtual communications. For example,
the research in [44] considers the implementation of DT
on data, models, and services and addresses the internal
module update and data/model integration problem. It
assumes that the communications between the physical and
virtual objects are stable, which is not a realistic assumption
in the open-access wireless environment. The survey in [43]
has pointed out that the interference and contention in the
wireless channel may fail the physical-to-virtual communi-
cations in digital twin and should be carefully addressed.

In summary, most of the existing works in DITENs
rely on reliable physical-to-virtual communications to de-
sign the high-level algorithms and applications, but few
of them consider how to provide the reliable physical-to-
virtual communications in an open-access wireless network,
especially facing the jamming attacks from the adversaries.
In this paper, we study the PTVC issue in complicated open-
access edge scenarios. Compared with the existing jamming-
resilient works, most of which are in the IoT scenarios, our
adversary jamming model is stronger and more comprehen-
sive for realistic open-access edge scenarios.
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TABLE 1: Comparison with existing jamming and similar models in single channel and multiple channels

Reference Number of Settings of Jammers/Primary users
Channels Number Knowledge Power Supply Strengthen of Signal

[16], [23], [40] Single Single Adaptive Constrained Uniform
[14], [15], [24], [26] Single Single Reactive Constrained Uniform
[24] Single Single Reactive Constrained Local Uniform
[13] Multiple Single Adaptive Constrained Uniform
[41] Multiple Single Static Not mentioned Non-Uniform
[39] Multiple Single Adaptive Not mentioned Uniform
[21], [22] Multiple Multiple Benign Not applicable Not applicable
[34]–[36], [38] Multiple Multiple Static/Random/Adaptive Constrained Uniform
Our work Multiple Multiple Reactive Sufficient Non-uniform

3 MODEL AND PROBLEM STATEMENT

We consider a digital twin edge network containing n end
devices and one base station as the sink node, all of which
are arbitrarily placed in a two dimensional Euclidean space.
The edge server is deployed on the base station, and all
of the end devices are within the communication range
of the base station, which consists of a single-hop edge
computing network. Apart from the cellular technology, the
edge device and end devices can also be connected via Wi-
Fi and Bluetooth. The end devices and edge node are also
termed as end nodes and edge node in the following of
this paper. In our DITEN, the end nodes and sink node
have a global clock and wake-up initially. Specifically, in
each round, each end node endeavors to upload its mes-
sage to the sink node through a shared wireless medium,
while malicious adversaries can launch jamming attacks
over the medium to prevent legitimate messages from being
collected by the sink node. The jamming model for the
adversaries, the detailed communication model for the end
nodes and the sink node, and the problem statement are
given in the following.

(k, f)-Cooperative Jamming Model. We consider our
(k, f)-cooperative jamming model in the case that a group
of f adversaries launches their jamming attacks on the k
channels with the following features.

• Reactive and cooperative adversaries: There are f re-
active and cooperative adversaries in our jamming
model, each of which is equipped with a single radio.
Each adversary knows the communication protocol,
all the past history, current states of algorithm exe-
cution, and can arbitrarily choose a channel to jam
at its own will in each round. We assume that the
adversaries have the real-time and reliable commu-
nications with each other. At the beginning of each
round, those adversaries can have a full discussion
with each other and then cooperatively launch their
jamming attacks on multiple channels. The jamming
decisions of adversaries are roundly made and sus-
tained until the current round ends, i.e., our model
considers the roundly jamming.

• Unlimited power with sufficient energy supply: consider-
ing that the adversaries may have a strong and stable
energy supply [17], we remove the energy budget
limitation that is the most common restriction in the
previous works. Thus, in our jamming model, the
jamming signal in a channel can be sufficiently large
so that no communication in the channel can suc-

…

f cooperative adversaries 

over k non-overlapping 

channels

Sink node

Channel Message Adversary

End nodes

Edge

server

At most (k-f)

messages can

be received by

the sink node

per round

JammedUnjammed

Fig. 2: Example of our (k, f)-cooperative jamming model.

ceed. Besides, in any interval, the number of jamming
rounds for nodes in a channel can be sufficiently
large until the whole interval is jammed, which
differs from the restriction in [24] that for any long
interval, there must be Ω(log n) unjammed rounds
left for legitimate communications.

• Non-uniform jamming signals: The previous works
[16] require a uniform jamming format as the nec-
essary condition for efficient algorithm design in sin-
gle channel wireless network. Considering a reality
that the cooperative adversaries can easily make the
jamming signals non-uniform at each node [18],
in our model, we assume that the strength of the
jamming signal at a node v can be arbitrarily set by
the adversaries when v is jammed.

We assume that these k channels are distributed over
a wide range in the frequency domain, such that a single
jammer is able to jam at most a single channel out of the
k channel available in one round. Compared with the pre-
vious adaptive and reactive jamming models that consider
the individual jamming attacks from a single adversary and
have the uniform jamming and energy budget assumptions,
our (k, f)-cooperative jamming model is more comprehen-
sive and realistic, as shown in Figure 2.

Communication Model based on Multiple Channels.
All the end nodes in our digital twin edge network com-
municate through a shared medium divided into k non-
overlapping channels. Similar with [45], we assume that
only the simultaneous signals in a same wireless channel
interfere with each other and the interference across multi-
ple channels is not considered since the multiple channels
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are not overlapped and are sufficiently discreted on the
spectrum. Each of the end nodes is equipped with a single
radio, while multiple radios are equipped on the sink node.
Thus, in each round, the end nodes can choose one channel
to transmit or listen to, but the sink node obtains all channels
simultaneously.

To capture the signal reception and interference gener-
ated by simultaneous transmissions in a same channel, a
realistic and widely-adopted physical interference model,
named as Signal-to-Interference-plus-Noise Ratio (SINR)
model, is adopted. Particularly, a message sent by a node
u to a node v can be correctly received if and only if (1)
node u transmits and v listens in the same channel, and (2)
the below defined SINR rate SINR(u, v) ≥ β holds.

SINR(u, v) =
Pu/d(u, v)

α∑
w∈Qu

Pw

d(w,v)α +
∑

j∈Fu
I(j, v) +N

, (1)

where d(u, v) is the Euclidean distance between nodes u
and v, Pu is the transmission power of the node u, path-
loss exponent α ∈ (2, 6], and N is the ambient noise in
environment. Fu is the set of adversaries that are in the
same channel with u, and I(j, v) is the interference from
the adversary j and experienced by the node v, which is a
positive value and can be arbitrarily set by j. Qu is the set of
other nodes simultaneously transmitting with u in the same
channel, and we refer to Pw/d(w, v)

α as the interference
caused by w at v. The hardware-defined threshold β is in
usual larger than 1. A uniform power assignment [24] is
assumed in our communication model, which means that
all nodes have a fixed transmission power P . To satisfy
our single-hop assumption in the DITENs, for each pair of
nodes u, v, we have the assumption that P > βNd(u, v)α

according to Equation (1).

··· ···

round tround t-1 round t+1

(a) Communication mode without acknowledgement

Each physical device sends 

its message to the sink node

··· ···

Sink node answers an acknowledgement

signal when it successfully receives a

message from a physical device

(b) Communication mode with acknowledgement

Each physical device sends 

its message to the sink node

round tround t-1 round t+1

Fig. 3: Communication modes.

According to the ability of sink node, the following
two communication modes are considered. In the first one,
the sink node is just a silent listener which cannot send
any signal [46]. In the second mode, when the sink node

TABLE 2: Important Variables

Notation Definition

V , n Set and number of end nodes
V (t), n(t) Set and order of active nodes at the beginning of the round t

V̂ (t), n̂(t) Set and order of active nodes at the end of the round t
u, v, w, s end nodes u, v, w, and sink node s
d(u, v) Euclidean distance between two nodes u and v
R Maximum distance between any pair of nodes
F , f Set and number of adversaries
K, k Set and number of multi-channels
Pu Transmission power of node u
I(j, v) Interference experienced by v from the adversary j
N Environmental ambient noise
α Path-loss exponent in SINR model, α ∈ (2, 6]
β Hardware-defined threshold in SINR model, β ≥ 1
A, I Active and inactive states
ζ1, ζ2, ζ3 Sufficiently large constants
c0-c9 Constants in the analysis of Algorithms 1 and 2

p
Transmission probability of nodes in

Algorithm 1 and 2, p = 1−21−α/2

192·2α+2·β

successfully receives a message from a physical device in
a round, it immediately answers with an acknowledge-
ment signal at the end of this round [47]. This answer-
ing signal only consists of several-bits information, and
does not occupy an additional round. The two modes are
termed as communication without acknowledgement and
with acknowledgement, as is illustrated in Figure 3. In
general, the communication with acknowledgement helps
to control the contention in the wireless channel but has
a higher requirement for the ability of sink node. The
communication without acknowledgement is more energy-
saving for the sink node, but raises more challenges for the
efficient algorithm design. In this paper, both of these two
communication modes will be considered.

Problem Statement. We investigate the jamming-
resilient physical-to-virtual communication problem in
DITENs. Initially, each of the end nodes in the DITEN holds
a message containing its recent physical information for
uplink delivery. In the following, end nodes endeavor to
update their messages to the sink node s via multi-channels.
While the adversaries cooperatively launch their jamming
attacks, to prevent the updating process of the end nodes.
As mentioned above, all the end nodes and adversaries
are equipped with a single radio while the sink node has
multiple radios. In each of the following rounds, (1) each
end node can choose a channel to transmit or listen; (2) the
adversaries are reactive and cooperative, each of which can
arbitrarily choose a channel to jam; and (3) the sink node
listens in all the k channels. We say an algorithm can solve
the above PTVC problem within t rounds if by executing
the algorithm, all the messages from the end nodes can be
received by the sink node at least once after the round t, as
is illustrated in Equation 2.

∀v ∈ V,∃1 ≤ t′ ≤ t, SINR(v, s) ≥ β (2)

Obviously, the smaller the value of t is, the more efficient
the algorithm will be. Considering the edge computing
environment, it is better for the algorithm to be distributed.

Knowledge and Capability of Nodes. We assume that
the number of nodes n, the number of channels k, the num-
ber of adversaries f , and SINR parameters α, β are known
by all the end and sink nodes for algorithm execution. If
the exact values of those parameters are not available in
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reality, the upper bounds that are constant times larger than
the real values can be used, which will only increase the
running time of our algorithm by a constant factor. The
other information, such as the network topology, or location
information is not required for each node. Each end node
and adversary is equipped with a single radio, while the
sink node is equipped with multiple radios so that it can
obtain all channels simultaneously. Physical carrier sensing
or collision detection is not needed in our algorithm. By
normalizing the minimum distance between any pair of
nodes to 1, we use R to denote the maximum distance
between any pair of nodes. The important variables used
in our paper are listed in Table 2 for reference.

4 ALGORITHM DESIGN AND DESCRIPTION

In this section, two distributed jamming-resilient algorithms
are designed to solve the PTVC problem despite the (k, f)-
cooperative jamming, based on the two communication
modes with/without acknowledgement, respectively. To
make sure the physical-to-virtual communication is resilient
even in the worst case, we consider our algorithm design
from the harshest assumption, in which the f adversaries
arbitrarily choose f channels to jam with sufficiently large
power in each round. In other words, in each round, the
residual clean channels are arbitrarily determined by the
adversary and are unknown to the end nodes. We say a
channel is clean when no adversaries chooses to jam it.

Challenge and Solution. Intuitively, if the clean chan-
nels are known by all the end nodes, our problem can
be reduced to a distributed contention resolution problem,
in which n end nodes compete for the usage of the clean
channels efficiently. Both of the statistical exponential back-
off scheme in [40] and the leader election scheme in [48] can
be used to solve this problem. However, the f adversaries
in our jamming model are reactive so that they can hide the
residual clean channels behind the f jammed channels in
each round, which is nearly impossible for the end nodes
to find out. An alternative approach is to equally allocate
all the end nodes to the k channels to solve the contention
resolution problem. However, the negative impact of jam-
ming on algorithm execution is non-negligible and should
be carefully addressed. Let’s take the statistical exponen-
tial back-off scheme in [40] as an example, which solves
the contention resolution problem by an adaptive scheme
within Ω(log n) steps in a non-jamming scenario. However,
if all the end nodes in multiple channels adopt the backoff
scheme simultaneously, only the adaptive schemes in the
clean channels progress forward for one step in each round;
while the adaptive schemes in the other f jammed channels
are misled by the malicious jamming signals. Thus, the
whole adaptive scheme goes backward from a global view
and the contention resolution problem cannot be solved.

To address this issue, we design a jamming-resilient
Leader Election and Broadcast (LEB for short) scheme that
can be executed by nodes in multiple channels. By letting
nodes give up the leader election when they receive mes-
sages from other nodes, we can make sure that our leader
election process will only be delayed but not be misled
by the jamming attack. The leader election processes are
simultaneously executed in k channels to make sure that

O(k) leaders will be elected finally despite the jamming
from f adversaries. Then, we let each elected leader ran-
domly choose a channel to broadcast for sufficient rounds.
By repeating the LEB scheme for multiple times, we make
sure that all the end nodes are elected as the leader for at
least once, and all the messages from the end nodes are
received by the sink node resiliently with high probability.

Algorithm 1: Jamming-Resilient PTVC Algo. I
For each end node v:

1 for ζ1n times do
2 statev ← A;
3 for ⌈ζ2 logn−log k

log k−log f ⌉ rounds do
// Leader election starts

4 if statev = A then
5 randomly and uniformly choose a channel

i from the total k channels;
6 X ∼ B(p); // Bernoulli trial
7 if (X = 1) then
8 transmit its message in the channel i;

9 else
10 listen in the channel i;
11 if receive a message then
12 statev ← I;

13 else
14 do nothing;

15 for ⌈ζ3 k logn
k−f ⌉ rounds do

// Leader broadcast starts
16 if statev = A then
17 randomly and uniformly choose a channel

i from the total k channels;
18 transmit its message with probability p in

the channel i;

19 else
20 do nothing;

21 if statev = A then
22 halt;

For the sink node s:
23 for ⌈ζ1n(ζ2 logn−log k

log k−log f + ζ3
k logn
k−f )⌉ rounds do

24 listen to all channels;

Detailed Description. In this part, we show how our
distributed jamming-resilient physical-to-virtual communi-
cation (JR-PTVC) algorithms work with our LEB scheme.
Briefly, our JR-PTVC algorithm executes the LEB scheme
for ζ1n times in the absence of acknowledgement. When
assisted by the acknowledge mechanism, operating the LEB
scheme for ζ1n

k times can fulfill the PTVC under the (k, f)-
cooperative jamming model.

We firstly consider the case that the sink node is only
a silent listener, and cannot acknowledge to messages from
the end nodes. In general, our algorithm completes by re-
peating the LEB scheme for ζ1n times, and each LEB scheme
consists of ⌈ζ2 logn−log k

log k−log f ⌉ rounds for leader election and
⌈ζ3 k logn

k−f ⌉ rounds for leader broadcast, in which ζ1, ζ2 and
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Fig. 4: The flow charts of JR-PTVC-I and JR-PTVC-II in terms of the end node.

Algorithm 2: Jamming-Resilient PTVC Algo. II
For each node v:

1 for ζ1n
k times do

2 statev ← A; // LEB scheme starts

3 for ⌈
(
ζ2

logn−log k
log k−log f + ζ3

k logn
k−f

)
⌉ rounds do

4 if statev = A then
5 randomly and uniformly choose a channel

i from the k channels;
6 X ∼ B(p);
7 if (X = 1) then
8 transmit its message in the channel i;
9 if its message is acknowledged then

halt;

10 else
11 listen in the channel i;
12 if listen and receive a message then

statev ← I;

13 else
14 do nothing;

For the sink node:
15 for ⌈ ζ1nk ( ζ2(logn−log k)

log k−log f + ζ3k logn
k−f )⌉ rounds do

16 Listen to all channels;
17 if receive a message from the end node then
18 acknowledge it;

ζ3 are the sufficiently large constants. In our algorithms, an
end node can be in two states: state A means that the node is
active for leader competition; state I means that the node is
inactive and has given up the leader election. When LEB
scheme starts, all participating end nodes become active
and transfer to state A initially. Then, in each round, an
active node in state A randomly and uniformly chooses a
channel to transmit its message with a constant probability
p or listen otherwise. If it receives a message from other
end nodes in the same channel, it gives up the leader
competition, becomes inactive and transfers to state I, and
does nothing until the current LEB period ends. Notice that
whether an active node can receive a message from another
node is also affected by the collisions and interference in its
selected channel. In our analysis part, we will show that the
occurrence of collisions on each active node can be bounded
and each node have some probability to receive messages
from others in each communication round, until a leader is
elected. After ⌈ζ2 logn−log k

log k−log f ⌉ rounds execution, as is proved
in Lemma 1 of our analysis section, there will be at least 1
and at most Θ(k) active nodes left and then become the
leaders. In the following ⌈ζ3 k logn

k−f ⌉ rounds, each elected
leader randomly chooses a channel to broadcast its message
with probability p. As shown later, we will prove that all
the leaders successfully disseminate their messages to the
sink node with high probability. After a LEB period, the
active leaders halt immediately and no longer participate in
the following LEB periods since their messages have been
received by the sink node. While the end nodes execute the
LEB algorithms, the sink node always listens in all chan-
nels. The pseudocode of our distributed jamming-resilient
physical-to-virtual communication algorithm (termed as JR-



8 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. XX, NO. XX, MONTH YEAR

PTVC-I) is given in Algorithm 1. Figure 4 (a) illustrates the
flow chart of JR-PTVC-I in terms of the end nodes. In our
analysis, we prove that setting p = 1−21−α/2

192·2α+2·β is enough to
handle all the worst cases with a high probability guarantee.

Secondly, we present algorithm JR-PTVC-II for jamming-
resilient physical-to-virtual communication when the sink
node can immediately acknowledge the messages from the
end nodes. The pseudocode is given in Algorithm 2 and the
flow chart is shown in Figure 4 (b). Similar to Algorithm 1,
at the beginning of a LEB scheme, all end nodes that have
not halted will be in active state. Then, in each round of
the LEB scheme, each active node randomly and uniformly
chooses a channel to transmit its message with probability p,
or listen with probability 1−p. If it transmits its message and
receives an acknowledgement from the sink node, it imme-
diately halts and no longer participates in the following LEB
scheme. If it listens and receives a message from another end
node in the same channel, it becomes inactive and turns into
state I. Within ⌈(ζ2 logn−log k

log k−log f + ζ3
k logn
k−f )⌉ rounds, as shown

later in the Lemma 4, there would be Θ(k) active nodes
successfully sending their messages to the sink node with
high probability. In the Algorithm JR-PTVC-II, repeating the
LEB scheme for ζ1n

k times is enough to make sure all the
messages from the end nodes can be received by the sink
node with high probability.

The Algorithm JR-PTVC-II differs from the algorithm JR-
PTVC-I on the following points. The first point is that when
the sink node receives a message from the end nodes, it
immediately acknowledges the message. The second point
is that when a leader receives the acknowledgement from
the sink node, it can directly halt. With the help of the
acknowledgement from the sink node, the end nodes only
need to successfully broadcast once. Thus, repeating the LEB
scheme for ζ1 n

k times is enough to make sure all nodes have
their messages received by the sink node, which is the third
point.

Obviously, the running time of Algorithms JR-PTVC-I
and JR-PTVC-II are ⌈(ζ1n(ζ2 logn−log k

log k−log f + ζ3
k logn
k−f ))⌉ rounds

and ⌈( ζ1nk (ζ2
logn−log k
log k−log f + ζ3

k logn
k−f ))⌉ rounds, respectively.

Since n is sufficiently large than k and k
k−f ∈ O( 1

log k−log f ),
their time complexity can be simplified as O( n logn

log k−log f )

and O( n logn
k(log k−log f) ). Theorem 1 is attached to show the

performance of our algorithm and the proofs are given in
the next section.

Theorem 1. For the physical-to-virtual communications in the
digital twin edge networks consisting of n end nodes, a sink node,
k channels and f cooperative adversaries, we have

• k > f is a necessary condition for designing the
jamming-resilient communication algorithms in our
(k, f)-cooperative jamming model;

• when k > f , the Algorithm JR-PTVC-I makes sure that
all messages from the end nodes can be received by the sink
node within O( n logn

log k−log f ) rounds w.h.p., if the sink node
is only a silent listener;

• when k > f , the Algorithm JR-PTVC-II makes sure that
all messages from the end nodes can be received by the
sink node within O( n logn

k(log k−log f) ) rounds w.h.p., if the
acknowledge mechanism can be provided by the sink node.

5 ANALYSES OF OUR ALGORITHMS

In this section, we first show that k > f is a necessary
condition for designing the jamming-resilient algorithms in
our (k, f)-cooperative jamming model. Then, we prove the
correctness of our algorithm JR-PTVC-I, by claiming that
(1) at least one elected leader has its message successfully
received by the sink node within a LEB period with high
probability (2) repeating the LEB for ζ1n times is enough for
all end nodes to have their messages received by the sink
node. Thereafter, we show the correctness of our algorithm
JR-PTVC-I. Armed with the acknowledgement setting, there
are Θ(k) leaders had their messages received by the sink
node within a LEB scheme w.h.p. Thus, the LEB scheme
only needs to be repeated for ζ1n

k times.
Initially, k > f is a trivial necessary condition for the

jamming-resilient communication problem under the (k, f)-
cooperative jamming model. In the following, we further
show that k > f is also the sufficient condition by proving
the correctness of our algorithms when k > f .

5.1 Analysis of Algorithm 1

In the algorithm JR-PTVC-I, the LEB scheme is repeated for
ζ1n times, each of which consists of ⌈ζ2 logn−log k

log k−log f ⌉ rounds
for leader election and ⌈ζ3 k logn

k−f ⌉ rounds for leader broad-
cast. In the following, we firstly use Lemma 1 to show
that within the ⌈ζ2 logn−log k

log k−log f ⌉ rounds, there is at least one
leader elected w.h.p. Secondly, all the elected leaders have
their messages received by the sink node in the following
⌈ζ3 k logn

k−f ⌉ rounds w.h.p., which is proved by Lemma 2. In
other words, in each of the LEB scheme, there is at least
one end node having its message received by the sink node
and halted. Finally, in Lemma 3, we prove that repeating
the LEB for ζ1n times is enough to guarantee the physical-
to-virtual communications within n end nodes despite the
(k, f)-cooperative jamming.

We consider an arbitrary LEB period starting from the
round t0. Let t1 = t0 + ⌈ζ2 logn−log k

log k−log f ⌉ and t2 = t0 +

⌈ζ2 logn−log k
log k−log f +ζ3

k logn
k−f ⌉, i.e., the leader election period starts

from the round t0 and ends at the round t1 and the leader
broadcast period starts from the round t1 + 1 and ends at
the round t2. Let V (t) and V̂ (t) be the set of active nodes at
the beginning and the end of the round t. n(t) = |V (t)| and
n̂(t) = |V̂ (t)|. Then, we have the following Lemmas for the
leader election and leader broadcast periods.

Lemma 1. When the leader election period ends, the number of
active nodes is at least one and at most c0k w.h.p., in which c0
is a sufficiently large constant. In other words, n̂(t1) ≥ 1 and
n̂(t1) ∈ O(k) w.h.p.

Proof. Note that for each end node, it only gives up the
leader competition when it receives the messages from other
end nodes. Thus, there must be at least one active node left
no matter how the algorithm was executed. Additionally,
we show that the number of active nodes reduces with a
factor of c1(log k − log f) in expectation for some constant
c1. Thus, within ⌈ζ2 logn−log k

log k−log f ⌉ rounds, the number of active
nodes is within [1, O(k)]. Detailed technical proof can be
found in the Appendix.
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Lemma 2. When the number of active nodes is at least one and
at most c0k at the the beginning of leader broadcast period, all of
them have their messages received by the sink node and halt at the
end of round t2 w.h.p.

Proof. From Lemma 1, we have that n̂(t1) ∈ [1, c0k] w.h.p.
Since those active nodes transmit their messages with the
probability p in their selected channels and do nothing else.
We have n(t) = n̂(t1) for an arbitrary round t ∈ [t1 + 1, t2].
Assume that node v is an active node within the interval
[t1 + 1, t2]. Let Ev(t) be the event that the message of v is
received by the sink node at the round t and Pr[Ev(t)] is
the corresponding probability. A sufficient condition for the
event Ev(t) to hold is: v transmits in a clean channel and v
is the only transmitter in the clean channel. Thus, we have

Pr[Ev(t)] = p
k − f

k
(1− p)xv(t)−1, (3)

in which xv(t) is the number of nodes that choose the same
channel with v at round t.

Additionally, let Ev be the event that the message of v is
received by the sink node at least once from the round t1+1
to the round t2, and Pr[Ev] is the corresponding probability.
Then, we have

Pr[Ev] = 1−
t2∏

t=t1+1

(1− Pr (Ev (t)))

≥ 1− e−
∑t2

t=t1+1 Pr(Ev(t))

(4)

The first inequality holds because for every x1, · · · , xn ∈
[0, 1

2 ], 4
−

∑n
i=1 xi ≤

∏n
i=1(1− xi) ≤ e−

∑n
i=1 xi .

According to the Equation (4), how likely the event Ev
happened is determined by the value of xv(t) for the rounds
t ∈ [t1 + 1, t2], which is discussed in the following claim.

Claim 1.
∑t2

t=t1+1 xv(t) ≤ 2c2
k logn
k−f w.h.p. for a sufficiently

large positive constant c2.

The detailed proof of Claim 1 is given in the Appendix.
According to the AM-GM inequality4 and equation (3),

we get

t2∑
t=t1+1

Pr(Ev(t)) = p
k − f

k

t2∑
t=t1+1

(1− p)xv(t)−1

≥ p
k − f

k
(t2 − t1)

t2−t1

√√√√ t2∏
t=t1+1

(1− p)xv(t)−1

= p
k − f

k
(t2 − t1)

t2−t1

√
(1− p)

∑t2
t=t1+1(xv(t)−1)

≥ p
k − f

k
(t2 − t1)

t2−t1

√
(1− p)(t2−t1)(2c2−1)

= p
k − f

k
(t2 − t1)(1− p)2c2−1

= pζ3(1− p)2c2−1 log n.

(5)

Substituting Equation (5) into Equation (4), we obtain

Pr[Ev] ≥ 1− e−
∑t2

t=t1+1 Pr(Ev(t))

≥ 1− e−pζ3(1−p)2c2−1 logn ≥ 1− n−c3 ,
(6)

4. For any positive real number a1, a2, · · · , an, n ∈ Z+, it holds
(a1 + a2 + · · ·+ an)/n ≥ n

√
a1a2 · · · an

where c3 = pζ3(1 − p)2c2−1. Hence, for any node v that
has been selected as the leader in LEB, it has its message
successfully received by the sink node at least once when
the LEB ends with a probability of 1 − n−c3 . By taking a
union bound on all leaders, we prove that for all elected
leaders in the LEB period, their messages are received by
the sink node at least once with a probability of 1−1/nc3−1,
which is still a high probability.

Lemma 3. After the LEB period is repeated for ζ1n times in the
algorithm JR-PTCV-I, all end nodes have their messages received
by the sink node at least once w.h.p.

Proof. According to the results from Lemmas 1 and 2, we
know that in each LEB period, there is at least one leader
elected, and all the elected leaders have their messages
successfully received by the sink node w.h.p.. Those elected
leaders halt at the end of the LEB period, and those nodes
whose messages have not been received by the sink node
will participate in the following LEB periods. Thus, by
setting constant ζ1 sufficiently large, we can prove that
repeating the LEB for ζ1n times is enough to guarantee
the jamming-resilient physical-to-virtual communications
from the n end nodes to the sink node despite the (k, f)-
cooperative jamming.

5.2 Analysis of Algorithm 2
As aforementioned in the algorithm JR-PTVC-II, the sink
node can provide an acknowledgement for the received
message, and the end nodes halt themselves when their
messages are acknowledged. The halted nodes no longer
transmit. Note that in the analysis of Algorithm 1, we prove
that at least one sink node has its message received by the
sink node in each LEB period and the LEB period has to be
repeated for ζ1n times. In the Algorithm 2, with the help
of acknowledge mechanism, we prove that at least Θ(k)
sink nodes have their message received by the sink node
in each LEB period and the LEB period only need to be
repeated for ζ1n/k times, which is an improvement from the
Algorithm 1. The detailed proof is given in the following.

Consider an arbitrary LEB period starting from the
round t0 and ending at the round t2. t1 = t0+⌈ζ2 logn−log k

log k−log f ⌉
and t2 = t0 + ⌈ζ2 logn−log k

log k−log f + ζ3k logn
k−f ⌉. n(t) and n̂(t) have

been defined as the number of active nodes at the beginning
and the end of the round t. Then, we have the following
Lemmas for the leader election and broadcast periods.

Lemma 4. For an arbitrary LEB period in JR-PTVC-II, if
n(t0) ∈ Ω(k), there are Θ(k) end nodes having their messages
received by the sink node in expectation when the LEB period ends.

Proof. This Lemma can be proved by the following three
Claims. In Claims 2 and 3, we show that (1) there exists a
round t′ ∈ [t0, t1] with n(t′) = Θ(k) at least with a constant
probability, and (2) none of the nodes will be active at the
end of LEB with high probability, i.e., n̂(t2) = 0. Then, it can
be seen that from the round t′ to the round t0, all the n(t′)
active nodes either halt with their messages received by the
sink node or become inactive due to receiving the messages
from other end nodes. In Claim 4, we prove that the number
of nodes that halts is at least the same magnitude with the
number of nodes that become inactive in the interval [t′, t2].
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The Claims 2, 4, and 3 are given in the following, and the
detailed proofs are attached in the appendix.

Claim 2. For an arbitrary LEB period in JR-PTVC-II with
n(t0) ∈ Ω(k), at least with a constant probability there exists
a round t′ ∈ [t0, t1] with n(t′) = Θ(k).

Claim 3. For an arbitrary LEB period in JR-PTVC-II, none of
the end nodes keeps active at the round t2 with high probability,
i.e., n̂(t2) = 0 w.h.p.

In our algorithm JR-PTVC-II, a node no longer keeps
active when it has its message received by the sink node or
receives the message from an end node. Let X1(t) be the
number of nodes that have their messages received by the
sink node, and X2(t) be the number of nodes that receive
the messages from the end nodes, at the round t respectively.

Claim 4. In an arbitrary LEB period, in which n̂(t2) = 0,
t′ ∈ [t0, t1] and n(t′) ∈ O(k), it holds that E[

∑t2
t=t′ X1(t)] ≥

c4E[
∑t2

t=t′ X2(t)] with high probability.

Combining those results in Claims 2, 3, and 4 show
that in the interval [t′, t2], there are Θ(k) end nodes no
longer keeps inactive, and at least constant fraction of them
halt with their messages received by the sink node, which
directly proves the Lemma 4.

Lemma 5. For an arbitrary LEB period in JR-PTVC-II, if
n(t0) ∈ o(k), there are c5n(t0) active end nodes having their
messages received by the sink node in expectation when the LEB
period ends. c5 is a constant smaller than 1.

Proof. With the similar proof, we can see that Claims 3 and 4
also holds in Lemma 5 with n(t0) ∈ o(k). Then, we can
prove that all the n(t0) nodes are inactive at the round t2
and constant fraction of them have their messages received
by the sink node.

Lemma 6. After the LEB period is repeated for ζ1n
k times in the

algorithm JR-PTVC-II, all end nodes have their messages received
by the sink node with high probability.

Proof. Initially, there are n active nodes when the first LEB
period is executed in the algorithm JR-PTVC-II. If we can
prove that all the active nodes halt w.h.p. after the LEB
period is repeated for ζ1n

k times, the Lemma 6 can be equally
proved. From the Lemma 4, we know that when there
are sufficient active nodes when a LEB period starts, i.e.,
n(t0) ∈ Ω(k), Θ(k) active nodes will have their messages
received by the sink node and halt in expectation during
this LEB period. The Lemma 5 shows that when the number
of active nodes is not sufficiently large compared with k
when a LEB period starts, i.e., n(t0) ∈ o(k), at least constant
fraction of active nodes halts in this LEB. In expectation,
it takes Θ(n−k

k ) times LEB periods for n active nodes
to reduce to Θ(k). Then, Θ(log k) times LEB periods are
needed for Θ(k) active nodes to reduce to 0. Since the
reduction in Lemmas 4 and 5 are independent and occurs
with a constant probability, by applying a Chernoff bound,
we can prove that the number of active nodes reduces
from n to 0 w.h.p. after the LEB period is repeated for
Θ(n−k

k + log k + log n) times in the Algorithm HR-PTVC-
II. Setting ζ1 as a sufficiently large constant, we prove the
correctness of Lemma 6.

In the appendix, we discuss the similarity and difference
of Algorithms 1 and 2.

6 PERFORMANCE EVALUATION

In this section, we investigate the empirical performance
of our jamming-resilient physical-to-virtual communication
algorithms: JR-PTVC-I without acknowledgement and JR-
PTVC-II with acknowledgement, in different network sizes
and jamming patterns. Specifically, we observe the success
ratio of physical-to-virtual communications when our algo-
rithms are executed with the jamming mode, the number of
end nodes n, and the number of channels k varies. When a
node v has its message received by the sink node, we say its
physical-to-virtual communication is successful. The success
ratio of the whole digital twin edge network is defined as the
ratio of the successful physical-to-virtual communications to
the total number of communications. Obviously, the success
ratio increasing faster with running time indicates a more
efficient jamming-resilient algorithm for PTVC problem and
a shorter time delay for the messages from the end nodes
to the sink node. When the success ratio obtains to 100%,
all the messages from the end nodes are received by the
sink node. Moreover, a comparative experiment with a
previous multi-channel message aggregation work in [45]
is conducted in our simulation, to show the efficiency and
resilience of our algorithms despite the (k, f)-cooperative
jamming.

Jamming Pattern. To simulate the jamming behav-
iors from the adversaries, both of the individual jam-
ming (named “Indi.”) in [16] and the cooperative jamming
(named “Coop.”) proposed in our model are considered
in this simulation. Specifically, in the individual jamming,
each of the adversaries has its own jamming target and
decides its jamming policy without cooperation. While,
in the cooperative jamming, the adversaries cooperatively
jam the multi-channels for a same and global target, e.g.,
preventing the sink node to collect all the messages from
the end nodes. We assume that the adversaries in edge
environment have a sufficient and stable energy supply.
Thus, when an adversary decides to jam a channel in both of
the individual and cooperative jamming, a sufficiently large
jamming signal will be launched and none of the commu-
nications in the channel succeeds. A randomized policy is
considered in the individual jamming and the cooperative
jamming. Specifically, in the individual jamming, each of the
adversaries randomly, uniformly, and individually chooses
a channel to jam in each round. No cooperation is conducted
between the adversaries. While the f adversaries in the
cooperative jamming will randomly and uniformly choose
f channels to jam in each round. In other words, a channel
will not be repeatedly jammed by multiple adversaries
in cooperative jamming, which is more efficient than the
individual jamming.

Simulated DITEN. We simulate a digital twin edge
network in a pipeline-based Industrial Internet-of-Things
scenario. As shown in Figure 5, there are 5 production lines
placed in a rectangular region with the size of 140m×140m.
The sink node is at the center of the square area and n
end nodes are randomly and uniformly deployed in those
5 production line areas, including production lines 1 to 5.
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TABLE 3: Simulation parameters

Parameters in α = 3 β = 1.5 N = 1
SINR model R = 200m P = NβRα

Parameters in k ∈ {f + 1, 2f, 3f, 4f} f = 20
DITEN n ∈ {0.5, 1.0, 1.5, 2.0} · 103
Parameters in ζ1 = 1.5 ζ2 = 40
Algo. I and II ζ3 = 20 p = 0.1
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Fig. 5: Production lines 1-5 in our simulated DITEN.

Concretely, each production line works with streamlined
operations. Besides, there exist some blank areas around
the production lines supporting some other auxiliary ap-
plications, such as automatic guided vehicle walking. We set
R = 200m as the maximum transmission range of end/edge
nodes. So, such a deployment makes sure a single hop envi-
ronment. The number of adversaries is 20, i.e., f = 20. The
number of end nodes n and the number of channels k vary
within [500, 2000] and [21, 80], respectively. Table 3 gives the
parameter settings in our simulation. Similar setting can also
be found in [24]. Besides, our simulation is conducted by
a Python programming language associated with a Python
compiler, and executed on a Linux machine with Intel Xeon
CPU E5-2670@2.60GHz and 128 GB main memory. Without
loss of generality, for each reported result, we performed the
simulation over 50 runs for an averaged result.

6.1 Success Ratio of our Algorithms

The success ratio of our algorithms, JR-PTVC-I and JR-
PTVC-II under the cooperative jamming and individual
jamming are illustrated in Figures 6 and 7, respectively. In
each of the sub-figures, the x-axes and y-axes denote the
running time and the success ratio of our algorithms, and
four curves are given to illustrate the performance of our
algorithm when the number of channels varies.

The success ratio of algorithm JR-PTVC-I under the
cooperative jamming and the individual jamming is pre-
sented in Figure 6. By analyzing the curves in Figure 6,

the jamming-resilience of our algorithm JR-PTVC-I and how
the network parameters and jamming patterns impact the
efficiency of our algorithm can be obtained.

• Jamming-Resilience. From each of the curves in
Figure 6 with n = 500, 1000, 1500, 2000 and two
jamming patterns, we can see that the success ratio
of the DITEN gradually increases and finally reaches
at 100% when the algorithm JR-PTVC-I is executed.
This result verifies the jamming-resilience of our
algorithm JR-PTVC-I in simulation. Even in the worst
case with n = 2000 and k = 21 in Figure 6 (d), it
takes about 4.5 · 105 rounds, 7.5 · 105 rounds and
2.9 · 106 rounds, for 60% nodes, 80% nodes and
100% nodes to succeed, respectively. Note that when
f = 20 and k = 21, the 2000 nodes have to find the
only 1 clean channel from the total 21 multi-channels
in each round to update their messages to the sink
node, which is already a very harsh condition.

• The Impact of k. By comparing all the curves with
the same n and various k in Figure 6, we can see
that when k gets larger, it takes less time for our
algorithm to reach at 100% success ratio since there
are more surplus channels combating the jamming
attacks from the adversaries. For example, in Fig-
ure 6 (a), the success ratio reaches to 100% within
4.6 · 105, 4.2 · 105, 3.9 · 105, and 3 · 105 rounds when
k = 21, 40, 60 and 80, respectively. This results well
corroborates our theoretical analysis in Theorem 1,
i.e., the time complexity of Algorithm JR-PTVC-I
is O( n logn

log k−log f ), and indicates that increasing the
spectrum resources can improve the efficiency of our
algorithm on jamming-resilient PTVC problem.5

• The Impact of n. By further comparing the curves
with the same k and various n in Figure 6, we can
see that it takes a longer time for the success ratio
to reach at 100% when n gets larger. This is because
when there are more end nodes, it takes longer time
for the end nodes to elect a leader, and for the sink
node to receive all the messages from the end nodes.
For instance, by comparing the curves with k = 80
and n ∈ {500, 1000, 1500, 2000} in Figure 6 (a)-(d),
the running times for the success ratio to reach at
100% are 3·105 rounds, 4·105 rounds, 7.5·105 rounds,
and 8.5 · 105 rounds, respectively.

• The Impact of Jamming Patterns. Figure 6 (a)-(d)
and Figure 6 (e)-(h) show the performance of al-
gorithm JR-PTVC-I under the cooperative jamming
and the individual jamming. Compared with the
results in Figure 6 (a)-(d), the algorithm JR-PTVC-I
in Figure 6 (e)-(h) has the better performance. For
example, in Figure 6 (a) and (e) with n = 500
and k = 21, the success ratio reaches 100% within
4.6 · 105 and 2.2 · 105 rounds despite the cooperative
and individual jamming patterns, respectively. Thus,
even though our algorithm is considered for the
cooperative jamming, we believe that it can have
efficient performance in some other weaker jamming
patterns.

5. With a wider spectrum, more sub-channels can be provided.
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(a) Coop. with n = 500
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(b) Coop. with n = 1000
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(c) Coop. with n = 1500
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(d) Coop. with n = 2000
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(e) Indi. with n = 500
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(f) Indi. with n = 1000
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(g) Indi. with n = 1500
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(h) Indi. with n = 2000

Fig. 6: Success ratio of JR-PTVC-I under the cooperative jamming and the individual jamming patterns.

Figure 7 shows the success ratio of JR-PTVC-II under
cooperative jamming pattern and the individual jamming,
from which we can see a similar tendency with the curves
in Figure 6. That is to say, our JR-PTVC-II is also jamming-
resilient in simulation. The detailed descriptions are given
below:

• Similar Jamming-Resilience. From all the curves in
Figure 7 with various k, n and jamming patterns,
the success ratios eventually reach 100%, which in-
dicate that our algorithm JR-PTVC-II is correct and
jamming-resilient.

• Similar Impacts of k and n. By comparing the curves
with the same n but various k and the curves with
the same k but various n, we can see that algorithm
JR-PTVC-II has a higher efficiency if more channels
are provided, and it takes longer time for all physical-
to-virtual communications to succeed when there
are more end nodes. These results verify the time
complexity O( n logn

k(log k−log f) ).
• Similar Impact of Jamming Patterns. By comparing

the curves with the same n, k, but different jam-
ming patterns, algorithm JR-PTVC-II uses less time
to complete the physical-to-virtual communications
despite the individual jamming, compared with its
performance despite the cooperative jamming.

• Difference on Efficiency. The difference between
the curves in Figure 6 and Figure 7 is that with
the acknowledgement from the sink node, the JR-
PTVC-II has higher efficiency on physical-to-virtual
communications. For example, with n = 500, k = 21
and cooperative jamming in Figure 6 (a) and Figure 7
(a), the success ratio of algorithm JR-PTVC-II reaches
to 100% within 2.3 · 105 rounds, which is about 2
times smaller than that of JR-PTVC-I in Figure 6
without acknowledgement.

6.2 Comparison with a Previous Work
The observations on the success ratio of algorithms JR-
PTVC-I and JR-PTVC-II have already shown the jamming-

resilience of our algorithm. In the following, we show the
efficiency of our algorithm by comparing it with a pre-
vious work in [45], which considers the data aggregation
from physical devices to a sink node in ad hoc networks
without considering the jamming attacks. In detail, the
multi-channel message aggregation (“MCMA” for short)
algorithm in [45] is designed based on the communica-
tion mode with acknowledgement. With the intra-cluster
message aggregation in single channels and inter-cluster
message aggregation across multiple channels, the messages
from physical devices are aggregated to the sink node.
Thus, the MCMA algorithm can be used to support the
PTVC problem in DITENs and serves as a comparison. In
comparison, we set f = 20 and k = 21.

Figure 8 shows the success ratio of our algorithms JR-
PTVC-I, JR-PTVC-II and the previous work MCMA with
n = {0.5, 1.0, 1.5, 2.0}·103 and two jamming patterns. From
the curves in Figure 8, it can be seen that our JR-PTVC-I and
JR-PTVC-II are more efficient and resilient than the MCMA
on message aggregation under different network sizes and
jamming patterns. Specifically, in Figure 8 (b) with n = 1000,
the JR-PTVC-II is the first one reaching at 100% success ratio
within 2.2 · 105 rounds and 4.2 · 105 rounds despite the
individual and cooperative jamming, respectively. The JR-
PTVC-I follows within 4.6 · 105 rounds and 8.5 · 105 rounds.
However, according to the curve in Figure 8 (b), there are
still at least 50% communications not succeeded after the
MCMA algorithm has been executed for 7 · 105 rounds. A
similar tendency can be found in Figure 8 (a), (c), and (d).

6.3 Summary for Simulation Results
In this simulation, we investigate the success ratio of our
algorithms JR-PTVC-I and JR-PTVC-II with jamming mode,
the number of end nodes n, and the number of channels k
vary. Besides, we compare our algorithms with a previous
MCMA algorithm in [45], which is not specifically designed
for jamming case. From the numerical results, we can see
that (1) in all the simulated scenarios, JR-PTVC-I and JR-
PTVC-II are jamming-resilient; (2) JR-PTVC-II is more ef-
ficient than JR-PTVC-I because the sink node additionally
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(a) Coop. with n = 500
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(b) Coop. with n = 1000
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(c) Coop. with n = 1500
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(d) Coop. with n = 2000
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(e) Indi. with n = 500
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(f) Indi. with n = 1000
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(g) Indi. with n = 1500
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Fig. 7: Success ratio of JR-PTVC-II under the cooperative jamming and the individual jamming patterns.
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(b) n = 1000
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(c) n = 1500
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Fig. 8: Comparison among JR-PTVC-I, JR-PTVC-II, and MCMA in [45].

has an acknowledgement ability; (3) both of our algorithms
are much faster and jamming-resilient than the compared
algorithm in [45].

7 CONCLUSIONS

In this paper, we studied the physical-to-virtual commu-
nication problem in digital twin edge networks despite
strong cooperative jamming. Note that most of the previ-
ous works consider the jamming attack from adversaries
with the limited energy budget and uniform jamming con-
straint. In this paper, we proposed a new (k, f)-cooperative
jamming model, in which f adversaries can cooperative
jam total k channels with their energy budget and uni-
form jamming constraint removed. Thus, our new pro-
posed jamming model is more comprehensive and realistic.
Under the (k, f)-cooperative jamming model, we consider
how to guarantee the jamming-resilient physical-to-virtual
communications problem among n end nodes and a sink
node, in which the digital twin of the end nodes are
constructed. First of all, we prove that it is impossible to
guarantee the reliable physical-to-virtual communications
when k ≤ f . Then, for the cases with k > f , two dis-
tributed algorithms are proposed with time complexities of
O( n logn

k(log k−log f) ) and O( n logn
log k−log f ), for the communication

modes with/without acknowledgment, respectively. Both
of the two algorithms can guarantee the jamming-resilient
physical-to-virtual communications in DITENs with high
probability. We hope that our strong cooperative jamming

model and the jamming-resilient communication schemes
on multiple channels in this paper can shed some lights for
the resilient protocol design in the wireless networks against
jamming. Extending our research to a multi-hop and mobile
scenario will be considered in future work.
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