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Abstract

In this paper we investigate the properties of the PROFIBUS MAC protocol when operated

over error prone links, with error behaviour similar to e.g. wireless links. First we show

that the frame error detection method of PROFIBUS has inferior performance as compared

to standard techniques like CRC's. Then we show with a simulation approach, that the

MAC protocol is very sensitive to loss or errors in the special control frames incorporated

in the protocol. Under bad link conditions the logical ring can completely break down. We

propose some slight changes to the protocol and to the frame formats. Two of them are

investigated by simulation and an signi�cant increase in delay performance and ring stability

can be observed. However, our results indicate that the PROFIBUS protocol is not really a

good choice for use over error prone links.
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Chapter 1

Introduction

The PROFIBUS is a widely used and well standardized �eld bus [2], [3]. It is mainly used in

industrial environments for applications like interconnection of industrial controllers (PLC,

CNC, RC), coupling of sensors and actors to a controller and so forth (distributed control

applications). It is designed to meet some hard real time requirements for industrial com-

munication purposes. As transmission medium shielded twisted pair or �bre optic cables

can be used. However, during the last years there was rapidly growing interest in wireless

technology. Making the di�erent bene�ts of wireless technology available for PROFIBUS

installations has some advantages:

� Stations can be attached and (re-)moved easily without changing a cabling system.

� Stations can be mobile, switching from PROFIBUS LAN to PROFIBUS LAN or moving

within a single PROFIBUS LAN.

� When using a wireless link there is no cable which can be damaged or destroyed, thus

there are less opportunities for breakdowns of a production plant.

Our current research e�ort aims at the de�nition of a wireless extension to wired PROFIBUS

with the �nal goal of joint operation of wired and wireless parts within a single LAN. One

important question is, whether it is possible or desirable to use the PROFIBUS MAC protocol

(which uses token passing similar IEEE 802.4) on top of a wireless medium or better to use

something else. So it is natural to ask, how the token passing protocol behaves on links, which

show error behaviour similar to wireless ones. Unfortunately, the characteristics of wireless

technology are di�erent from most of the cable types used in wired LANs. First, they tend

to exhibit a nonstationary and bursty error behaviour, with very high bit error rates during

an error burst. Furthermore, due to the path loss it may happen that within a single LAN
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not all stations hear each other, i.e. we have only partial reachability. For these reasons one

cannot expect the same behaviour of the PROFIBUS MAC protocol on a wireless link as on

a wired link.

When considering transmission over an error prone and lossy medium, performance degra-

dations mainly stem from two sources: one source is the loss of data frames, making retrans-

missions necessary, the other source is the vulnerability of the additional protocol mechanisms

and frame formats used. The main question is, how the loss of special control frames a�ects

the performance as compared to the case where there is no loss of special frames or where

the protocol does not use special frames at all.

In this paper we analyze the de�ciencies of the PROFIBUS MAC protocol when operated

over error prone links1, however, in a topology with full reachability. We show that the special

control packets used for token passing and ring maintenance make the protocol vulnerable

for serious performance degradations if the link exhibits a high error rate. In addition, we

show that the protocol behaves di�erently under di�erent error models. This is established

by careful analysis of the standards document and by a simulation study. As performance

measures we use the mean delay for user data, the mean station outage time (i.e. the mean

duration needed to re-include a station in the ring after it gets lost) and the cumulated

station outage times. After that we propose some small modi�cations of the protocol and

frame formats, which make the protocol more robust against errors.

The paper is structured as follows: in section 2 we give an overview on the relevant

properties of the PROFIBUS, then doing in sec. 3 the same for the modeling of the error

behaviour of wireless channels. In section 4 we analyze the frame formats and the error

detection capabilities of the PROFIBUS and show that they are signi�cantly inferior to

standard techniques like CRC checksums. In section 5 we present the results from a simulation

study on di�erent aspects of the PROFIBUS protocol performance when operated in an error

prone environment. We will see that the original protocol completely breaks down when

operated in a harsh environment. In section 6 we propose some changes to the PROFIBUS

protocol, which makes the protocol much more stable under bad link conditions. Two of

these enhancements are evaluated by simulation. Finally, in section 7 our conclusions are

given.

1An analysis of the IEEE 802.4 Token Bus with error prone links can be found in [8].
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Chapter 2

Overview on the PROFIBUS Token

Passing Protocol

The PROFIBUS is standardized in [2], [3] and in the additional documents [13], [12]. It comes

in di�erent \
avors". One of them (PROFIBUS-FMS) is intended for use on the cell level in

a factory, e.g. interconnecting di�erent control devices on the same hierarchy level, having

multiple active stations (see below). In this paper we focus solely on PROFIBUS-FMS.

The PROFIBUS uses two di�erent protocol approaches on the MAC layer: a master/slave

protocol for exchange of data frames1 and a token passing protocol for managing the case of

multiple masters. The token passing protocol uses a broadcast medium, e.g. a bus or a tree

topology in case cables are used. A logical ring is formed by ascending station addresses.

The address space is very small, a stations address is in the range of 0 to 126. Every station

(denoted as TS: This Station) knows the address of its logical successor (NS: Next Station)

and its logical predecessor (PS: Previous Station). This knowledge is obtained from the ring

maintenance mechanisms described below. If TS receives a token frame, it checks whether it

was sent by its PS. If so, the token is accepted, otherwise the token frame is discarded. In

the latter case, if the same token frame is received again as the very next frame, the token

is accepted and the token sender is registered as new PS. In any case after accepting the

token TS determines its token holding time and sends its own data2. After �nishing TS tries

1In the PROFIBUS standard frames are also called \telegrams".
2The algorithm for computing the token holding time (THT) is very similar to the one used in FDDI: every

station measures the time between two successive token arrivals and subtracts this from a constant global

time, the target token rotation time (TTRT). If this di�erence (the token holding time (THT) is positive the

station may send some data (for a duration of up to THT). If it is zero or negative the station is allowed to

send one high priority frame and then passes the token.
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to pass the token to NS. On this behalf a token frame is sent to NS. After that TS listens

on the medium for some activity. This can be reception of a valid frame header (indicating

that NS has accepted the token) or reception of some erroneous transmission. However, TS

listens on the medium only for a short time (called slot time) which is typically chosen very

sharp, e.g. in the range of 100 �sec to 400 �sec. If this time passes without any bus activity

the token frame is repeated. If there is again no activity NS, is assumed to be dead and TS

determines the next station in the ring (i.e. the successor of NS), makes this the new NS and

tries to pass the token to it, following the same rules. The new station can be determined

from information gathered during ring maintenance, see below. If TS �nds no other station,

it sends a token frame to itself. A special case in passing the token is the following: TS

is required to listen simultaneously while sending the token telegram (\hearback"). If TS

encounters a di�erence the �rst time, it behaves as after a correct token telegram, i.e. it

waits for some response. If there is no response it repeats the token telegram. If TS again

encounters a di�erence, it discards the token and removes itself from the ring, behaving as

newly switched on.

If TS is newly switched on it is required to �rst listen passively on the medium, until

it has received two successive identical token cycles. During this time it is not allowed to

send or answer to data frames. Every station address found in a token frame belonging

to this two cycles is included into a locally maintained list of active stations (LAS). After

that TS can enter the ring if it is included by its predecessor (see below). In addition TS

is required to maintain its LAS by inspecting every received token frame. A special rule in

this maintenance process is the following: if TS is already included in the logical ring and

founds itself \skipped" by a token frame (i.e. the address of TS lies within the address range

spanned by sender and receiver of the token frame) it removes itself from the ring and behaves

as newly switched on.

The algorithm described so far makes it easy for a station TS to leave the ring: it just stops

accepting token frames, no special control frames are needed for this case. Its predecessor

station PS will be able to detect the loss of the station and to �nd out who is the successor

station of TS. Including a new station in a ring is more complicated. Every station maintains

a gap list (GAPL), containing all station addresses between TS and NS. TS is required to

scan periodically all stations in GAPL by explicitly sending a special request frame (Request-

FDL-Status) to a single address and waiting for an answer, indicating the type of the station

and its current status (ready / not ready for the ring). A station which tries to detect two

identical token cycles will respond with a \not ready" status. Within every token cycle TS
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pings at most one station address in GAPL, depending on the presence of high priority data

tra�c. If a station in GAPL responds as \ready" TS will change its NS, shorten its GAPL

and sending a token frame to the new station. The period for scanning the GAPL is created

by a special timer (\gap timer"), which is set as an integral multiple (\gap factor", the

standard requires values between 1 and 100) of the TTRT. Adjusting this timer is a critical

parameter for the delay necessary to (re-) include a station. If the period is short bandwidth

is wasted, if it is long then ring inclusion delays get larger.

A special mechanism is used for very �rst ring initialization or token loss due to system

crash of the current token owner: every station listens permanently on the bus. If there is

no bus activity for some time (the corresponding timer is called timeout timer), the station

\claims the token", i.e. it starts transmitting either data or a token frame. The timeout

value is linearly dependent on the stations address3.

In the PROFIBUS a distinction is made between active stations and passive stations.

Active stations are capable of participating in the token passing process, thus they get the

token from time to time and perform some data transmission. A passive station cannot handle

the token. In all cases it acts only as a slave, i.e. it responds only to request telegrams.

3This timeout timer is one of the reasons for introduction of the hearback feature: it is necessary in order

to resolve collisions, which may occur e.g. when two stations are newly switched on and their timeout timer

expires at the same time.

Copyright at Technical University
Berlin. All Rights reserved.

TKN-99-001 Page 6



TU Berlin

Chapter 3

Channel Models for Wireless LANs

When studying protocol behaviour over wireless channels, some kind of channel model is

needed. In this work we consider radio transmission, e.g. using the license free 2.4 GHz ISM

band (Industrial, Scienti�c and Medical band). It is widely accepted, that the radio channel

is a bad channel with non-stationary error characteristics. Bit error rates of � 10�2:::�3 are

reported (for measurements see [1], [5], [4]). The error process is constituted by phenomena

like slow fading, fast fading, noise, delay spread, interference and a path loss which is quadratic

or even worse in the distance between two stations, [11]. It is known that the error process

often exhibits a bursty behaviour.

For modeling the error characteristics of a wireless channel on a high level (as compared

to ray-tracing channel simulations) we use two di�erent models throughout this paper. The

�rst is the simple \independent" model, where bit errors occur independent from each other

according to a prede�ned �xed bit error rate (BER). This model is very simple but it is not

capable of capturing the bursty error characteristics of wireless LANs. The second model

is the widely used \Gilbert/Elliot model" (simply denoted as Gilbert model) [16], [7], [6]:

the channel state is modulated according to a two state continuous markov chain (general:

n-state) with the states named Good and Bad, see �gure 3.1. Every state is assigned a speci�c

BadGood1-P1

P1

P2

1-P2

Figure 3.1: Gilbert/Elliot Channel Model
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constant bit error rate (BER), Eg in the good state, Eb in the bad state (Eg � Eb). Within

one state bit errors are assumed to be independent. The bit error rates in general depend

on the frequency and coding scheme used and on environmental conditions (e.g. number of

paths between source and destination). When the error model is aimed to be accurate then

between every pair of stations a separate channel is needed. These channels are in general

not synchronous, but some correlations may be present e.g. due to interference. However, in

order to keep computational complexity low we use only a single channel for all stations.

We use a special incarnation of such a markov model, based on the methodology given in

[16]. This methodology assumes BPSK coding over a rayleigh fading channel. The rationale

for choosing these assumptions were the following:

� BPSK (Binary Phase Shift Keying) is a widely used coding scheme for wireless trans-

mission ((D)BPSK is used e.g. in the 802.11 Wireless LAN standard).

� Rayleigh fading is appropriate for mobile stations or for scenarios with many paths

between sender and receiver, which exhibits all approximately the same signal strength.

We believe that the latter scenario is not uncommon in industrial environments due to

many re
ections on metal.

� The model can capture bursty error characteristics.

� It is computationally tractable.

This model allows one to estimate the parameters of a homogeneous discrete time markov

chain model, where every state has its own, independent BER, and state transition occur

after every channel symbol. These parameters are the bit error rates Eg; Eb and the state

transitions probabilities pGG (for the probability that the next state of the markov chain is

the good state, given that the markov chain is currently in the good state) and pBB . In this

case the state sojourn time is geometrically distributed. However, we have not used a discrete

time markov chain due to its high computational overhead during simulation. Instead we

have de�ned a continuous time markov chain with the same two states good and bad. The

state sojourn times are exponentially distributed and their mean state sojourn time is selected

to be the mean of the corresponding geometric distributions in the discrete case multiplied

with the duration of a single channel symbol. Let � denote the parameter for the exponential

distribution of the state sojourn time in the good state, � the same for the bad state. If

one looks at the system at a random point in time, it is straightforward to show, that the

Copyright at Technical University
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Mean BER = 0.001 Mean BER = 0.0001

Mean Bad Duration (sec) 0.0244 0.0144

Mean Good Duration (sec) 0.0617 0.0944

Bad BER 0.0036 0.00064

Good BER 0.000082 0.00002

Table 3.1: Parameters for Gilbert/Elliot-Model for channel errors

probability pg that the system is found in good state (resp. bad state) is given by

pg =
�

�+ �

pb =
�

�+ �

The mean bit error rate Em is then given by

Em = pgEg + pbEb

The numerical parameters generated by the model of [16] are given in table 3.1. These

are used throughout this paper.

Copyright at Technical University
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Chapter 4

Analysis of the PROFIBUS Error

Detection Method and Frame

Formats

In this section we analyze the performance of the error detection method and some de�ciencies

of the frame formats chosen for PROFIBUS. The frame formats are shown in �gure 4.1. For

the analyis we make the following assumptions:

� bit errors occur independent from each other with a constant probability p.

� the data bits are random and independent of each other, with the values 0 and 1

equiprobable1.

� bit errors change the value of a bit from 0 to 1 and vice versa, the bit error probability

is independent from the bit value.

The error detection method of PROFIBUS works as follows: in the physical layer every

byte is transmitted with 11 bits: one startbit, eight data bits, one parity bit and a stopbit.

Errors in the start- and stopbit are always detected2. In addition, all frame types except

the three bytes short token frame are equipped with a checksum byte (FCS), which covers

source and destination address, function code and the data unit. However, for simplicity we

assume that all bytes are covered by the checksum. The checksum is the sum modulo 256

1For \real data" this assumption is not true, as is shown in [15].
2Please note that start and stopbits are intended for bit synchronization, not for error detection. However,

these bits need to be correct anyway.

Copyright at Technical University
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SD DA SA

Token Frame

S b0 b1 b2 b3 b4 b5 b6 b7 P S

SD DA SA FC FCS ED

Telegram with No Data

SD DA SA FC FCS EDDATA_UNIT

Telegram with Fixed Size Data

LE LEr SD DA SA FC DATA_UNIT FCS EDSD

Telegram with variable Size Data

SD = Start Delimiter (different for every frametype)
SA = Source Address
SD  = Destination Address
FC  = Frame Control

FCS = Frame Check Sequence 
ED   = End Delimiter
LE    = Frame Length
LEr  = Frame Length (Repeated)

S = Start-/Stopbit
P = Parity Bit

bx = data bit

Figure 4.1: Frame Formats

of all the bytes (taken as unsigned). In the following we consider only the frame types with

a checksum. Denote vo(i) the bit value of the original data on bit position i, accordingly

ve(i) for the erroneous data (with respect to the 11 bit representation). Our question is the

following: if we transmit a frame of length l bytes with n := 11 � l bits and there occur k

(k � n) errors within the frame at di�erent positions3, whats the probability that the error

is not detected by the checksum computation algorithm? We start with some observations.

Remark. If k > 9
11n an error is always detected

Proof. At least one start- or stopbit is hit

Remark. If k � 9
11n then the probability, that no start- or stopbit is hit is given by

Pr[fe1; : : : ; ekg \ fs1; : : : ; s2lg = ;] =

�9l
k

�
(11l)!

(11l�k)!

where e1; : : : ; ek are the pairwise di�erent bit error positions and s1; : : : ; s2l are the positions

of the start- and stopbits.

Proof. We use an ordinary generating function approach [10]. We start from the problem of

placing k indistinguishable balls within n distinguishable urns, such that n1 urns carry no ball

3We exclude the case where two bit errors on a single bit compensate each other.
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(corresponding to the start- and stopbits) and n2 urns carry at most one ball (n = n1 + n2).

Then the corresponding power series for the �rst n1 urns is simply given by

1

and the power series for the remaining urns is given by

1 + x

Multiplying all power series for all urns yields the generating function G(x):

G(x) = 1n1 � (1 + x)n2 = (1 + x)n2

The number of possibilities for placing k balls within n urns is then given by the coe�cient

of G(x) for the xk term, in this case
�
n2
k

�
. The overall number of possibilities for placing k

balls in n di�erent urns is given by n!
(n�k)! . Thus the overall probability that the k balls are

only in the n2 urns is given by the ratio �
n2
k

�
n!

(n�k)!

The theorem follows when choosing n = 11l, n1 = 2l, n2 = 9l

Theorem. All odd numbers of bit errors are detected.

Proof. If the number of bit errors is odd there is at least one byte within the frame with an

odd number of bit errors within it. Thus the parity check will detect this or the start-/stopbit

will be wrong.

Theorem. If exactly two bits are wrong within a frame this is always detected

Proof. If one start- or stopbit is hit, then the error is detected. Otherwise, if the wrong bits

are located in di�erent bytes the respective parity bits will be wrong. If the are located in

the same byte the checksum will be wrong.

Theorem. If exactly four bits are wrong then there exists a data pattern and an error pattern

such that no error is detected, given that l � 2. The probability, that exactly four errors occur

and that these errors are not detected is given by:

Pr[k = 4;The errors are not detected] = b(4; 11l; p) �
1

16
�

72l(l � 1)

(11l)(11l � 1)(11l � 2)(11l � 3)

where

b(k;n; p) =

�
n

k

�
pk(1� p)n�k

is the distribution function of the binomial distribution.

Copyright at Technical University
Berlin. All Rights reserved.

TKN-99-001 Page 12



TU Berlin

Proof. First we show the existence: consider the case l = 2, the original sequence being

s11110000ps s00001111ps

(start- and stopbits denoted by s and the parity bit denoted by p) and the disturbed sequence

being

s11101000ps s00010111ps

For the probability statement �rst recall that the number k of errors within n bits is a

binomial random variable with the above given distribution function. It is easy to see that

four bit errors remain undetected, if and only if the following conditions hold simultaneously:

� The start- and stopbits must not be hit.

� Within a single byte no error or exactly two errors must occur (two errors in the user

data or one bit in the user data and a wrong parity bit), since all odd number of errors

(1, 3) are detected by the parity bit and the case of four errors within a single byte is

detected by the checksum.

� Thus we need two erroneous bytes. Furthermore it is necessary that e1 and e3 share

the same relative bit position within their respective bytes, the same must hold for e2

and e4 (eventually after renumbering).

� Last it is required that the values vo(e1) and vo(e3) are each others complement, the

same must hold for e2 and e4. By our assumptions on the data distribution this prob-

ability is (1=4)2

Next we determine the number of \acceptable" positions (i.e. such that they are not detected)

for the four errors. We can place e1 freely on all positions except start- and stopbits, leaving

9l possible positions. For e2 we have only eight possible positions (eight other bits within

the same byte including parity bit). For e3 we require it to be in another byte on the same

relative position as e1, thus we have l � 1 possibilities. The position of e4 is then uniquely

determined. As a result the total number of possible positions is 9l � 8 � (l � 1). The total

number of possible positions of 4 errors in n bits is given by n!
(n�4)! . The ratio of both numbers

and thus the probability that four errors occur in correct positions is given by

Pr[Errors have right positions in l bytesjk = 4] =
72l(l � 1)

(11l)(11l � 1)(11l � 2)(11l � 3)
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Now we have the probability, that exactly four errors occur and these are not detected:

Pr[k = 4;The errors are not detected] = Pr[k = 4]

�Pr[Errors have right positions in l bytesjk = 4]

�Pr[The errors have the right values]

= b(4; 11l; p) �
1

16
�

72l(l � 1)

(11l)(11l � 1)(11l � 2)(11l � 3)

Theorem. If exactly six bits are wrong then there exists a data pattern and an error pattern

such that no error is detected, given that l � 3.

Proof. Consider the case l = 3, the original sequence being

s11110000ps s00001111ps s00001111ps

and the disturbed sequence being

s11111010ps s00001010ps s00001010ps

In this case the probability Pr[6 errors occur in n bits] is some orders of magnitude lower than

the probability Pr[4 errors occur in n bits], thus it is reasonable to neglect this case.

Remark. For all even k such that k � 8 it is possible give a lower bound for the probability

of undetected errors, since for every k � 8 we can �nd integers m1;m2 2 N such that

k = 4m1 + 6m2. Thus for every case of k errors we can compose m1 patterns of four-

bit sequences as above and m2 patterns of six-bit sequences such that these sequences have

pairwise disjunct sets of error positions and the whole block of n bits is accepted as correct.

However, this is only a lower bound, since not necessarily all undetectable error patterns of

k bits (with k even and k � 8) can be decomposed in pairwise disjunct four-bit and six-bit

sequences.

In order to compare the PROFIBUS method with a standard 32 bit CRC checksum we

have plotted the probabilities of Pr[k = 4; 4 errors not detected in l bytes, PROFIBUS method]

and Pr[k = 4; 4 errors not detected in l bytes, 32 bit CRC method] for a BER of p = 0:001

and for varying l, see �gure 4.2 (the upper curve belongs to the PROFIBUS method). In a 32

bit CRC checksum (for which the generator polynomial satis�es some constraints) 4-bit-errors

are always detected, if the �rst and last erroneous bit have a distance of less than 32 and

are accepted as correct with with probability 1=232, if the distance is 32 or more bits ([14]).
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Furthermore, all odd number of errors and two bit errors are always detected. We assume

that no parity is transmitted, however start- and stopbit are needed for bit synchronization.

Thus every byte is transmitted with 10 bits. For a 4 bit error pattern to be not detected

under a 32 bit CRC checksum the following conditions necessarily have to be met:

� There must occur exactly four errors

� These four errors must not hit start- and stopbits

� They must span a range of 32 bit or more.

For the latter probability we look at the complementary event that the 4 bits are located

within the same 31 bits. We can choose e1 freely without including start- and stopbits,

thus we have 8l possible positions. For e2 there are 22 positions remaining (30 positions

subtracting start- and stopbits), for e3 we have 21 and for e4 we have 20 positions, thus

L = 8l � 22 � 21 � 20. The total number of possibilities to place 4 errors in 10l bits is given by

K = (10l)!
(10l�4)! . As a result the total number of possibilities for placing 4 errors such that they

span a range of at least 33 bit is given by K�L
K

. Then we have

Pr[k = 4; 4 errors not detected in l bytes, CRC] = Pr[k = 4]

�Pr[Errors have right positions in l bytesjk = 4]

�Pr[The error pattern is not detected by CRC]

= b(4; 10l; p) �
K � L

K
�
1

232

The graph in �gure 3 shows clearly, that the PROFIBUS error detection method is consider-

ably weaker than a 32 bit CRC (cyclic redundancy check) for small packet sizes up to l = 255

(the maximum frame size in PROFIBUS) and a BER of p = 0:001. For l = 15 the di�erence

is three orders of magnitude, for l = 5 it is �ve orders. In addition to that, if the frame has

24 bytes or more, the 32 bit CRC checksum uses fewer bits.

While the error detection method used in PROFIBUS is comparably weak, the most

important control frame, the token frame, has no checksum at all. The rationale for this was

probably that token frames are small and a PROFIBUS will not be operated in such a harsh

environment, so the overhead for providing a checksum is not necessary. However, if the bit

error rate is high and the token frame is hit by two-bit or four-bit errors such that they are

not detected the following scenarios may occur for an active station A:

� The �rst corrupted token telegram of A can be corrupted such that the destination

address is changed and the successor B of A feels itself skipped and removes from the
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Figure 4.2: Probability of not detecting 4 bit errors with PROFIBUS method and CRC

method
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ring. Then the second token telegram will not be answered and B is lost from the ring.

This scenario was observed a few number of times during our simulations.

� A is the only station in the ring, B is ready to enter. A sends token telegrams to itself

(and continues transmitting data after that), but unfortunately the destination address

is changed so that B is hit, which then enters the ring, accepts the token and starts

transmitting. As a result collisions occur. This scenario also was observed a few times.
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Chapter 5

Simulation Results

In this section we de�ne our performance measures of interest, describe our simulation sce-

narios and present our results. We are only interested in the case that there is more than

one active station. Our results do not apply for a PROFIBUS LAN with only a single active

station. In short, we look at the following performance measures:

� Mean time between station losses (from the ring)

� Mean station outage time (i.e. the time necessary for re-including a lost station into

the ring)

� Fraction of time that a station is in the ring

� Mean Delay

We have built a detailed simulation model using the CSIM simulation library [9]. This

model includes the PROFIBUS link layer, the PROFIBUS MAC protocol and a shared

medium with the property that all attached stations see the same signals and bits on the

medium1, this corresponds to a fully meshed topology. While all time intervals which belong

to the behaviour of the medium (e.g. bit times, required idle times) are considered within

the model, we assume that protocol processing time within the stations is negligible, with the

exception of the station delay between a request telegram and the corresponding immediate

1The assumption of a common channel simpli�es the model; it does not necessarily hold on wireless links.

The assumption, that the sender also hears the (maybe errored) signals is critical to the behaviour, see below.

With wireless technology it is often not possible for a sender to send and receive simultaneously on the same

channel. However, we have decided to make this assumption in order to analyze the protocol behaviour under

just the physical layer properties for which it is originally designed. Performance results for the case without

hearback will be published in the future.
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Parameter Value

Bitrate 500 kBit/sec

Slot-Time 400 �sec

Max-Retry 3

Number of Active Stations 4

Number of Passive Stations 1

Table 5.1: Fixed Parameters for all simulations

Parameter Value

TTRT 20 msec

Gap Factor 6

Table 5.2: Fixed Parameters for MTBSL

ack. The validation of the simulator was done by inspection. The simulations are carried

out with 95 % con�dence interval of width of 2 % of the absolute value, where appropri-

ate. The con�dence intervals are not shown in the �gures. In our simulator an arbitrary

number of active and passive stations can be de�ned, also the workload can be chosen free.

The set of parameters which are �xed throughout all simulations is given in table 5.1. The

active stations have the �xed station addresses 22, 39, 65 and 69 (taken once from uniform

distribution).

5.1 Time Between Station Losses

The �rst performance measure we have investigated is the mean time between station losses

(MTBSL), de�ned as follows. Every station alternates between two states: it is in the ring

or not (more precisely: it feels itself being member of the ring or not). If it is not in the ring

the station experiences an outage time. The time between two successive changes from the

state of being a member to the other state is denoted as time between station loss (TBSL).

This times are de�ned separately for every station. There are basically two di�erent szenarios

where station losses can actually occur:

� By the protocol A is required to perform a \hearback" while transmitting token tele-

grams (see sec. 2). After two subsequent hearback errors A removes itself immediately

from the ring without any further transmissions (thus A is lost).
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� The �rst corrupted token telegram of A can be corrupted in a way, that the destination

address is changed (be aware that the token telegram has no checksums, only parity

bits are used; see sec. 4) in such a way that the successor of A feels itself skipped and

removes itself from the ring. Then the second token telegram will not be answered.

We have investigated the TBSL for di�erent independent bit error rates and under the gilbert

model with parameters given in sec. 3. All other parameters are �xed, they are summarized

in table 5.2. There was no load in the system, thus there are only token frames and frames

for pinging stations in the gap list, which occur on the medium. This was done in order to

capture only the e�ects of bit errors to the involved protocol mechanisms and frames with

no bias from data transmissions.

For the case of independent errors we show the mean TBSL in �gure 5.1, the maximum

observed TBSL are shown in �gure 5.2. All times are given in seconds. For the special case

of station 22 and a BER of 0.001 we show in �gure 5.3 the distribution of the TBSL for that

speci�c simulation run. We can see the following:

� The mean TBSL is for all stations nearly identical, except station 22 (lowest station

address). The reason for this will be explained in the next section, the maximum

observed TBSL shows the same trends.

� For higher bit error rates station losses occur very often.

� The distribution shown looks very similar to an exponential distribution. This is sup-

ported by the fact that for every simulated BER and for every station address the

coe�cient of variation of the TBSL is very close to 1, which is is also the coe�cient of

variation for the exponential distribution. The exponential distribution is the natural

choice for the TBSL distribution, since station losses (coming from token errors) are

independent from each other and exhibit the memoryless property.

Since by the time of this writing the set of simulations for the case of gilbert errors is

incomplete, we show in table 5.3 for each station and for a Mean BER of 0.001 the MTBSL

for the independent model and the gilbert model. One can see, that the increased burstiness

of the errors under the gilbert model leads to an increased station loss frequency, even for

station 22.
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Station MTBSL (sec) - Gilbert MTBSL (sec) - Independent

22 2.31 3.31

39 1.13 1.60

65 1.18 1.62

69 1.10 1.52

Table 5.3: Comparison of MTBSL for MBER = 0.001 for Gilbert and Independent Errors
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Figure 5.1: Mean TBSL vs. BER with independent bit errors
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Figure 5.2: Maximum observed TBSL for independent bit errors
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Figure 5.3: Distribution of TBSL for BER 0.001 (Independent Errors)

Copyright at Technical University
Berlin. All Rights reserved.

TKN-99-001 Page 22



TU Berlin

5.2 Station Outage Times

The next set of experiments investigates the station outage times, as de�ned in the preceding

subsection. An outage time can occur due to the following scenarios:

� if station A wants to pass the token to its NS and there occur two successive hear-

back errors, and no other station accepts the (erroneous) token, A discards the token

immediately and removes itself from the ring.

� If A detects a token frame from its PS (say, Z) where the destination address is B with

B 6= A and Z < A < B with respect to the ring ordering, then A interprets this as

beink \skipped" by its predecessor and removes itself from the ring.

As described in section 2, after leaving the ring a station behaves as newly switched on and

constructs a new LAS, which takes at least two successive token cycles2.

We investigated the station outage times when varying three di�erent parameters: the

workload, the gap factor and the TTRT, all other parameters are �xed. Each parameter was

separately investigated under the independent error model and under the gilbert error model,

each with a (mean) BER of 0.0013. The load scenario is as follows: with every active station

there is a single tra�c source associated, which generates requests of �xed size with �xed

interarrival time. The sources are synchronous. All the requests are addressed to the single

passive station in the ring. The interarrival time was chosen to be 10 msec.

When varying the gap factor, the TTRT was chosen to be 20 msec and the request size

was �xed at 14 bytes, thus yielding a load of approximately 20 % when all stations are in

the ring (when the 9 bytes overhead of variable length telegrams are taken into account).

For the case of independent errors we show the mean station outage time (MSOT) for every

active station in �gure 5.4, the cumulated outage times (de�ned as the fraction of time that a

station is not in the ring) is shown in �gure 5.5 and the observed maximum values for station

outage time are shown in �gure 5.6 (no simulation run was less than 8000 seconds). For the

case of gilbert errors the MSOT is shown in �gure 5.7, the cumulated outage times are shown

in �gure 5.8 and the maximum observed values are shown in �gure 5.9. The following points

are interesting:

2It is not necessary that the whole station behaves as newly switched on, however, for the network subsystem

this is necessary.
3We have investigated only this high bit error rate since for an MBER of 0.0001 the in
uence of the ring

maintenance mechanisms on the performance is much less, as is indicated by our results on the mean delay.
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� For all stations except station 22 (lowest station address) the MSOT increases almost

linearly with the gap factor. Even more, the slope is greater for higher station adresses.

This can be explained as follows: when station 22 experiences two successive hearback

errors, it immediately removes itself from the ring after the second token telegram. It

sends no further data, especially no token. As described in section 2, it then behaves

as newly switched on, i.e. it has only an empty LAS. In this situation the token is lost

and thus there is no activity on the medium. As a result, the timeout timer expires.

But unfortunately, since 22 has the lowest station address, the timeout timer expires

�rst for station 22, which then claims the token and thinks it is the only station in the

ring, since there was no other transmission during the time between the removal of 22

and its timeout. Station 22 will send the next token to itself, all other stations feel

themselves skipped and remove from the ring. It will take then some time to re-include

the stations. By the de�nition of the ring inclusion algorithm it is then clear that the

mean time needed for re-including the station with higher addresses increases almost

linearly with the gap factor.

� The results on the cumulated station outage time are dramatic: for gap factors of

around 30 all active stations except station 22 are only 50 % of the time member of the

ring. This gets worse for higher gap factors. Even for small gap factors these stations

are for approximately 10 % of the time not member of the ring. This shows clearly

that the used deterministic algorithm for station inclusion breaks down under a high

bit error rate.

� The maximum observed values show a behaviour similar to the cumulated outage times.

Even for the smallest gap factor some stations are be excluded for more than one second

in our simulations.

� Under the gilbert error model both the MSOT and the cumulated SOT are slightly

higher for all stations except station 22 than under the independent error model.

� Under the independent error model we have not observed any case where station 22

gets lost due to being skipped by erroneous token telegrams of other stations. However,

under the gilbert model this has happened a few number of times.

A �rst conclusion is that the gap factor should be pretty low in order to achieve at least a bad

result for the fraction of time of being a ring member (as compared to the unacceptable results

for higher gap factors). However, this has the drawback that more bandwidth is wasted for
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Figure 5.4: MSOT vs. gap factor (Independent Errors)

pinging stations. In practice it would also be a good idea to use consecutive station addresses

in order to decrease the number of ping packets to unused station addresses.

When varying the TTRT the situation is almost equivalent to varying the gap factor,

since the gap timer is the product of gap factor with TTRT. The gap factor was chosen to

be 6 in all simulation runs, and also the 20 % load was used. The equivalence to the gap

factor simulations is re
ected in the simulation results, which look very similar to those for

the gap factor, thus we can draw the same conclusions. The MSOT for independent errors

are shown in �gure 5.10, the respective cumulated SOTs and maximum observed SOTs are

shown in �gures 5.11 and 5.12, for the gilbert case please refer to �gures 5.13, 5.14, 5.15.

As last experiment we have varied the load, while keeping TTRT (20 msec) and gap factor

(6) �xed. For the load we have chosen to keep the request size �xed (10 bytes) and to vary

the interarrival time from 5 msec to 10 msec. For the case of independent errors the MSOTs

are shown in �gure 5.16, the cumulative SOTs are shown in �gure 5.17 and the maximum

observed values are shown in �gure 5.18. As compared to the gap factor and the TTRT

the MSOT and cumulated SOT are not very sensitive against varying load. Even more, for

increasing load (smaller IAT values) the cumulated SOT decreases. This can be explained

by the fact that with higher load there occur less token telegrams per �xed unit of time and

thus less occasions to get lost from the ring. However, even a cumulated outage time of

approximately 4 % is not really acceptable for realtime applications.
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Figure 5.5: Cumulated SOT vs. gap factor (Independent Errors)
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Figure 5.6: Maximum observed SOT vs. gap factor (Independent Errors)
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Figure 5.7: MSOT vs. gap factor (Gilbert Errors)
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Figure 5.8: Cumulated SOT vs. gap factor (Gilbert Errors)
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Figure 5.9: Maximum observed SOT vs. gap factor (Gilbert Errors)
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Figure 5.10: MSOT vs. TTRT (Independent Errors)
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Figure 5.11: Cumulated SOT vs. TTRT (Independent Errors)
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Figure 5.12: Maximum observed SOT vs. TTRT (Independent Errors)
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Figure 5.13: MSOT vs. TTRT (Gilbert Errors)
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Figure 5.14: Cumulated SOT vs. TTRT (Gilbert Errors)
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Figure 5.15: Maximum observed SOT vs. TTRT (Gilbert Errors)
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Figure 5.16: MSOT vs. IAT (Independent Errors)
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Figure 5.17: Cumulated SOT vs. IAT (Independent Errors)
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Figure 5.18: Maximum observed SOT vs. IAT (Independent Errors)
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5.3 Mean Delay

In order to show the performance loss due to the PROFIBUS token passing and ring main-

tenance mechanism we have investigated the mean delay for di�erent error rates and error

models, while varying the load, all other parameters are �xed, see table 5.4. For the load we

consider two cases, using the same number and distribution of sources as described above: in

the �rst case we have varied the request size while the interarrival time (IAT) is �xed, the

second case vice versa. We have investigated the mean delay under the normal PROFIBUS

protocol and under an idealized protocol, where the token frames are transmitted correctly,

but all other frames can be corrupted. The delay is measured at the link layer interface: it is

de�ned as the time between issueing the request for transfer of data and the corresponding

indication at the remote station (thus it includes any retransmission before the �rst correct

reception). However, the delay is measured only for telegrams which are received correctly.

For a proper interpretation of the curves we should note the fact that in our simulation every

source does only generate requests when the corresponding station is currently member of

the ring. This was done in order to keep the memory consumption of our simulator within

the available memory. It is reasonable to expect signi�cantly higher mean delays, when this

restriction is removed.

In �gure 5.19 we show the results for a mean bit error rate of 0.001, both under the

independent error model and under the gilbert model, when the interarrival time was varied.

Additionally, in �gure 5.20 we show the maximum observed delay values and in �gure 5.21

we show the observed coe�cient of variation, which is a good index on the jitter introduced

by channel errors. The results are worth some explanations:

� Under both error models the delay under the normal protocol is signi�cantly higher

than under the ideal protocol, as is the delay variation and the maximum observed

delay. This is mainly due to frames which are already in the stations queue, when the

station is lost from the ring4.

� It can be seen from �gure 5.19 that for the independent error model for both the

idealized protocol and the normal protocol the mean delay increases with increasing

load (decreasing interarrival time), however, for increasing load the graph of the normal

protocol converges to the graph of the ideal protocol. This can be explained by the

4In the standards document it is left open what happens to the remaining requests, when the station is

lost. In our simulations we have assumed that the requests remain in the queue, since the link layer interface

has no concept of a deadline and there is no reason to discard the frames.
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observation that for higher loads there are less token frames per �xed unit of time and

thus less opportunities for a station to get lost from the ring. The same observation

holds for both protocols under the gilbert error model.

� For higher loads (interarrival time smaller than 7 msec) the ideal protocol under gilbert

errors behaves worse than the normal protocol under independent errors. This can be

explained by the bursty nature of channel errors: while the channel is in bad state, it is

likely that a single frame experiences several consecutive retransmissions and thus stays

longer in the queue. Due to the shorter interarrival times it is likely that new requests

arrive meanwhile, which then queue up behind the �rst one and will be delayed longer.

� For lower loads (IAT greater than 7 msec) the ideal protocol under gilbert errors behaves

better than the normal protocol under independent errors and approaches the ideal

protocol under independent errors for the lightest loads. We think this is due to two

circumstances: under the ideal protocol no station gets lost (no frames queue up during

outages) and for lighter loads one can expect that the queues are almost empty or

contain a single frame even under gilbert errors.

� The normal protocol under gilbert errors has always approximately twice the mean

delay as the ideal protocol under independent errors.

� The maximum observed delays and the delay variance for the normal protocol under

both error models is signi�cantly higher than for the idealized protocol. Thus the loss

of control frames has a signi�cant impact on delay variation.

� The coe�cient of variation gets smaller for higher loads, the delay variances \smoothes

out".

The results indicate that the protocol is sensitive to the loss of control frames and that there

is a serious performance degradation with respect to delays. Especially for higher loads the

protocol behaves more bad under the gilbert model than under the independent model.

In �gure 5.22 we show the mean delays for a mean bit error rate of 0.0001, also under

the independent error model and under the gilbert model with varying interarrival times.

The curves are almost identical. This is an indication that for this MBER the loss of control

frames has no signi�cant impact on the mean delay The main reason is that it is very unlikely

to loose two or three consecutive token frames as compared to the MBER 0.001.

For the next experiment we have chosen to keep the interarrival time �xed (10 msec) and

to vary the request size in the range from 10 to 30 bytes user data in steps of �ve bytes. The
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Parameter Value

TTRT 20 msec

Gap factor 6

Table 5.4: Fixed Parameters for Mean Delay
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Figure 5.19: Comparison of Mean Delay with normal and idealized protocol under both error

models with MBER = 0.001
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Figure 5.20: Maximum observed delay for MBER = 0.001
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Figure 5.21: Coe�cient of Variation for MBER = 0.001

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

0.005

5 6 7 8 9 10

M
ea

n 
D

el
ay

 (
se

c)

Interarrival Time (msec)

ideal,independent errors

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

0.005

5 6 7 8 9 10

M
ea

n 
D

el
ay

 (
se

c)

Interarrival Time (msec)

ideal,independent errors
normal, independent errors

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

0.005

5 6 7 8 9 10

M
ea

n 
D

el
ay

 (
se

c)

Interarrival Time (msec)

ideal,independent errors
normal, independent errors

ideal, Gilbert errors

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

0.005

5 6 7 8 9 10

M
ea

n 
D

el
ay

 (
se

c)

Interarrival Time (msec)

ideal,independent errors
normal, independent errors

ideal, Gilbert errors
normal, Gilbert errors

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

0.005

5 6 7 8 9 10

M
ea

n 
D

el
ay

 (
se

c)

Interarrival Time (msec)

ideal,independent errors
normal, independent errors

ideal, Gilbert errors
normal, Gilbert errors

Figure 5.22: Comparison of Mean Delay with normal and idealized protocol under both error

models with MBER = 0.0001
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Figure 5.23: Comparison of Mean Delay with normal and idealized protocol under both error

models with MBER = 0.001

mean delays for the case of MBER equal to 0.001 are shown in �gure 5.23, the corresponding

maximum values and coe�cients of variations are shown in �gs. 5.24 and 5.25 respectively.

We can observe almost the same trends as in the case of varying the interarrival time. In

addition, for the case of MBER equal to 0.0001 we again can see that the mean delay curves

are very close to each other, thus that the in
uence of control frame loss is not visible for

this bitrate (see �gure 5.26).
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Figure 5.24: Maximum observed delay for MBER = 0.001
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Figure 5.25: Coe�cient of Variation for MBER = 0.001
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Figure 5.26: Comparison of Mean Delay with normal and idealized protocol under both error

models with MBER = 0.0001
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Chapter 6

Improvements

In this section we describe some modi�cations of the protocol and the frame formats. The

basic protocol is leaved untouched. Two modi�cations are investigated using simulations.

The �rst one is a new timeout calculation method and the second one is fast re-inclusion of

lost stations. Both proposals have the advantage that changes to the protocol implementation

can be done local, i.e. it is possible to incorporate both schemes in only a subset of stations.

Both schemes provide a signi�cant improvement in di�erent performance parameters.

6.1 Timeout Calculation

From our simulations and from analysis we have observed that the following situation often

occurs: if A is the station with the lowest address and A passes the token to a successor and

experiences two successive errors in its token frame (hearback errors), it immediately throws

away the token and behaves as newly switched on (it goes into the state \listen token", see

the standards document). As a result there is no tra�c on the bus until the timeout timer

expires at an active station. Each station maintains this timer. It is resetted anytime when

the station receives some data on the bus. If n is the station address, then the timeout value

is set to

TTO = 6 � TSL + 2 � n � TSL

where TSL is the slot time. However, in our case it is the timeout timer of A which expires

�rst. Since A is newly switched on and there was no tra�c on the bus (especially no token

frames) A cannot construct a valid LAS and thinks, that it is the only station in the ring.

After timer expiration A claims the token and sends a token frame to itself, thus announcing
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that there is a logical ring and A is the only member. As a result, all other stations feel

skipped and remove themselves from the ring.

The basic problem of this scenario is that the timeout timer may expire for a station

which is in the \listen token" state and has no LAS. If the timer of a station in the ring

(not in \listen token") expires, the ring keeps alive. Thus we propose to make the timeout

calculation state dependent, the following way:

TTO =

(
6 � TSL + 2 � n � TSL : Station is not in \listen token"

(254 + 6) � TSL + 2 � n � TSL : Station is in \listen token"

in order to make sure that the timeout timer expires �rst for stations in the ring and as a

result to avoid this scenario. In �gure 6.1 we show the mean delays for the ideal protocol, the

normal protocol and the modi�ed protocol for varying request size and independent errors

(the remaining scenario is the same as in section 5.3), and in �gure 6.2 we show the same for

the gilbert model. It can be seen that there is a signi�cant improvement in the mean delays

especially for lower loads (with higher station loss rate). But what is much more interesting

is the improvement (reduction) in the cumulated station outage time. In order to show this

we have performed the same simulations as described in subsection 5.2 for varying the gap

factor. However, simulation duration was chosen to be �xed (10000 seconds for every run,

the range of simulation durations reported on in subsection 5.2 varies between 8000 seconds

and 30000 seconds). We show here only the results for the case of independent errors. The

cumulated outage times for all stations are shown in �gure 6.3. It can be seen that the

modi�ed timeout computation has two e�ects: it signi�cantly reduces the cumulated outage

times for all stations (except for station 22) and it makes the behaviour more symmetric, i.e.

all stations behave roughly equal. However, the nearly linear dependency of the choice of the

gap factor choice remains visible.

In addition it should be mentioned that the modi�ed timeout calculation is a purely

\local" algorithm, i.e. it is possible to use it only in a subset of stations without the need to

modify the remaining stations implementation.

6.2 Frame Formats

Perhaps the most obvious change in the frame formats is to equip the token frame with a

checksum. We believe that an 8 bit CRC checksum su�ces. Furthermore, the analysis in

section 4 has shown that for most frames of the use of a 32 bit CRC is more e�ective, both

in terms of error detecting capabilities and, for more than 24 bytes user information, in the
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Figure 6.1: Comparison of Mean Delay with normal, modi�ed and idealized protocol under

independent error model with MBER = 0.001
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Figure 6.2: Comparison of Mean Delay with normal, modi�ed and idealized protocol under

gilbert error model with MBER = 0.001
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Figure 6.3: Comparison of cumulated station outage times for normal protocol and modi�ed

protocol (Independent Errors)

number of bits, which need to be transmitted. Thus it makes sense to equip the variable

sized frame with a 32 bit CRC. For the smaller formats (no data frame and data frame with

�xed and small size) we propose to use a 16 bit CRC.

6.3 Protocol Enhancements

In this subsection we propose some further enhancements which modify the protocol slightly.

We have not implemented these enhancements in our simulator, with the exception of the

fast re-inclusion scheme described below.

6.3.1 Increasing Number of allowed Hearback Errors

In our simulations we have observed that by far the most station losses occur due to repeated

hearback errors. The obvious countermeasure is to increase the number of allowed hearback

errors to at least three.

In the original standard the hearback feature is required for two reasons:

� to perform a self test of the transceiver.

� to resolve collisions e.g. after switching on all stations (see section 2) or after erroneous

token frames, where no error is detected and the token \hits" another station in the

Copyright at Technical University
Berlin. All Rights reserved.

TKN-99-001 Page 43



TU Berlin

ring which accepts the token.

However, this feature assumes that it is possible to send and receive simultaneously, which is

often not possible with wireless radio modems. So for wireless technology another mechanism

is needed. Especially for the collision detection / resolution feature another solution needs

to be found. A very simple solution is to omit the hearback error, hoping that a collision

can be resolved when station A sends its token while station B is transmitting something

else, so that A thinks its successor has accepted the token and stops transmitting data until

receiving the next token addressed to A. However, this scheme will not work when station A

and B transmit in perfect synchronisation.

6.3.2 Fast Re-Inclusion of lost stations

When a station gets lost from the ring, it may take a while before it is re-included, as is

shown in subsection 5.2. First, the station is required to observe twice the same sequence of

token frames, second it will not be reincluded before it is pinged by its successor using the

Request-FDL-Status frame (see section 2). We propose to add the following extra feature

to the protocol: after station A has lost its successor B (i.e. there is no reaction to three

consecutive token frames), A waits for two token cycles and then pings B with the Request-

FDL-Status frame as soon as there is token holding time available. This is the earliest moment

where B can be re-included. However, B should only be included, when B lies in the range

between A and A's new successor C, otherwise C will be kicked out. This procedure should

not a�ect the normal operation of the station inclusion algorithm. This protocol extension

can also be implemented in a \local" way, since it is not necessary to introduce new frame

formats or to change all stations protocol implementation.

However, using this protocol extension makes only sense when the timeout calculation

method described in subsection 6.1 is also used, because otherwise the ring behaviour is

dominated by the e�ect generated by double hearback errors of the lowest station and fast

re-inclusion gets no chance to work.

We have investigated the e�ects of joint operation of fast reinclusion and new timeout

calculation on the cumulated station outage times for varying gap factors and for the case

of independent errors. The simulations were run for 10000 seconds, the results are shown in

�gure 6.4. We can make two observations:

� for all stations but 69 there is again a drastic decrease in cumulated outage times, as

compared to the case where only the new timeout calculation is used. The dependence
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Figure 6.4: Comparison of cumulated station outage times for normal protocol, the protocol

with new timeout calculation and the protocol with both new timeout calculation and fast

reinclusion (Independent Errors)

on cumulated outage times of the gap factors is nearly linear. However, since values of

15 % are reached, the results are still not good.

� A signi�cant asymmetry is introduced, since station 69 behaves signi�cantly worse than

all other stations, however, the achievements of the timeout calculations remain visible.

6.3.3 Ring-Inclusion using Random Access Slots

An alternative approach for including new stations in the ring is as follows: instead of re-

quiring A to ping every address in its gap list from time to time A may send a special control

frame, carrying the �rst and the last address of its gap list. Every station within this range

that wants to enter the ring, answers immediately with a short packet. If there are no stations

answering, A performs no further action until the next time sending the new control frame.

If A receives a correct answer from a station willing to enter the ring, it shortens its gap list

and passes the token to the new station. If A receives an erroneous frame, this can have two

reasons: channel errors or collisions in case that there is more than one new station. In both

cases A starts now to ping every address within its gap list until the list is empty or A �nds

a new station. This approach has two advantages:
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� It is deterministic when the control frames are sent in regular intervals.

� Bandwidth is saved when no stations want to enter the ring.

However, the main disadvantage of this protocol is the necessity to introduce a new frame

format and thus the need to change the implementation of all stations within the ring.
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Chapter 7

Discussion and Conclusions

In this paper we have gained some insight in the dynamics and the behaviour of the PROFIBUS

token passing protocol over error prone links. We see the following main results:

� The protocol is very sensitive to loss or corruption of control frames, especially token

frames. If some parameters are chosen bad (e.g. gap factors), the ring breaks com-

pletely down, at least under the relatively high mean bit error rate of 10�3. While

signi�cantly increased mean delays are a serious performance problem, the high per-

centage of cumulated station outage times is a catastrophe.

� The results are asymmetric in the sense that the station with the lowest address re-

ceives much better performance than all other stations. And even within the remaining

stations higher station addresses are a penalty. One can say that the lowest station

determines the fate of the ring.

� If the MBER is a magnitude smaller (10�4) then things look better and station losses

are rare.

� For delays and outage times the protocol has shown to be more sensitive against bursty

error behaviour than for \smooth" independent errors.

� Frame formats and the error detection capabilities are designed for low error rates.

Under higher error rates they are outperformed by CRC checksums.

We have proposed some modi�cations to the protocol and its parameters. A signi�cant

e�ect can be observed for making the timeout value TTO state dependent, which additionally

is only a very small change to a protocol implementation. A second modi�cation yielding

signi�cant improvements is fast re-inclusion. Both methods have the advantage that it su�ces
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to modify only a subset of stations, however, the results are still not good for realtime

applications. We can conclude that the PROFIBUS protocol is not designed for error prone

links, even if some modi�cations are done.

However, we must note that all results rely critically on the assumption, that a station can

hear its own transmissions (\hearback" feature). In our future research we will investigate

the PROFIBUS performance and ring stability in the case without the hearback feature.

In addition, another problem of using the PROFIBUS protocol over wireless links was

not covered within this study: the requirement for full reachability. This imposes a serious

restriction on the geographical coverage of a single wireless PROFIBUS LAN.
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