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Abstract—Recent developments in the Internet of Bio-Nano
Things (IoBNT) are laying the groundwork for innovative
applications across the healthcare sector. Nanodevices designed to
operate within the body, managed remotely via the internet, are
envisioned to promptly detect and actuate on potential diseases.
In this vision, an inherent challenge arises due to the limited
capabilities of individual nanosensors; specifically, nanosensors
must communicate with one another to collaborate as a cluster.
Aiming to research the boundaries of the clustering capabilities,
this survey emphasizes data-driven communication strategies
in molecular communication (MC) channels as a means of
linking nanosensors. Due to the dynamics of MC environments,
communication at the nanoscale faces new challenges where
detailed modeling of the physical channel is often impractical.
Relying on the flexibility and robustness of machine learning (ML)
methods to tackle the dynamic nature of MC channels, the MC
research community frequently refers to neural network (NN)
architectures. This interdisciplinary research field encompasses
various aspects, including the use of NNs to facilitate communica-
tion in MC environments, their implementation at the nanoscale,
explainable approaches for NNs, and dataset generation for
training. Within this survey, we provide a comprehensive analysis
of fundamental perspectives on recent trends in NN architectures
for MC, the feasibility of their implementation at the nanoscale,
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applied explainable artificial intelligence (XAI) techniques, and
the accessibility of datasets along with best practices for their
generation. Additionally, we offer open-source code repositories
that illustrate NN-based methods to support reproducible research
for key MC scenarios. Finally, we identify emerging research
challenges, such as robust NN architectures, biologically integrated
NN modules, and scalable training strategies.

Index Terms—Machine learning, neural networks, deep learn-
ing, molecular communication, Internet of Bio-Nano Things

I. INTRODUCTION

Inspired by Schrödinger’s thoughts about the question “What
is life?” [1], the physics community joined biology to describe
constituent components on the boundaries between inanimate
matter and life. Today, more communities are joining the
realm of biology, including electrical engineers and computer
scientists for functional purposes; frameworks like the Internet
of Bio-Nano Things (IoBNT) [2], [3], [4] can only be realized
through truly interdisciplinary research between engineering,
computer science, and life sciences. Focusing on recent
advancements in artificial intelligence (AI) to realize IoBNT
applications, this survey takes the journey one step further; we
explore the research progress at the intersection of computer
science and biology, specifically the use of neural networks
(NNs) to enable molecular communication (MC) links and
nanonetworks.

The constituent MC links of the IoBNT framework serve
as artificial tools with promising applications in healthcare
and industry but pose new challenges for practical deployment.
Similarly to wireless links, communication over MC channels
faces the lack of reliable connections as a consequence of
different effects, though: The intricacies of the mobility of
molecules in air or aqueous media,1 the chemical interactions
with surrounding reactants, or the geometry of transmitters,
channels, and receivers, make it infeasible to derive analytic
models in most of the practical cases.2 As such, accurate
estimators of MC channels are infeasible in practice, and

1See historical developments in describing the mobility of molecules in [5].
2In MC, “molecules” are generally the information carriers, although other

classes of carriers exist, such as calcium ions and magnetic nanoparticles [6].
In this paper, we indistinctively refer to “molecule” and “nanoparticle” as
information carriers.
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Fig. 1: Trends in contributions related to NN research for IoBNT per area
and publication year. The areas refer to the communication layers, such as the
upper layers, MAC layer, PHY (detectors, encoders, and synchronizers), and
the bio-implementation of NN architectures.

receivers must be developed with self-learning mechanisms
that account for unknown parameters. This is where machine
learning (ML) plays a significant role, and specifically NN
architectures as universal approximators to learn the channel
characteristics along their training.

Such an approach is not entirely new in the bio realm, ML-
based methods have already been explored and provide valuable
inspiration for applying NNs to MC.3 The research community
is already investigating NN architectures as enablers of artificial
communication mechanisms in MC channels. Examples include
NNs as sequence decoders for air-based transmissions and
experimental testbeds as in [10], and MC channel modeling
in multiple-input multiple-output (MIMO) setups as in [11].
Furthermore, in large-scale links, i.e., transmission distances
larger than a meter, NNs have also been deployed in the IoBNT
framework to localize potential health conditions in the human
body as in [12].

A. Prelude

In contrast to the development of intelligent wireless net-
works, where ML tools were layered on only after the tech-
nology had matured, by contrast, IoBNT is being engineered
based on an already well-established ML foundation. Lessons
learned from the communication performance in wireless links
also apply to the IoBNT’s physical layer (PHY), e.g., modular
designs combining modulators, encoders, or channel estimation
blocks are generally suboptimal, and a similar situation arises
in MC links; see [13, Chap. 1]. The joint design of encoders
and decoders has been shown to outperform focused, isolated
blocks in MC links, as illustrated in [14].

Today, the research community contributes to the joint field
of ML and IoBNT networks in various directions. As indicated
in Fig. 1, a growing number of works focus on the PHY layer
of IoBNT; other contributions research solutions in the MAC
and higher layers, as well as dataset generation for training,

3Notably, ML has been proposed to model turbulent behavior [7] or to track
particles in diffusion trajectories [8]. Furthermore, ML for the modeling of
active matter, which includes processes such as swarming, chemotaxis, and
other individual and collective phenomena, has been studied [9].

the explainability of NN operation, and bio-compatible means
for NN deployment. These ongoing research activities lay the
groundwork for numerous new developments, as we unveil in
this survey.

B. Literature Review Strategy

The literature review strategy to prepare this survey involved
three stages: (i) Searching for the keywords “Neural Network”
AND (“Molecular Communication” OR “IoBNT”) in the papers’
abstracts, (ii) looking for the papers referenced by the ones
in stage (i) and for the papers referencing those as well, and
(iii) listing papers in our curated set, which mostly reference
topics on the biocompatible implementation of NNs and dataset
generation. For stage (i), we conducted a comprehensive search
in the leading databases IEEE Xplore, ACM Digital Library,
Science Direct (Elsevier), Springer, and Wiley Online Library.
In all cases, our inclusion criteria refer to: (i) The use of
NNs as enablers of communication over MC links, which
includes the communication design through all layers of the MC
channel, i.e., from the PHY layer to the application layer, (ii)
biocompatible implementation of NN models, (iii) explainable
methods for NNs as applied to MC, and (iv) dataset creation.
The search yielded a total of 260 papers for stage (i), and we
manually added another 124 references in stages (ii) and (iii),
yielding a total of 384 references. Adhering to the inclusion
criteria outlined above, we filtered these references to 144
published papers, which span from 2017 to early 2025.

C. Contributions

Focusing on NN architectures, this survey aims to outline
the potential of NNs in IoBNT applications from various facets:
Architecture, implementation, explainable approaches, and
dataset generation. Our main contributions can be summarized
as follows:

• Deployment of NN architectures for MC links: We
discuss in detail the NN architectures reported for the
various IoBNT layers. The need to introduce NNs is
clearly motivated for each layer based on the problem
definitions reported in the literature. This is discussed
taking into consideration various NN architectures, e.g.,
feedforward, recurrent, autoencoders, and convolutional.
We aim to provide readers with a holistic view of
problems, environments, and NN architectures in each
communication layer.

• Comparative discussion of performance versus complexity
of the state-of-the-art NN architectures: We thoroughly
discuss the performance and complexity of the reported
NN architectures as decoders in MC environments. We
evaluate the decoding performance in terms of bit error
rate (BER) and the complexity in terms of the number of
learnable parameters. We found that recurrent architectures
exhibit the highest performance while requiring the least
complexity.

• Code developments for NN-based designs in MC links:
We provide illustrative code examples for training and
using NNs. Training and testing of the modules are
based on synthetic and testbed-generated datasets in MC
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Fig. 2: Mosaic representation of the survey content.

channels. This open-access code encompasses a range of
NN architectures in various MC environments, including
free diffusion, flow-based, and vessel-like channels.

• Review of potential implementations at the nanoscale: We
summarize state-of-the-art technologies for implementing
NN architectures in the nanoscale domain. We describe
bio-compatible technologies such as micro-fluidic circuits
and deoxyribonucleic acid (DNA) chemical reactions,
which provide means to run NN modules.

• Summary of explainable approaches to describe the
operation of NNs: We introduce some of the most recent
explainable methods with a focus on MC environments. In
light of the physical nature of MC channels, we summarize
means to interpret the operation of NNs.

• Comprehensive summary of synthetic and testbed-based
generation of datasets for training NNs: We elaborate in
detail on MC-related datasets for training NN modules.
We also review dataset accessibility, documentation, and
usability based on the published code and documentation
per dataset.

• New upcoming challenges: We finally summarize new
research directions related to the convergence of NN
architectures and MC. We identify open problems for
developing robust links, deployment, and training of NNs,
as well as challenges towards explaining their operation.

D. Reader’s Itinerary

This survey aims to give a detailed overview of NN
concepts for MC. We continue in Section II summarizing
recent developments in MC following the IoBNT framework.
Within the next sections, we structured the content to guide the
reader into the joint topic and help to dive deep into selected
aspects as follows: (1) NNs enabling MC communication
links, as the central theme in Section III; (2) Synthesis of NN
modules with bio-components in Section IV; (3) Explainability
approaches specific for AI in MC channels in Section V;
and (4) Synthetic and testbed-generated datasets for training
and testing NN modules in Section VI. The most extensive

part is Section III, which examines standard communication
components (supported by NNs) such as channel estimation,
synchronization, detection, and autoencoder mechanisms.4 We
also list a glossary of terms used throughout this survey in the
appendix for the reader’s convenience.

This survey can be read in various ways to benefit the
reader’s expertise.5 Fig. 2 shows a mosaic representation of
the paper’s content. As this figure illustrates, the paper can be
read section by section, but more experienced readers can also
jump directly to specific topics.

II. MOST RECENT DEVELOPMENTS IN MOLECULAR
COMMUNICATIONS: A SURVEY-BASED PERSPECTIVE

This section outlines the most recent developments in MC
and nanonetworks, building upon related surveys published
over the years 2019 to 2024. When integrating theoretical com-
munication aspects into MC schemes, the research community
is increasingly adopting AI-based approaches to overcome
the complexity of theoretical concepts and practical imple-
mentations. Tracing this trend, we can group the most recent
survey papers into four categories: i) IoBNT frameworks and
applications, a field that also integrates MC and electromag-
netics;, ii) Theoretical and technical developments in MC,
which links communication theory with MC schemes; iii)
Cross-disciplinary approaches between the life sciences and
communication-engineering communities, which discuss the
much-needed integration between the two communities, and iv)
Recent AI innovations in the MC field as summarized within
the first surveyed materials on the topic.

1) IoBNT/MC Frameworks and Applications: Grounded in
applications for the early detection and treatment of diseases
in the human body, surveys here elaborated on the IoBNT
architecture to fulfill a futuristic paradigm: To connect human
cells to the internet, as portrayed in [4]. The IoBNT architecture
comprises a nanonetwork within the human body, where nano-
biological functional devices are the main components, e.g.,
engineered bacteria, human cells, nano biosensors, that perform
sensing and actuating tasks in the MC domain [16]. The
nanonetwork is connected to wearables attached to the skin
surface, which are then linked to healthcare providers via the
internet; see an illustration in [17, Figures 7 and 9]. These
conceptual developments and early-stage technologies assess
IoBNT as a part of 6G beyond networks, see [18, Sec. XI], and
embody a symbiotic relationship with the collective intelligence
of the body [19].

Towards this vision, surveys have introduced a variety
of interfaces between nanodevices and the internet through
heterogeneous links in the biological [20], [21], electrical,
acoustic, and electromagnetic domains; see [22, Sec. VII], [23,
Sec. III], [24, Sec. 4], and [16], [25]. Such interfaces enable

4We provide the code on two platforms: (i) In the Ocean Code platform, we
provide access to the cell-to-cell example developed in Section III-A4 under
the link https://codeocean.com/capsule/6777864/tree/v1, and (ii) in the GitHub
platform we provide access to all code in this paper related to synchronization,
decoding, and autoencoding under the link https://github.com/tkn-tub/NN_
molecular_communications. Furthermore, we provide the database for training
and testing the reported NN modules in [15].

5Here, we invite the reader to follow the collage model for reading this
survey, as first proposed by Julio Cortázar within the novel Rayuela.

https://codeocean.com/capsule/6777864/tree/v1
https://github.com/tkn-tub/NN_molecular_communications
https://github.com/tkn-tub/NN_molecular_communications
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groundbreaking healthcare applications, such as reducing the
detection time for bacterial infections, as illustrated in [4, Sec.
V] and discussed in [17], [20], [25]. Applications also span
smart agriculture and environmental monitoring to track the
health status of animals and plants, as summarized in [16], [26],
[27]. In industrial environments, nanodevices can be deployed
inside underground pipes to detect corrosion and damage [26,
Sec. III.b].

In the electromagnetic domain, surveys have addressed
analog front-end units in the terahertz (THz) band as the
interface between implanted nanosensors and the outside world,
see [22]. Due to the plasmonic effect observed in graphene
materials, the distinctive relevance of this particular frequency
band resides in the existence of signal generators (see [28])
and antennas (see [29], [30]) that can be miniaturized to a
few microns long and wide. Different from the THz band,
recent surveys also pointed to optics with nano-lasers and
nano-antennas, MHz system frequencies with magnetoelectric
antennas based on nano-electromechanical devices, or even to
non-radiative techniques, either coupling-based or wave-based,
such as galvanic coupling or ultrasound [31].

In particular, some surveys have focused on technological
advances in signal generation and antennas, which become en-
ablers of this approach [29], [31], while other survey materials
focused on protocol and system design aspects [32]. Further-
more, several works have summarized potential healthcare-
related applications of THz networks [29], [33], including
(i) ultra-precise detection and localization of diseases with
nanomachines flowing in the human blood system [32], [34],
and (ii) brain-computer interfaces enabled by a wireless
interaction with the human brain [35] even down to single
neurons [36]. Notably, however, none of the existing works on
the electromagnetic side of nanonetworks point to AI/ML as a
possible tool to aid in the modeling of communication or the
design of protocols.

Recent surveys on IoBNT also highlight the self-power
capabilities of nanodevices in maintaining the nanonetwork
in continuous operation. Micro-batteries built with micro-
electromechanical and nano-electromechanical devices are
powered by energy harvested from the environment or through
wireless power transfer, as described in [16], [23]. Besides,
due to the highly sensitive applications of IoBNT networks,
especially in healthcare, surveys also remark on the challenges
and risks of MC [37] and wireless channels, see [23, Sec. IV].
Likely attacks include eavesdropping, spoofing attacks, and
jamming, see a full description in [23, Table 6]. These attacks
exploit the limited computational capacities of nano nodes
to implement sophisticated protection algorithms. Mitigating
strategies use fingerprinting based on channel identification (a
domain well-suited for AI) or cryptographic mechanisms to
avoid eavesdropping.

2) Theoretical and Technical Developments Regarding MC
Channel Models: MC channel models are a widespread
research topic in the scientific community across different
scales: (i) Human vessels, organs, and tissues on a larger
scale; (ii) on the cellular scale, cell-to-cell communication and
information processing; and (iii) on the molecular scale-free
diffusion or junction MC channels between cells; see [20].

These theoretical models underpin the feasibility of applica-
tions such as drug delivery, disease monitoring (e.g., cancer
initiation and progression), and the deployment of body network
infrastructures [26].

Theoretical developments in [38] summarize the end-to-
end channel impulse response (CIR) derivation for various
MC geometries at the molecular scale. MC channels include
free diffusion, advection, and chemical degradation channels,
see [38, Table 1]. At the tissue scale, mobility models are
summarized in [39] for passive and active bionanomachines
that carry information. Passive mobility models include random
walks in a fluid and with external forces, whereas active
mobility models exhibit a bias towards a preferred direction, as
seen in the case of chemotaxis.6 Besides, theoretical works also
target more functional problems in MC links. Examples include
methods for channel parameter estimation [42], modulation
and demodulation [43], [44], coding [45], and the formulation
of spatial domain resources through MIMO schemes as in [46].
These works illustrate the capabilities of actual communication
schemes at the nanoscale.

Not only does theoretical work drive the study of MC links,
but also the development of simulators; see [38, Sec. V.A],
[26, Sec. II.5]). Surveys also illustrate experimental testbeds as
tracks of technological readiness in the near future, see [47],
[48], [49], [38, Sec. V.B], [22, IV B.2], and [20, Sec. IV].
This research field focuses on interfaces between the biological
and electrical domains, such as synaptic links in [50], optical
links in [51], electrical domain connections in [52], and radio
frequency (RF) signals in the THz domain, as described in
[22].

3) Recent AI Innovations in the MC Field: A prevalent
viewpoint expressed in some MC-related surveys is that data-
driven detectors may overcome the limitations of model-based
ones, which prevent them from performing optimally in real-
world MC channels, as seen in [18], [53], [54], and [38, Sec.
V.B.2.b].7 Advancing the field, the community is beginning
to embed feedforward NN models within DNA circuits in
a cell, as summarized in [55], [56], [57], and remark on
researching explainable methods for the operation of NN
modules, as indicated in [53]. However, only a few surveys,
such as [53], [58], [59] address ML methods suitable for
developing MC-based schemes. The work in [53] mostly
focuses on a performance comparison between model and
data-driven detectors, the work in [58] primarily centers on the
application layer, while the work in [59] succinctly summarizes
biocompatible technologies for running NN modules.

4) Cross-Disciplinary Routes: Towards the interdisciplinary
understanding among researchers in communication engineer-
ing, synthetic biology, and bioengineering, a hierarchy is
proposed in [60] to map communication concepts to the
biological behavior of cells. Unlike biologists, who study
natural system interactions guided by holistic views, the
engineering community is developing modular designs, i.e.,

6The chemotaxis process describes the mobility of bacteria towards the
higher concentration of attractant molecules, see models in [40], [41].

7See also [54] for a detailed explanation of ML architectures and their appli-
cation in other research areas such as therapy development and nanomaterial
designs.
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defining communication functionalities by layers as application,
data abstraction, molecules-data interface, the interaction of
molecules, and their propagation. A second perspective toward
interdisciplinary research lies in the most recent application
of information semantic concepts, as presented in [61]. MC-
engineered systems, with a goal-oriented approach, may support
the design of biochemical applications, as goals can be mapped
to biological processes.

5) Summary Remarks: The variety of topics in the above-
related surveys introduces a joint appeal: Scenario awareness
must be part of MC deployments and dynamically adapt
to real-world environments; see, for instance, the channel
dependency of adaptive threshold detectors in [44, Eq. (17)],
adaptive coding strategies to reduce inter-symbol interference
(ISI) as in [45, Sec. IV.C], and the challenges to design high
data-rate transmissions due to the non-stationary nature of
MC noise, as discussed in [53]. A recent trend is that NN
architectures are becoming relevant for applications in channel
estimation, synchronization, detection, and related solutions
such as localization and disease detection, as illustrated in
Fig. 1. NNs are primarily implemented external to the MC
environment, as we discuss in Section III, although embedding
the NNs within the MC pipeline is very appealing, as we
consider later in Section IV. In the following sections, we
provide an overview of the literature groundwork on NN
architectures, MC environments, and comparative performance.

III. NEURAL NETWORKS AS ENABLERS OF IOBNT
NETWORKS

In the context of IoBNT, where communication and compu-
tation are deeply embedded into MC environments, this section
details the reported NN-based solutions for the various network
layers. We thoroughly discuss reported NN architectures,
deployments, and results for the PHY and upper layers. As
we will encounter in this section, early studies primarily focus
on the PHY layer. Although these studies do not directly
mention their application to IoBNT networks, they can be
easily adapted as techniques for facilitating node connectivity
within IoBNT. Within the PHY layer, we refer to the MC
model illustrated in Fig. 3, where the MC model is primarily
divided into three blocks for their separate study: transmitter,
physical channel, and receiver. This section is organized into
the following modules: Channel estimation, synchronization,
and detection (included within the Receiver block in Fig. 3), as
well as solutions in the MAC and upper layers. Each subsection
follows the same structure: (i) Problem description for MC
channels, where the demand of NN modules is discussed,
followed by (ii) the MC environments where NNs have been
deployed, (iii) description of reported NN architectures and
their performance, (iv) illustrative examples of implemented
code using NN modules, and (v) concluding remarks.

A. MC Channel Estimation

End-to-end MC channel estimators are essential for optimally
tuning the decoding tasks at nodes. In the literature, we find
the application of NN-based estimators for various purposes,
such as evaluating communication performance [62], designing
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Fig. 3: Representation of a point-to-point MC link.

macro-scale receivers [63], and drug delivery for healthcare
applications, as discussed in [64]. In this section, we catego-
rize these reported estimators as solutions that contribute to
parameter estimation and modeling of MC channels separately.

1) Problem Definition: The CIR in MC links is defined
as the probability of finding a molecule at the receiver after
its release from the emitter; see [38, Def. 2]. It is given as a
function of time, here denoted as h(t) with given parameters
{h0, h1, . . . , hn}. Channel estimation and modeling are the
two main problems, referring to finding the set of parameters
{hi} and the sequence h(t) itself, respectively. For instance, in
the case of free-diffusion channels, where the transmitter node
is modeled as a point and the receiver node as an absorving
sphere, the CIR is given as h(t) = Vrx

(4πDt)
3
2
e−

d
4Dt [65, Eq. (6)],

where D is the diffusion coefficient of the particles, t denotes
time, d is the communication distance, and Vrx is the volume
of the receiver. In this case, h(t) is known, but parameters
such as the distance may be unknown in practical scenarios,
resulting in a channel estimation problem.

Besides, in many situations, evaluating the CIR sequence
is not feasible due to the complexity of the MC channel’s
geometry and topology. Examples include the channel illus-
trated in Fig. 4, where a reflector introduces a non-linearity
in the channel, preventing the development of a closed-form
expression for h(t). In that case, the CIR itself must be
estimated, which refers to the channel modeling problem.

Either of these two problems unfolds into a challenge due
to the unknown variables that need to be estimated, such
as the communication distance, the impact of the geometry
of the emitters and receivers, or the fluid velocity in vessel-
like media. Due to the difficulty of these problems, literature
reports NN-based solutions leveraging on their capacity as
universal approximators. NNs can be used either to estimate
the parameters for a given model or as a model-independent
method to estimate the CIR. In the following subsections,
we detail various MC scenarios and the reported NN-based
estimators.
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Fig. 4: Conceptual illustration of a free-diffusion channel for a complex
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2) Environments for MC Channel Estimation: In the liter-
ature, NN models for channel estimation and modeling have
been deployed in two main MC environments: In simulated
free-diffusion MC channels as in [62], [66], [67], [68], [69],
[70], [71], [72], within the network of the human circulatory
system (HCS) as in [64], and in realworld testbeds for open
air channels, as in [63].
Free-diffusion environments: The more commonplace en-
vironment of free diffusion poses challenges in evaluating
the channel model for complex topologies. Examples include
scenarios where multiple senders, reflectors, and absorbers are
situated between the emitter and the receiver, which hinder the
analytical development of closed-form solutions for the CIR;
see Fig. 4. The NN-related literature considers free-diffusion
environments on the (µm) scale, which include spherical
reflectors and absorbers placed at arbitrary locations between
a point emitter and a spherical absorbing receiver. This is the
case reported in [67], [71] in 2D and also extended to 3D
in [68]. A less complex topology is considered in [62] in a
3D environment, including a perfect spherical receiver and
point and spherical transmitters. MIMO links in MC are also
gaining increasing interest because of their potential to enhance
transmission rates. Examples are the 2× 2 MIMO scheme in
free-diffusion MC channels for [66], [70], 4×4 MIMO in [72],
and asymmetric MIMO channels comprising 2 emitters and 4
receivers in [69]. These MIMO channels lay out the geometries
of point transmitters alongside spherical absorbing receivers.

Literature also evaluated testbed measurements accounting
for realistic channel effects, which include the various sizes
of droplets, evaporation, and unsteady flows as in [63]. The
testbed deploys an air compressor sprayer to release ethyl
alcohol molecules and an MQ-3 alcohol sensor to detect the
droplets from distances of up to 200 cm. See a summary of
MC environments and their parameters in appendix, Table II,
specifically for the entries related to channel estimation.
Human vessel networks: For drug delivery applications within
the human body, the model reported in [64] includes three
main components. As depicted in Fig. 5, these components are:
1) A photo-triggered transducer interface (Gateway), which is
placed at the skin surface, 2) the human vessels network as the
information channel, and 3) a network of nanodevices located

Gateway

𝑐𝑣disp𝑐𝑣in

Remote
Command
Unit

Vessels Network

𝑘in 𝑘out

𝑘disp

𝑐cell
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𝑐𝑣

Fig. 5: Two-compartmental model of the cardiovascular system from [64].
Parameters kin, kout, and kdisp denote molecule rates following the com-
partmental model. Variables cvin and cvdisp represent the concentration of
molecules at the input and output of the corresponding compartment, while
cv and ccell are those within the compartment.

at the target cell.8 The photo-triggered interface is attached to
the skin surface and injects specific molecules into the human
circulatory system. This release mechanism is activated upon
the wireless reception of a command from a remote unit, which
the care providers can directly access. The released molecules
travel through the vessel segments to the target cell, where a
nanonetwork is activated to release the corresponding drugs
upon detecting this particular molecule. Molecule concentration
levels are evaluated using a two-compartmental model, one for
the circulatory network and another for the target cell. The
evaluation of the concentration level is based on a system of
two differential equations, which incorporate the parameters
kin, kout, and kdisp; refer to [73, Eqs. (14) and (15)]. These
parameters refer to the rates of molecules flowing in and out
from the compartment, as represented in Fig. 5.

3) NN Models for MC Channel Estimation: Various models
are reported for free-diffusion channels aiming to estimate
CIR parameters, as in [63], [66], [69], [70], [71], and more
broadly, to estimate the CIR sequence as in [67], [68], [72].
These models implement the architectures feed forward NN
in [62], [63], [64], [66], [69], [70], [72], convolutional neural
network (CNN) in [67], and the renowned Transformer in [68],
[69], [71].9 The NN weights and bias coefficients are evaluated
using the backpropagation algorithm, as in [62], [66], [70],
and the Bayesian regularization approach, as in [62], [63],
[66], which implements the Levenberg-Marquardt optimization
algorithm [74], avoiding overfitting.
NN-based solutions for MC channel estimation: The afore-
mentioned NN architectures are used to estimate a variety of
MC channel parameters, including distances and the orientation
of emitters and receivers in the channel. For instance, a
feedforward NN model is developed in [63] to estimate the
distance between the emitter and the receiver. The model
employs a single hidden layer with a single node and is trained
on a predefined set of features, which includes the peak of the

8The sketches for the bio-components in Fig. 5 do not mean to be accurate
but are for concept illustration purposes only. The figures were generated
with the assistance of ChatGPT, utilizing a Da Vinci style for the drawing.
Similarly, we generated all illustrations of bio-components within this paper.

9Further details for the Transformer architecture are provided in Section C.
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received sequence and the rise time from low to high amplitude
in the sequence of received molecules. Results exhibit relative
errors between the estimated and actual distances in the range
of 2 to 20% at communication distances of 100 to 200 cm.

NNs are also reported in [62], [66] to evaluate the parameters
of the first-hitting time probability; see [66, Eq. (2)]. The
deployment consists of single and two NN machines, trained
with the recorded number of molecules at the receiver. The
single NN is deployed through an fully connected (FC) hidden
layer and a total of 30 nodes. The two-machine model is
proposed in [66], where each NN estimates a separate set of
the CIR parameters. Both NNs are implemented with a single
FC layer and 15 nodes each. The results in [66] indicate that
the single-machine model performs better than the two-machine
model. The models achieve high accuracy with an absolute
error of less than 10−2.

In free diffusion MIMO environments, NNs are trained
to directly estimate the parameters of a given closed-form
expression for the CIR, as indicated in [66], [69], [70]; see
the model and the parameters in [66, Eqs. (2) and (3)]. These
solutions [66], [70] follow a two-stage approach to train the NN.
In the first stage, the authors fit a CIR model to a 2×2 MIMO
MC channel, utilizing the non-linear least square method and
with samples generated through simulations. Next, the NN
is trained to predict the fitted CIR, utilizing as inputs MC
channel parameters such as distance, the molecules’ diffusion
coefficient, and receiver radius. The trained NN is used later to
predict the BER performance from the MC channel parameters.

Continuing with MIMO channels, a more typical deployment
trains NN models using received molecule counts, as investi-
gated in [69], [72]. The work in [69] comparatively analyzes
the performance of Transformer (see appendix, Section C) and
feedforward NN architectures for channel estimation, where
the latter yields better performance. The feedforward NN
comprises one FC layer and 5 hidden layers of 10, 20, 40,
20, and 10 neurons. The encoder and decoder components
of the Transformer implement two FC layers and the same
number of hidden layers as the feedforward NN. The inputs
for both architectures are the number of received molecules,
and the outputs are the parameters of the theoretical CIR
expression. Particularly, the work in [72] estimates the distance
and the rotation angle between the emitter and the receiver
planes of a 4 × 4 MIMO setup, where the rotation refers to
the missalignment of the emitters and receivers location in the
range of 0 to 45◦, see [72, Fig. 2]. The solution deploys a
feedforward NN of 14 connected layers, where the inputs are
the numbers of molecules and the outputs are the coefficients.

Finally, in the environment of the human vessels network (see
Fig. 5, [64]), feedforward NN models are reported to estimate
the set of parameters {kin, kout, kdisp} for the compartmental
scheme, see Fig. 5. The model is trained with the concentration
of drugs at the nanodevice location, achieving an estimation
error of less than 30%.
NN-based solutions for MC channel modeling: NN models
are also trained to predict the CIR sequence in free diffusion
channels as researched in [67], [68]. The solution develops
two branches, one of which takes as input the RGB image of
the MC environment. Point transmitters in the MC channel are

depicted with dots, while absorbers, reflectors, and receivers
are depicted as circles of different colors and radii. A CNN
is used in [67], and a Transformer (without the positional
encoders) is used in [68] to extract the relevant image features.
A multilayer perceptron (MLP) block is included within the
architecture to normalize the sequence for the CIR. The second
branch of the design in [67] deploys an FC layer and an MLP
block to estimate the maximum amplitude of the number of
received molecules. The inputs to the FC layer are the diffusion
coefficient, the sampling time, and the spatial granularity. In this
two-branch design, the normalized mean square error (MSE)
between the ground truth and the estimated CIR sequence has
an order of magnitude of 10−2.

4) Illustrative Code Example to Estimate the Distance
Among Cells: This code example develops a distance estimator
between immune and cancer cells based on the recorded number
of vesicle molecules.10 Cancer and immune cells exchange
vesicles in the proximity of each other, and the concentration
level of vesicles recorded at the immune cell can be readily
used to estimate their distance to the cancer cell; see the
sketch in Fig. 6 and model details in [75].11 However, the
concentration level’s dependence on the distance parameter
hinders the derivation of a closed-form expression for the
inverse relation, i.e., distance versus concentration of vesicles.12

Resolving these intricate dependencies, a trained NN can model
the relation between the number of induced vesicle releases
by the immune cell and its distance to the tumor cell.

To model the environment, we utilize the code provided by
the authors in [75], which calculates the number of released
vesicles by the immune cell; see the various curves plotted
over time and for different distances in Fig. 6(a). We first
extract two features from the raw data to train the NN: (i)
The peak amplitude of the slope of the received vesicles;
and (ii) the time location of the peak; see the corresponding
slope curves in the embedded plot in Fig. 6(a), and the two
features in Fig. 6(b). We implemented in Matlab a feedforward
NN comprised of a single-layer and two nodes, using the
hyperparameters listed in appendix, Table IV.13 As depicted in
Fig. 6(c), the NN accurately estimates the distance to the tumor
cell in the range of 2 to 10 µm with a relative error of 3.3%.
In medical applications, the estimated distance can trigger the
release of drugs from engineered immune cells when they are
close enough for effective treatment; refer to the proposed
methodologies in [39, Section V].

5) Concluding Remarks: The use of NNs for MC channel
estimation has mostly focused on feedforward NN and CNN
architectures. Feedforward NNs are used to estimate specific
parameters in the channel, and CNN architectures are adopted
for the more ambitious goal of estimating the CIR. This subject
still requires further development of NNs to target more realistic
scenarios. Particularly in IoBNT contexts, both short-range
channels, such as cell-to-cell, and long-range channels, like

10See further details on cell-to-cell communications in appendix, Section H.
11We provide access to the evaluation of the number of vesicles based on

the distance and time in the dataset in [15].
12See the position-related terms rD and rT in [75, Eqs. (21) to (24)].
13We provide the distance estimator code at https://github.com/tkn-tub/NN_

molecular_communications/tree/main/Section_III_A_distance_estimator.

https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_A_distance_estimator
https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_A_distance_estimator
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Fig. 6: Overview of the schematic and findings for calculating the distance
between cells using a feedforward NN as an estimator.

those through the human circulatory system, are lacking from
modeling with NNs.

B. Synchronization

Successful communication among nodes relies on all partic-
ipants being aware of the timing of the other entities involved;
they have to be synchronized. In many works related to
MC, synchronization is assumed to exist by default, allowing
for the separate study of receiver sensitivity to noise or
the optimization of detection parameters. Yet, in real-world
systems, the communicating nodes must explicitly synchronize
with each other to achieve successful communication. The
following sections will define the problem, summarize reported
approaches, and describe an example implementation.

1) Problem Definition for Synchronization: The problem
of symbol synchronization concerns the question of when a
symbol is considered to start at the different communication
participants. In the simplest case, i.e., one transmitter and one
receiver, the transmitter sends out the symbols, and according
to the delay produced by the MC channel, they arrive on the
receiver side. It is the receiver’s challenge to determine the
start of the transmitted symbol.

Traditionally, symbol synchronization in MC is often ad-
dressed using the maximum likelihood estimation (MLE) as
an optimal method; see [76]. Due to the high computational
requirements for implementing MLE, it is often not a viable
option for implementation in experimental MC systems. Out
of this need, low-complexity versions of MLE that rely on the
use of separate signaling molecules for data transmission and
synchronization were proposed in [76]. Additionally, based on
the use of two different signaling molecule types, the solution
in [77] creates an artificial synchronization clock by exploiting
the differences in diffusion coefficients. Due to their higher
diffusion coefficient, the synchronization signaling molecules
arrive at the receiver first and signal the start of a transmission
for the slower data signaling molecules. A blind synchronization
approach, based on MLE, was proposed in [78], where a
predefined sequence of molecules is transmitted beforehand
for MLE calibration.

In most synchronization approaches reported above, one
problem is ignored: The variability of the MC setup. The

system is assumed to be static and well-known. However,
this assumption does not hold for real-world scenarios where
transmitter-receiver distances, background flow, and the behav-
ior of signaling molecules change over time. This variability
triggers the need for synchronization to enable adaptation to the
system’s changing state. These problems, often untackled in the
current literature, are well-suited for ML-based synchronizers
because they can adapt continually to the fast-changing MC
channel.

2) Relevant Environments for Synchronization: The reported
ML-based solutions to synchronization constitute a first step
towards including more complex environments in their setup
and evaluating two different types of dynamic transmission
scenarios. In the reported implementations, two extensions to
the simple static MC channel were evaluated:
Mobile Setup: In many expected MC applications, the commu-
nication participants move around a more or less defined space
and must be able to communicate with each other from different
positions. The synchronization strategy must, therefore, be able
to adapt to a changing number of molecules being received
over time as a result of the varying CIR.
Relay Setup: Depending on the environment, the senders may
need to extend each other’s communication ranges by relaying
messages. In this case, a single receiver will likely detect
molecules sent for transmission by the last relay, together
with the interference from previous relays. Combined with the
possible mobility of communication participants, a synchronizer
must be able to synchronize reliably in dynamically changing
interference scenarios.

Still, these scenarios do not fully describe all expected
application environments of MC. Synchronization strategies
for MC must additionally consider more realistic setups like
multiple transmitters and receivers or multi-path propagation.
Here, again, the synchronization method must be able to adjust
to the resulting dynamic environments, and ML could be highly
beneficial.

3) NN Models for Synchronization: As synchronization in a
dynamic MC setup relies on continuous adaptation to an ever-
changing environment, reinforcement learning (RL), which is
based on interaction with the environment, is especially fitting.
With its ability to estimate complex mathematical models [79],
RL offers the possibility of solving the synchronization problem
in MC with little a priori knowledge.

Synchronization with the help of ML was first approached
in [80]. An RL agent was designed for a simulated mobile
MC setup of an air-based MC testbed [81]. Rewarded on the
correctness of the decoded bit, the agent learned to adjust
the decoding threshold to detect the synchronization sequence
[11001]. While the agent showed potential, the necessity
of knowing the correct bit value during training significantly
impacted the applicability of the approach in a real-world
setting. The synchronizer has also been integrated into a
relayed mobile setup consisting of a transmitter, a relay,
and a receiver, as described in [82]. The new RL agent’s
reward was based on the difference between the counted
number of molecules and the threshold set by the agent.
The synchronizer was reported to achieve a true positive
rate (TPR) of over 80% and a false positive rate (FPR) of
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below 5% for all transmitted synchronization frames. The
results compared particularly well to the filter-based maximum
likelihood estimation (FBMLE) synchronizer [76], which
struggled to cope with the additional interference caused by
the original transmission on the link between the relay and the
receiver. In both RL-based synchronizers, a proximal policy
optimization (PPO) agent was used. Their actor and critic
networks included long short-term memory (LSTM) layers to
enable the consideration of past observations and actions in
the evaluation of the current step.

Synchronization and detection via deep neural networks
(DNNs) is implemented in [83]. Two setups, featuring a one-
dimensional CNN and a gated recurrent unit (GRU) recurrent
neural network (RNN), are evaluated for their synchronization
and decoding performance, using a padded Barker code as a
synchronization frame. The first setup uses one NN for both
synchronization and decoding, and the second uses separate
NNs for the two tasks. In the evaluation, different static signal-
to-noise ratio (SNR) scenarios are considered in an unbounded
free-diffusion channel. Both setups successfully synchronize
the transmissions at SNRs of 45 dB or higher.

While the reported results demonstrate the usability of ML
to synchronize MC systems, they only scratch the surface
of the approach’s advantages. Especially in more complex
environments that might include multi-path and multiple
transmissions simultaneously, significant benefits are expected
from employing an inherently reactive ML-based synchronizer.

4) Illustrative Code Example to Synchronize the Receiver
and Emitter Symbol Time: Following the example in [82],
we implemented an RL-based synchronizer in Matlab and
Simulink.14 For our implementation, we utilized a particle
simulation of the media modulation (MM) testbed introduced
in [84], demonstrating that the reported approach can be trans-
ferred to liquid-based closed-loop MC scenarios. In the testbed,
the traditional transmitter and receiver structure of an MC
testbed is extended by adding an eraser positioned in the loop
after the receiver and also before the transmitter. Switchable
signaling molecules [85] are used for communication in this
setup. The transmitter can turn the molecules "on"; after they
pass the receiver, the eraser turns them "off" again.

Our synchronizer follows the structure displayed in Fig. 7a.
A loop through the environment consists of: (i) Sampling
the current number of molecules (Molecule Sample Loop), (ii)
decoding the current bit value (Threshold Decoder), (iii) having
the RL agent adapt the threshold according to the observed
state and the reward, and (iv) synchronizing the sampling
offset if the synchronization frame was detected (Correlator
and Sample Time Offset Shifter blocks). The presented system
uses a PPO agent [86] with a single LSTM layer in both
the actor and critic networks. We evaluated several different
network and layer sizes and found that the agent performed best
with 128 cells per LSTM layer. Additionally, we performed
hyperparameter tuning for the actor and critic learning rates,
mini-batch size, experience horizon, entropy loss rate, discount
factor, and reward scaling factor, as described in [87]. For the

14We provide the synchronizer code at https://github.com/tkn-tub/NN_
molecular_communications/tree/main/Section_III_B_synchronizer.

(a) RL-based synchronizer [80]. (b) True positive rate, false positive
rate, and symbol time offset met-
rics [82].

Fig. 7: System model of the RL-based synchronizer and its performance.

other parameters, we found that their influence on the agent’s
performance was best left at the default parameter settings.

We produce data for our implementation with a particle
simulator of the testbed. To vary the repeating data slightly
while not distorting the simulated channel behavior too much,
additive white Gaussian noise was added to create an SNR of
30 dB, as described in [43]. The RL-based synchronizer was
then trained with a time series dataset for 245 000 5-bit-frames
in 35 000 episodes.

We evaluate our synchronizer by comparing it to the FBMLE
synchronizer [76]. Both synchronizers ran 100 times 1000 5-
bit-frames taken from the evaluation dataset. To judge the
synchronizer’s accuracy in detecting the transmitted synchro-
nization frame [11001], we evaluate the TPR, the FPR, and
the symbol time offset with regard to the synchronization
frames for both synchronizers. The results in Fig. 7b reveal
that the RL-based synchronizer achieves a higher TPR than the
FBMLE synchronizer. At the same time, it also detects more
synchronization frames wrong, which causes it to have a higher
FPR than the FBMLE approach. Taking both detection rates
together, the RL-based synchronizer performs better. Regarding
the absolute value of the symbol time offset, both synchronizers
accurately detect the symbol’s start.

5) Concluding Remarks: The reported solutions show the
potential of using ML-based approaches for synchronization in
MC. Their ability to adapt to the highly dynamic environments
of MC channels allows smart synchronizers to outperform
other synchronization approaches in real-world settings. While
existing solutions employ only RL approaches and RNN
structures, research integrating different network structures and
attention models is rife with opportunities. As we integrate MC
into the HCS for precision medicine applications, ML-based
approaches offer the next step in synchronizing the workflow
of different parts of the application within the ever-changing
environment of the human body.

C. Detectors

This section examines NN architectures used for information
decoding at the receiver nodes, which is the most studied

https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_B_synchronizer
https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_B_synchronizer
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topic in the literature. A key benefit of NNs is their ability
as universal approximators, enabling adaptable tuning of
decoder parameters in unknown environments. In the form
of Occam’s razor, NN models are conceived to operate by
learning the minimum possible MC parameters of the CIR.
Architectures using feedforward NN, RNN, and CNN, as well
as incorporating attention models, are combined to learn from
past and future samples when decoding the current symbol.
In the following, we provide details on the detection problem
definition, environments, deployed NN architectures, and an
illustrative code example.

1) Problem Definition to Decode Incoming Symbols: Decod-
ing digital transmissions directly refers to a detection problem,
where each transmitted symbol is identified in comparison to a
given alphabet of possible symbols. Introducing our notation,
we represent the transmitted symbols as {xi}, as illustrated in
Fig. 3. These symbols are distorted and contaminated by noise
within the physical channel, yielding {yi}. Decoding aims to
retrieve the original transmission xi from the observed data
yi.15

Similarly to wireless communications, the problem of
decoding is formulated based on a probabilistic description
of the MC channel. MC channels are abstracted with the
conditional probability Pch(yk|x;H), where H refers to the
set of channel parameters. Having a known probability density
function for the transmitted symbols, denoted as PX(x), the
optimal estimation of the emitted symbol follows the maximum
a posteriori (MAP) principle as [10, Eq. (2)]

xk = argmax
x

Pch(yk|x;H)× PX(x), (1)

which requires the a priori knowledge of both the end-to-end
channel model, i.e., Pch(yk|x;H), and the set of parameters
H to decode sequence yk.

Solving Eq. (1) is typically infeasible due to the unknown
distribution of Pch(yk|x;H) and its parameters H . For instance,
time-variant channels, such as those found in drift fluidic
environments of human vessels, make it challenging to conceive
an estimator based on the formulation in (1). Furthermore, the
problem becomes more complex in experimental testbeds, as
the end-to-end channel model also encompasses the particular
geometry of emitter and receiver, which is infeasible to detail
in practice. Tackling these impediments, data-driven methods
using NN models are reported to learn the channel probability
distribution, thereby sidestepping the prior knowledge of the
end-to-end MC channel model as a requisite.

Decoding may also require determining the optimal detection
thresholds (λi) for concentration shift keying (CSK) transmis-
sions, which is a second problem formulation stated in the
literature; see [88, Eq. (26)]. For optimal performance, the λi’s
must be adjusted to the MC channel parameters, such as the
distance between emitter and receiver, and the emission pattern.
Evaluating all these parameters is not a trivial problem, and a
closed-form expression of the optimal λi does not exist, see,
for instance, the formulation in [88, Eq. (13)] for the simplest

15Within this section, we assume that emitter and receiver are already
synchronized.

case of a zero-bit memory receiver. Following the threshold-
based detection mode, this second problem formulation is
stated to find the optimal set of threshold values to maximize
performance, e.g., minimize the BER metric, as follows (see
[88, Eq. (26)])

λi = argmin
λ

BER, (2)

which is also solved through NN models due to the lack of
suitable closed-form expressions.

2) Environments for NN Detectors: NN models as detectors
are trained in MC free diffusion environments, and the
literature introduces multiple instances of these geometries.
The training sequence is constructed in MC channels where the
emitter follows a point transmitter and the receiver a spherical
absorbing geometry as in [89], [90], [91] or a ligand receptor
setup as in [92], [93]. More complex environments follow
multi-hop links as in [94], 5× 5 MIMO channels with ligand
receptors in [93], and a 8 × 1 multiple-input single-output
(MISO) channel as described in [95]. The mobility of the
transmitters and receivers is also modeled in [96], [97], [98],
[99] as a component that shapes the receiver sequence.

The randomness of the MC channels is primarily modeled
using the Poisson distribution, as in [10], [88], [89], [96],
[97], [100], [101], and it is less frequently modeled with the
Gaussian distribution as in [95], [102]. More realistic MC
models also incorporate the degradation of molecules due to
chemical reactions, as evaluated in [90], [96], [97].

Training sequences are also recorded from experimental
testbeds in vessel-like channels where binary emissions are
performed with acid and base signals in water in [10], [11],
[102], [103], [104], [105], and using magnetic nanoparticles in
[106], [107]. Pulses for binary transmissions are also shaped
using E. Coli bacteria as generators, as reported in the in vivo
testbed in [108], [109]. E. Coli bacteria are stimulated with
light to release protons and increase the medium’s pH level.
A pH sensor is used to record the pH level, serving as the
receiver [108]. As another example, binary transmission is
also performed with the release of flagellated bacteria, which
are guided by a magnetic field towards a spherical receiver,
as described in [109]. The receiver, which was previously
filled with luminescent non-motile bacteria, starts to collect
the quorum sensing (QS) molecules released by the arriving
ones and produce light in response. The observed intensity
and the number of collected bacteria are used to decode the
transmitted sequence later.

To summarize, the communication methods outlined above
utilize pulse-based modulation techniques, i.e., on-off keying
(OOK); refer to the Modulation column in appendix, Table II.
The one bits are encoded with the number of released molecules
or bacteria, and the zero bits are encoded by their absence.
Additionally, emissions occur with bit durations in the millisec-
ond (ms) range and the channel noise varies significantly from
a considerable level (SNR = 0dB) to a nearly negligible one
(SNR = 60dB).

3) NN Architectures to Detect Incoming Symbols: Literature
presents various NN network architectures used as detectors,
primarily aimed at dynamically learning the MC channel param-
eters. Examples include feedforward NNs, a general-purpose
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network that takes slight advantage of a priori knowledge, such
as channel memory. CNN architectures are also reported, which
are more robust to channel delays. Moreover, the bidirectional
recurrent neural network (BiRNN) architecture, which is more
advantageous concerning the ISI in MC channels, is also
discussed in the literature. This architecture utilizes past and
future samples to decode the current symbol, aiming to recover
knowledge from the channel’s ISI. Additionally, more recently,
popular attention models (see [110]) have been incorporated
into the architecture to learn dependencies in the received
sequence over more extended periods.

These architectures are reported to perform detection either
on a symbol-by-symbol basis or in a sequence fashion. Symbol-
by-symbol is the simplest one, where the NN is trained with
samples corresponding to a single symbol only, like in [88],
[91], [92], [100], [103], [111]. More robustly, in the sequence
detection mode, the NN is trained with several symbols, where
detection of the current symbol develops from observing past
and future ones, like in [88], [105], [111]. The architectures
that follow these two approaches, as developed in the literature,
are described next, and a detailed summary of their achieved
performance is provided in the appendix, Table II.

a) Symbol-by-symbol detection mode: In the symbol-
by-symbol detection mode, feedforward NNs are employed
to solve the MAP formulation in (1); see [90], [91], [92],
[96], [103], [108], [109], [111], [112] and to find the optimal
decoding threshold, as in Eq. (2); see [88], [100]. RNNs and
CNNs are also reported to solve the MAP formulation as
described in [108] and [95], respectively. Symbol-by-symbol
detectors are also trained more efficiently using distinctive
features from the input sequence. Features are evaluated based
on the concentration difference of received molecules [10],
[90], [96], [103], [108] or by taking the coefficients of a fitted
polynomial curve to the incoming symbol, see [108]. Other
examples extract features from the received sequence using
one [103], [108], [109] and three [106], [107] hidden layers
CNN architectures.

b) Sequence detection mode: The reported NN architec-
tures are more diverse in the sequence detection mode. Reported
methods not only develop feedforward NNs models [88], [100],
but also CNNs [93], RNNs encompassing LSTM cells [93],
[103], and BiRNNs [10]. Following the feedforward NN
architecture, the authors in [88] develop a cascade connection
as threshold decoders aimed at solving the decoding problem
in (2). As depicted in Fig. 8a, decoding the current bit (bk)
accounts for the previous decoded ones (bk−1 and bk−2). In
this way, the NN inherently learns the impact of ISI in the MC
channel.

The long-term dependencies in the input sequence are more
efficiently learned using LSTM cells within RNN architectures,
as described in [10], [103].16 The schematic of these decoders
is depicted in Fig. 8b, where three layers are connected in
cascade, each layer is of length 40 and trained with 120-bit
sequences; see [103, Fig. 1 b)]. Besides, using LSTM networks,
bidirectional architectures can be more effectively deployed to

16The major advantage of LSTM over RNN is avoiding the vanishing
gradient problem, allowing to learn longer data dependencies; see details in
appendix, Fig. 15.

exploit the correlation of past and future samples for decoding;
see [103, Fig. 1 c)]. As past emissions are the source of ISI,
their knowledge can be used to cancel out their impact in the
current detection. Meanwhile, as the current emission leaks into
the next ones, future samples also carry helpful information to
decode the current one. Using the available input information
of past and future samples, the implemented BiRNN model in
[103], [111] reduces the impact of ISI and is also reported to
be more computationally efficient than the Viterbi decoder for
long memory channels.

The above BiRNN architecture is further enhanced by adding
a learning mechanism that merges the forward and backward
pathways, as reported in [105, Fig. 1b]. As depicted in Fig. 8c,
a feedforward NN adjusts the coefficients of the weighted sum
for the merging layer. The model is trained using the Adam
optimization algorithm (see [113]) and reports a lower BER
(one order of magnitude lower) compared to detectors utilizing
feedforward NNs or CNN architectures.

The above architectures can also be integrated into the
sliding window architecture to further improve performance;
see the schematic in Fig. 8d. Three detection units decode
overlapped symbols within a sliding window, aiming to find
larger correlation lags within the input sequence. For instance,
in deciding the bit sequence within the symbol y3 in Fig. 8d,
not only the neighbor samples y2 and y4 are processed (within
the Dectection Unit 2) but also y1 and y5 (within the detection
units 1 and 3, respectively). In this way, the Merge Layer
block in Fig. 8d is fed with a more extensive sequence. As
reported in the literature, the detection units are implemented
using BiRNNs and a Merge Layer block, which calculates the
average of the RNNs outputs; see [10, Eq. (10)].

c) Attention models in the loop: There is an increasing
reference to attention models aiming to enhance the learning
capabilities of NN architectures in MC channels; see recent
examples in [94], [98], [99], [102], [114]. As their main feature,
attention models estimate the relevance of data within the input
sequence, which enhances the decoding phase later; see further
details in the appendix, Section C. Although the previous
architectures, such as BiRNN, inherently include this feature,
they are typically limited to small-range dependencies, while
attention models achieve more extensive ranges within the
input sequence; see [115].

The literature in the MC field reports the implementation
of various architectures based on Transformers (see appendix,
Fig. 17). Seeking to reduce complexity, the encoder component
of the Transformer is implemented with a single self-attention
unit, and the decoder component comprises only the NN unit,
as described in [94], [99, Fig. 2]. Additionally, the authors
in [114] further research the reduction of the Transformer
hyperparameters (such as encoding vector length and input
size) and components, resulting in a more compact architecture
while maintaining standard operation. As an alternative variant,
the encoder component of the Transformer can be replaced with
a three-layer CNN module, which is connected to the input of
the decoder component. Moreover, in search of a more robust
architecture, the sliding window scheme in Fig. 8d is developed
by implementing the Detection Units with a Transformer, as
in [99].



12

𝑦𝑘−1

NN 

bit𝑘−2

NN 

bit𝑘−1

NN 

bit𝑘

𝐶
𝑡

𝑡

⋯

𝑦𝑘−2 𝑦𝑘

(a) Cascade connection of feedforward NNs.

𝑦𝑘+1𝑦𝑘 𝑦𝑘+𝑗

RNN Layer 1 

…

Softmax
layer

Bit sequence

𝑡

⋯

RNN Layer 2 

RNN Layer 3 

𝐶(𝑡)

(b) Cascade connection of RNNs.

Forward 
component

Backward 
component

Merge Layer  



NN

𝑡

⋯

𝐶(𝑡)

BiLSTM Layer 1 

BiLSTM Layer 2 

𝑦𝑘+1𝑦𝑘 𝑦𝑘+𝑗

…

Bit sequence

Softmax
layer

(c) Cascade connection of BiRNNs.

𝐶
𝑡

𝑡

Bi
t s

eq
ue

nc
e

𝑦1 𝑦2 𝑦3 𝑦4 𝑦5 𝑦6 𝑦7 ⋯

Detection Unit 3 

Detection Unit 2 

Detection Unit 1 

⋯

M
er

ge
 L

ay
er

(d) Sliding window detector.

Fig. 8: Feedforward and recurrent NN architectures as sequence decoders. The RNN modules implement LSTM cells; see [10], [103].

4) Illustrative Code Example for Symbol Detection: This
section demonstrates the performance of the sliding BiRNN
architecture using samples from the experimental testbed
illustrated in Fig. 9a. The testbed sets a communication link
over the distance of 1m between the emitter sprayer and the
receiver sensor. Using ethanol molecules as carriers, OOK
emissions are performed with binary pulses of Tb = 4 s
duration each; see further details in [81, Sec. II]. We use
the recorded received pulse as the expected sequence for the
emissions of ones, and we modeled the randomness of the
received sequence with the Poisson channel model; see [38, Eq.
(87)]. Besides, we programmatically added noise molecules of
concentration 10mg/L yielding an SNR of 27.5 dB. At the
receiver, the observed sequence of pulses is sampled using the
synchronization signal, which is assumed to be known.17

Due to channel memory, consecutive emissions result in ISI,
which hinders the use of low-complexity schemes, such as the
threshold decoder. For the decoder, we train the sliding BiRNN
scheme reported in [10], [104] as a sequence detector. With the
measured pulse duration from the experimental testbed (28.6 s
in total), we evaluate the channel memory as L = ⌊ 28.6 s

Tb
⌋ = 7,

which also defines the number of hidden states of the BiRNN
model.18 For training, we use the Adam algorithm [113] with
a learning rate of 10−3, along with 10 epochs of a batch size
of 10, and with the emission of 105 bits.

The training loss decreases in value with increasing epochs
and bit duration, as illustrated in Fig. 9b. Specifically, we
observe stability after the second epoch, and losses decrease as
the bit duration increases. The resulting BER falls within the
range 10−2 to 2 × 10−6, where the higher errors occur in the
lower bit duration range of the plot (Tb < 2 s). Besides, as the
peak of received pulses lasts for around 4 s, the resulting BER

17The dataset for the sequence of pulses is accessible in [116].
18The number of hidden states in the BiRNN corresponds with the amount

of information to be retained; which in this case is not larger than the channel
memory.

dramatically decreases when transmissions are performed with
a bit duration of 5 s or longer, i.e., the impact of ISI becomes
negligible.

5) Concluding Remarks: NN models have proven to suc-
cessfully cope with the challenging nature of MC channels
as detectors, achieving BERs of less than 10−4 in testbed
environments, see a detailed summary in appendix, Table II.
The variety of environments and NN architectures is rich in
the literature: Feedforward, recurrent neural networks, and
attention models have been researched to decode sequences.
These architectures have been tested in diffusion and drift
channels, using molecules and bacteria as information carriers.
However, upon reviewing the literature, little is found regarding
realistic environments for precision medicine applications; the
considered MC channels have mostly simplified geometries,
such as free diffusion or point-to-point links, in testbeds. In
future work, diffusion models can be extended to target cell-
to-cell communications, including extracellular and intracel-
lular channel models. Mobility models can be enhanced to
replicate the complex communication environment in human
vessels, presenting valuable opportunities for further NN-
model research. Besides, the integration of these decoders with
MC channel models, as introduced in the previous section,
and noise suppressors, as in [117] will lead to improved
performance. Although a balance between the complexity
of a larger architecture, resulting from this integration, and
performance should be the focus for further research.

D. Autoencoders

End-to-end learning using autoencoder (AEC) is an innova-
tive approach in MC, which, on the one hand, mitigates the
challenges associated with molecular channel modeling, and
on the other hand, optimizes the entire MC system, including
both the transmitter and receiver. Traditional MC systems
typically divide the transceiver chain into distinct blocks such as
modulation, channel estimation, synchronization, equalization,
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(a) Experimental testbed; adapted from [82]. (b) Training loss.
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Fig. 9: Experimental testbed used for MC and measurements, as developed in [81].
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Fig. 10: AEC architecture for end-to-end learning of MC.

and demodulation. However, greater advantages can be achieved
from a design that integrates the entire communication system
(end-to-end), and AEC serves as the prime architecture to
optimize the entire process.

An AEC consists of two NNs, known as the encoder
and decoder, which are trained together in an unsupervised
fashion. The encoder and decoder replace the transmitter and
receiver parts of the communication system, and the entire
communication pathway is optimized simultaneously in an end-
to-end manner [13, Sec. 1.3.2 pp. 11]. This section summarizes
the reported literature on AEC for MC, defines the end-to-
end learning problem in MC, describes the deployed NN
architectures, and finally, provides an illustrative code example.

1) Problem Definition for Autoencoders: The encoder and
the decoder parts of the AEC are implemented as DNNs,
with trainable parameters; see a representation in Fig. 10. The
problem is defined as finding these trainable parameters so that
the transmitted information from the emitter is restored at the
receiver. Within the MC environment, the encoder generates an
optimal number of emitted molecules (referred to as symbol
generation or constellation design), ensuring that it can be
accurately detected at the receiver side with minimal error,
despite the stochastic nature and variations of the molecular
channel. Therefore, the ultimate goal is to train the AEC in
such a way as to minimize a desired loss function; see the
corresponding block (rightmost) in Fig. 10.

As for the loss function, an AEC adopts the cross-entropy as
an effective metric for the end-to-end learning of systems. This
metric measures the difference between the predicted and the
actual probability distributions of the transmitted information.
For symbol-based transmission, where data is encoded as
individual symbols from a predefined alphabet, categorical

cross-entropy is appropriate [118]. In contrast, binary cross-
entropy is more effective for block-based transmission, which
processes data in the form of larger binary sequences, as
reported in [119].

2) Environments for Autoencoders: Advection-diffusion
channels are the main type of MC channel considered in
the literature for studying AECs, where a trained point-
transmitter encodes information bits into the concentration of
molecules and manages the release of molecules accordingly.
The molecules are detected by a passive receiver, which decodes
the signal and extracts the information using its trained NN,
as reported in [14], [119], [120].

3) NN Models for Autoencoders: The AEC model must
first undergo training before being deployed in a practical MC
system. The literature presents several approaches for training
AECs to facilitate end-to-end learning in MC environments,
including:

a) Model-assumed training: Model-assumed training re-
lies on full knowledge of the CIR in MC. Both transmitter and
receiver are trained jointly using the estimated CIR from the
testbed, which is modeled as a convolutional layer with fixed
and non-trainable parameters placed between the encoder and
the decoder parts of the AEC. An example is given in [14],
where the CIR is obtained from an experimental salinity-based
testbed as reported in [121]. This approach assumes that if
the model from the testbed remains stable during runtime,
with minimal variations, the transmitter will identify effective
strategies for encoding input during training. Then, in the online
phase, when actual transmission occurs in the experimental
system, the receiver can be retrained to adapt to the slightly
changed channel conditions. At the same time, the transmitter
will maintain its previously established strategies. Thus, if the
assumed model in the training phase is sufficiently accurate,
the trained AEC will also work perfectly for transmission over
the experimental channel.

Two CNNs are employed as encoder and decoder. The
encoder consists of three convolutional layers, with 16, 32, and
one filter respectively, each using a kernel size of 3 elements.
Each convolutional layer is followed by batch normalization
and an rectified linear unit (ReLU) activation function. A final
normalization layer ensures a controlled number of transmitted
molecules. The decoder begins with a convolutional layer
featuring 16 filters and a kernel size proportional to the channel
memory, effectively mitigating ISI. This is followed by an
adaptive average pooling layer, a fully connected linear layer,
and another convolutional layer, all of which, except the last
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(a) Experimental testbed for salinity-based
communication on a microfluidic chip.

(b) Training loss for the AEC.
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Fig. 11: Experimental testbed developed in [121] and the results of the trained AEC in [119].

layer, incorporate batch normalization and ReLU activation.
The final layer employs a sigmoid activation function. Having
a differentiable channel model, the AEC is trained using the
backpropagation technique (see appendix, Sections E and F).

b) Training via data-driven channel identification: The
AEC can also be trained on a data-driven molecular channel
representation, as proposed in [119]. The proposed training
procedure involves three steps to (i) model the MC channel
through an RNN, (ii) train the emitter and receiver components
of the AEC, and (iii) fine-tune the trained model. A data-
driven ML method is used in the first step to obtain a
differentiable molecular channel representation. A specific type
of linear regression, a so-called auto-regressive exogenous
(ARX) method, is utilized as a promising alternative to the
channel representation using NNs. This method models the
channel function as an infinite impulse response (IIR) filter
implemented by a trainable RNN, which is differentiable.
In the second step, both the encoder and decoder parts of
the AEC are jointly trained using backpropagation, while
the RNN representing the channel remains fixed. Lastly, the
AEC undergoes fine-tuning to address mismatches between
the approximation of the channel model and the real model.
The decoder parameters are adjusted using transmissions over
the real channel model, while the encoder parameters remain
unchanged.

c) Model-free training: In this mode, the AEC is trained
without relying on any model (analytic or data-driven). To
illustrate the methodology, let’s consider the deep reinforcement
learning (DRL) system with fully connected NNs, as proposed
in [118], where information is transmitted through a stochastic,
unknown channel. During each training iteration, the decoder
is optimized while keeping the encoder parameters fixed,
followed by the optimization of the encoder with the decoder
parameters fixed. This iterative process enhances the overall
system performance. Updating the decoder parameters is
straightforward as it is a supervised task, and does not require
backpropagation through the channel. However, updating the
encoder relies on backpropagation through the channel, which
requires a channel model to be available. To circumvent this
challenge, the authors in [118] employ an RL model, treating
the transmitter as an agent that receives the loss calculated at
the receiver via an ideal separate feedback channel.

d) Transmitter-exclusive training: Transmitter-exclusive
approaches perform the training on the transmitter side only,
This training mode is well-suited for the IoBNT scenario,
where the transmitter is usually easily accessible, as it is
located outside the body, and the receiver is of low complexity
and located inside, as seen in [120], [122]. The proposed
asymmetric autoencoder (AAEC) in [120], [122] employs a
CNN as the encoder for binary symbol transmission with
adjustable transmission concentration levels, along with a
simple threshold detector as the decoder, which is implemented
by a single convolutional layer for training purposes. This
approach seeks to mitigate the impact of residual molecules
from prior transmissions by encoding symbols to counteract
lingering interference, thereby reducing ISI.

Moreover, a DNN-based approach for optimizing the number
of molecules released by each transmitter in a mobile molecular
MIMO system is presented in [123]. While AEC is not
utilized in the proposed structure, this DNN-based method
can be integrated into transmitter-exclusive training for MC.
The optimization is performed based on different transmitter-
receiver distances to minimize the inter-link interference (ILI),
thereby reducing the BER. The DNN is trained with constraints
on the molecule release count, ensuring compliance with
lower and upper bounds. The results demonstrate that the
DNN-based approach outperforms the genetic algorithm (GA)-
based approach as it achieves a lower average BER and a
significantly reduced computation time. Additionally, the DNN-
based optimization achieves a BER comparable to that of an
exhaustive search while significantly reducing computational
time.

Adaptive modulation and coding are other critical tasks
to dynamically adjust transmission parameters in response to
changing channel conditions. Adaptive modulation is essential
for maintaining reliable and efficient communication in MC,
where factors like diffusion and advection highly influence
the channel. In this context, an RL-module has been proposed
to optimize real-time transmission parameters, such as the
modulation order and symbol duration, [124]. A gateway device
connected to the RL model estimates the channel conditions
based on heart rate data by leveraging a digital twin model
of the human circulatory system. This solution improves the
achievable raw bit rate and error performance. Additionally,
to address the restricted capabilities at the nanoscale, this
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architecture alleviates the computational burden on resource-
limited nanodevices by offloading complexity to an external
gateway.

4) Illustrative Example for Autoencoders: Here, we illustrate
the performance of the AEC proposed in [119] for the salinity-
based testbed in [121]. In this testbed, information bits are
encoded as varying salinity levels, which are subsequently
detected through corresponding electrical conductivity levels in
water. Fig. 11a shows the overall setup for the testbed, where
the distance from the release of the impulsive excitation is
set to 3.6 cm. During the channel identification step, we use
real measurements from salinity-based communication in a
microfluidic channel to train an RNN.19

The AEC comprises three convolutional layers, each followed
by a batch normalization and a non-linear ReLU activation
function at the encoder side. The decoder consists of a
convolutional layer that mimics a linear equalizer, aiming to
reduce ISI and noise. Two pooling layers (average and max) and
a linear fully connected layer are included to downsample the
features and match the size of the transmitted bit sequence. The
final layer employs a sigmoid activation function to produce
outputs in the range of zero to one, which is suitable for
soft-input decoding. Training is conducted via simulations
and over 2000 epochs, each with a batch size of 40 and a
transmission sequence of 100 bit; see the evolution in Fig. 11b.
Each emission consists of binary pulses at the levels the
encoder determines, with each pulse lasting 500ms. The Adam
algorithm is used with a learning rate of 0.009 and a learning
rate decay of 0.99 applied every 1000 iterations. As a result,
the obtained BER ranges from 9×10−2 to 9×10−6 when the
SNR is in the interval 0 to 10 dB, which is also rather similar
to the ideal case of full MC channel knowledge; labeled as
AEC Ideal in Fig. 11c.

5) Concluding Remarks: AEC can inherently enhance the
performance of MC by jointly optimizing the transmitter
and receiver operations. Besides, this architecture effectively
addresses the complexities of dynamic and stochastic MC
channels. However, several practical challenges remain unre-
solved. For example, real-world molecular channels are time-
varying, requiring continuous fine-tuning of NN parameters
to adapt to unseen conditions. How to efficiently update the
transmitter parameters during deployment without incurring
high computational or energy costs remains an open question.
Additionally, deploying resource-intensive NNs on small, bio-
compatible, and resource-constrained devices poses significant
technical hurdles.

E. Higher Layers

So far, most of the summarized works in this section
focus on point-to-point communication links. Fewer studies
address higher layers, such as resource allocation (MAC layer)
and localization (application layer). This section provides
an overview of the reported research on integrating NN
architectures into the higher layers of IoBNT networks.

19We provide the autoencoder code at https://github.com/tkn-tub/NN_
molecular_communications/tree/main/Section_III_D_autoencoders

1) Resource Allocation: Resource allocation problems arise
when multiple users attempt to communicate using the same
resource. Such a scenario is examined in free diffusion
channels in [125], which investigates a transmission policy
that minimizes the BER. The scenario considers an arbitrary
number of emitters placed at arbitrary locations in a free-
diffusion channel, and restricted to a maximum number of
released molecules.

The transmission policy is devised by a feedforward NN
with three hidden layers, each containing twice the number
of neurons as there are transmitters, except for the first layer,
which has two additional neurons. The NN is trained using
the distances from the emitters to the receiver as inputs, and
the model outputs the number of molecules released by each
transmitter. As activation functions, the first layer uses the
hyperbolic tangent sigmoid, the “purelin” (linear) in the second
hidden layer, and the ReLU for the third hidden layer. This
architecture achieves a BER on the order of magnitude 10−3

with three to five emitters positioned between 12.5 to 14.5 µm
from the receiver. The network operates on a symbol time
of 100ms, a total of 6 × 104 realeased molecules and a noisy
source modeled with the a Gaussian distribution of variance
1000 units.

2) Localization: Localizing diseases and self-localizing
nanosensors are two of the most expected applications of the
IoBNT networks in precision medicine. Scenarios have been
developed within the dynamic environment of blood vessels
as in [12], [126], [127], [128], [129], [130] and in the less
restrictive case of free diffusion environments as in [131].

Within the blood vessels, reported work assumes that
the blood flow passively drives existing nanosensors within
the vessels. In the HCS environment, the self-localization
capabilities of nanosensors are particularly challenging to
develop due to the absence of a reference system. A reference
system for self-localizing nanosensors within the bloodstream
can be anchored to the concentration level of nanosensors
and their traveling time, as proposed in [126]. This work
assumes that nanosensors contain an internal counter and an
external device capable of resetting the internal counter of the
nanosensor to zero when it travels through the heart. Then, as
the nanosensor’s traveling time increases as it flows through
the blood vessels, the recorded traveling time per nanosensor
can be used to distinguish shorter (central body) from longer
(lower body) paths, thereby self-distinguishing the body region.
Additionally, as the concentration of nanosensors is dependent
on the particular vessel path (see the Markov model formulation
in [127], [132]), it can be used as a second metric for self-
localization. As such, a feed-forward NN can be trained to
distinguish the traveling path of nanosensors based on these
two metrics, i.e., traveling time and concentration level, as
proposed in [12]. The NN is trained on data generated by
the BloodVoyagerS (BVS) simulator, achieving approximately
85% positive predictions.20

Localization is also based on establishing a communication
link among nanonodes, as developed in [129]. This research

20The BVS has been a popular option for data generation for localization;
see [133], [134]. Access to the documented data generated with BVS and its
processing is given in https://github.com/jorge-torresgomez/BVS_data.

https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_D_autoencoders
https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_D_autoencoders
https://github.com/jorge-torresgomez/BVS_data
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assumes transmitter nodes with fixed positions within the
human vessel and a receiver node, which is the intended one to
be localized. Using the Transformer architecture, the prediction
accuracy of the receiver coordinates ranges as 78 to 96%,
depending on the blood speed and the Transformer complexity.

Localization is also reported using graph neural networks
(GNNs) in [130], which relies on the modeling of the HCS as
a graph. This model is theoretically more expressive, leading
to higher accuracies than the feedforward NN approaches. It
also has the advantage of being able to generalize better to
multiple anchors and their locations without having to retrain
the NN [130].

Localization of nanonodes is also achieved in short-range
free diffusion MC links, as developed in [131] for security
applications. In a free-diffusion environment, molecules travel
in all directions, and a communication link can be eavesdropped
on just by passively recording the molecules in the surroundings.
A trained NN can detect the presence of non-intended entities
in the vicinity of the receiver by comparing the number of
received molecules with the position of the eavesdropper node.
The model is developed for a 2D free-diffusion environment
and localizes an entity with an error of less than 4 µm.

3) Data Fusion: The reported literature targets data fusion
techniques in tasks related to detecting potential abnormalities.
Applications include health-condition monitoring, environmen-
tal sensing, and the detection of toxic agents. Commonly
implemented fusion rules are the OR, AND, or MAJORITY
rules; see for instance [12, Sec. IV B]. However, these rules are
complex to apply in practice, as they require evaluating channel-
dependent parameters such as noise and interference levels,
which are typically unknown. Overcoming this impediment,
NNs are trained and deployed to effectively fuse data from
various sensor nodes, utilizing feedforward NNs in [135]
and RNN as developed by the same authors in [136]. These
two architectures are developed in free-diffusion channels,
where the achieved performance corresponds to a detection
probability larger than 0.9 and a false alarm probability of
5 × 10−2. Furthermore, the robustness of data fusion techniques
is investigated in [137], where an RL agent is trained to
optimize the observation window for collecting samples at
the fusion node. The RL agent adjusts the duration of the
time slot to ensure a detection probability within a confidence
interval and minimize noise levels. This work reports the fusion
of binary emissions from 100 nodes in free diffusion channels,
utilizing the OR rule at the fusion node.

F. Concluding Remarks and Outlook
Within the reported literature, the deployment of NNs

follows two main directions: (i) The most popular models
are feedforward NNs, and (ii) deployment focuses primarily on
point-to-point data communication. The comparative summary,
illustrated in Fig. 15, identifies these two main directions, where
we display the NNs per communication layer and MC scenario,
and the size of the bubbles refers to the number of reports in the
literature. This figure also identifies ways to research progress
towards enabling IoBNT networks, highlighting that multipoint-
to-multipoint links require additional solutions, while develop-
ments in the upper layers require more research work. Only
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Fig. 12: Bubble plot for the number of NN architectures per application and
environment as reported in the literature. The amount of reported research is
reflected in the size of the bubbles.

a few works address resource allocation, localization, and
disease detection, which makes this field an area for further
contributions. From this figure, we also identify potential
research opportunities across MC experimental environments;
most of the research focuses on vessel-like channels, while
less attention is given to in-vivo or open-air environments.

Furthermore, when examining the trade-off between per-
formance and complexity for the various NN architectures,
we provide a comparative summary in Fig. 13. This figure
illustrates the performance of the architectures feedforward
NN, RNN, BiRNN, and temporal convolutional neural network
(TCN), those evaluated with the BER versus the transmission
speed (bit time Tb).21 The various bit times correspond to high
and moderate ISI levels, as measured by the interference-to-
total received molecule ratio (ITR) parameter and illustrated in
Fig. 13, see [43]. This figure reveals an expected result: The
BiRNN performs similarly to the other architectures, with fewer
learnable parameters, including the coefficients and biases. As
such, the BiRNN model captures a more accurate interrelation
among samples, yielding improved decoding performance.

21In this evaluation, we developed the NN architectures following the
complexity of the BiRNN, with five LSTM cells in the forward and backward
directions to fairly cope with the channel memory. We implemented the NN
architectures as decoders of pulses recorded with the experimental testbed in
Fig. 9a (OOK emissions), as introduced in Section III-C4, and implemented
a channel memory of 5 samples. We did not implement the autoencoder
architecture since it produces amplitude shift keying (ASK)-like emissions,
which are not feasible within the experimental testbed shown in Fig. 9a. We
also avoid introducing the Transformer models due to the poor performance
we observed in simulations when implemented with the same number of
parameters as the other NN architectures, i.e., around 300 learnable coefficients
and biases. We provide open access code to the comparative analysis of the
NN architectures in https://github.com/tkn-tub/NN_molecular_communications/
tree/main/Section_III_Conclusions

https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_Conclusions
https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_III_Conclusions
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Besides, this figure also displays an inferred approximation
of magnitude orders regarding the NNs’ performance and
complexity. NN architectures with hundreds of learnable
parameters are required in MC channels with low ISI, i.e.,
low-channel memory (two to five samples).

In the following, we identify various research directions
regarding the application of NNs in IoBNT networks.

1) Alternative NN Architectures: Recent literature has con-
sidered mainly feedforward NNs and RNNs for MC; see Fig. 12.
However, other architectures are attracting recent attention
within the general literature on NN: Transformers and physics-
informed architectures. Despite the examples introduced for the
Transformers in Section III-C3, they are agnostically applied
in MC channels. Attention models are reported in language
processing for joint alignment and decoding with application
to translation and text generation. This model processes time
series to capture long-term dependencies. However, in the MC
field, this architecture is still not fully configured to address
the interdependencies in the received sequence produced by
ISI. Transformer-based architectures, when applied to MC
channels, require a thorough revision to fully leverage the
effects of ISI channels in decoding the received sequence; refer
to a comparable assertion in [138].

Furthermore, NNs are still ill-suited to non-linear scenarios
(e.g., turbulent fluids) and require vast amounts of data to
converge, often with poor accuracy. Nevertheless, given that
the underlying equations governing the system are known,
physics-informed NN models arise as a promising approach.
This architecture can include turbulence models by integrating
Reynolds-averaged Navier-Stokes or Fokker-Planck equations
into the learning algorithm; refer to examples in this area in
[139], [140]. A suitable balance of accuracy and computational
complexity can be attained through physics-informed NNs, a
topic for additional investigation.

2) Hyperparameter Tunning: Avoiding the manual selection
of the NN hyperparameters, a group of techniques called
hyperparameter optimization performs the automatic tuning of
these; see [141]. Yet, when applying NNs to MC problems,
there are no reported methods for optimizing hyperparameters
such as the number of nodes, hidden layers, or the learning rate.
Reported methods in the literature just selected these without
further discussion; the impact of such hyperparameters and
their optimization (see appendix, Section G) remains an open
topic.

3) Channel Access in MC-based IoBNT Networks: Channel
access strategies face the problem of the unknown number of
nodes in the link, which is the case in nanonetwork formation
in MC scenarios. Coordination of the nodes is pivotal to
treating potential diseases effectively. Nanosensors are expected
to combine their actions to simultaneously release the right
amount of drugs at potential targets, such as cancer cells [142].
Protocols have been designed to develop these applications,
as seen in [143]; however, the dynamics of MC channels in
fluidic environments hinder their straightforward deployment.
NN-based strategies developed in computer networks for node
clustering, such as those in [144], can be repurposed in MC
environments for nanosensors cluster formation as well.

4) Leveraging Cognitive Radio Concepts: Cognitive radio
is a thoroughly explored subject in wireless environments,
primarily focusing on creating intelligent communication
systems that adjust their transmission methods, see [145]
for details. This paradigm seamlessly integrates into MC
environments; research introduced in Section III already leans
toward this integration but is far from being complete. Further
work on cross-layer designs and cooperative communication
strategies is needed, to mention two fields where MC-schemes
would benefit. Furthermore, from a system-level perspective, a
cognitive unit can adapt its sensing and transmission strategies
for goal-oriented applications, such as remotely mimicking a
bioprocess. For example, in the development of digital twins
at the cellular scale (see some developments in [146]), the
interior of living cells and the interactions among them need to
be reproduced, a challenge that inevitably demands a cognitive
engine to integrate all levels of MC schemes.

IV. ENABLING BIOCOMPUTING IN IOBNT NETWORKS

One particular challenge in nanoscale computing is the devel-
opment of biocompatible nanoprocessing nodes.22 Nanonodes
are projected to perform the needed computation and host
smart processing modules with biocompatible premises, as
needed in IoBNT networks; see [27]. Bio-inspired micro/nano
computer design is a relatively young research field; therefore,
the literature reflects varying readiness levels of individual
concepts, which we summarize in this section. Developments
in this area lay the foundation to support the intelligent
capabilities of the nanocomponents of the IoBNT networks.
This section summarizes the most recent trends in technological
development and identifies one of the most promising research
areas for further advancements.

A. Trends in Biocomputing

Researchers have explored various approaches to enhance the
intelligence of nanodevices and improve their computational
capabilities, adhering to biocompatible premises. Adders,
multipliers, and non-linear functions are the fundamental
building blocks for developing NN components; see appendix,
Fig. 15. Conceiving these arithmetic operations at the nanoscale
will enable the integration of the aforementioned NN-based
transmission and reception architectures within the operational
nanodevices.

Already published solutions are developed along three
main directions: (i) Extend the biological role of DNA-based
chemical reactions within the cell for computing; see the
evolution in [56, Fig. 2a] and [55, Fig. 1], (ii) develop
chemical reaction networks (CRN) as in [149], and (iii) build
microfluidic chips for computing as in [150]. Towards the
development of NN models, a major trend in the literature
is the use of engineered gene regulatory networks (GRNs)
(see Section IV-C1) due to their programmability for complex
calculations; see [55, Sec. 4.3]. Primarily developed within
the communication-engineering community, a second trend

22Although this is a hardware-like requisite, much focus is also on new
theoretical developments of computability, see [147], [148].
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Fig. 13: Graph representation and performance of various NNs architectures with a similar number of learnable parameters (coefficients and biases). The “C”
denotes the number of input channels per layer.

involves integrating chemical reactions within microfluidic
chips, see Section IV-B2. Following these research streams,
we trace the early developments of digital logic and digital
signal processing (DSP) operations for NNs in the following
sections.

B. Biocomputing in the Digital Domain

Logic gates and registers are the constituent elements to
perform arithmetic operations in the digital domain; see [151,
Sec. 5.2.1]. The adders and multiplier blocks needed to
implement NNs can be digitally implemented as a combination
of AND, OR, and XOR gates. Following this thought, we describe
the early developments of logic and DSP operations in the
digital domain in the following sections.

1) Logic gates and NNs with CRNs: The first description of
CRNs realizing neuron components of NNs dates to the work
in [152], where a neuron was prototyped through an enzyme
reaction system.23 Subsequent work develops neurons through
the connection of logic gates, where a 2-neuron feedforward
NN is realized in [149] to perform as a classifier of black
and white images. The linear neuron operation, as shown in
appendix, Fig. 15, results from mixing encoded bit-1s and
bit-0s, analogous to acid and base compounds. The non-linear
component of the neuron is realized by thresholding with the
pH indicator. The classifier identifies 8× 8 resolution images
of handwritten digits with an accuracy larger than 95%.24

2) Digital signal processing in microfluidic chips: The
literature also reports models for DSP operations in microfluidic
channels, which can be also used for implementing NNs, see

23CRN is an abstraction of the dynamics of a system of chemical reactions
given by a finite set of differential equations; see [55, Sec. 3.1].

24The handwritten images are taken from the modified national institue of
standards and technology (MNIST) database [153].

this trend within the fifth level in [154]. A finite impulse
response (FIR) filter is modeled in [155, Sec. V] to implement
lowpass, stopband, and bandpass filtering of molecule concen-
tration levels. The impulse response (in the time domain) and
transfer function (in the frequency domain) are derived for
combining microfluidic straight channels of arbitrary length,
turns, bifurcations, and junctions, and in drifted fluids where
convection dominates diffusion. The filter coefficients are
constructed by equating the transfer function of the microfluidic
channel to a desired FIR impulse response equation. Then,
the filter coefficients are determined using the least-squares
formulation, see [155].25 In this way, a multitap microfluidic
circuit performs equivalent to a FIR filter having non-negative
coefficients; see [155, Fig. 6].

The FIR design of the microfluidic circuit can also be
extended to implement the neurons of an NN architecture.
The linear components of a neuron can be evaluated with
an FIR structure considering its coefficients as the learnable
parameters (see appendix, Fig. 15).26 The non-linear component
of the neuron, i.e., the activation function, can be implemented
through chemical reactions integrated to the microfluidic
channel. Examples are given in [157], [158], where a CRN
is attached to the output gate of a microfluidic channel, and
similarly in [159] with a bacterial colony.

Notably, DSP operations can also be implemented using
graphene biofield-effect transistors integrated with microfluidic
channels. These transistors are functionalized to detect DNA
strands flowing in liquid channels (see [160], [161]), thereby
providing an interface between the molecular and electrical

25The microfluidic channel parameters can also be equated to an equivalent
FIR block using numerical results from fluid simulators, see [156].

26Although the coefficients of the microfluidic FIR filter are non-negative,
the linear component of the neuron can be implemented after scaling the input
and the coefficients.
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domains. Once within the electric domain, additional transistors
can be integrated to develop the DSP components of NNs such
as adders, multipliers, and non-linear functions.

C. Biocomputing in the Analog Domain

Unlike the in silico technologies, where NNs are deployed
digitally, the integration of NNs with chemical-based tech-
nologies is developed more effectively in the analog domain.
This is primarily due to the difficulties of chemically wiring
arithmetic blocks and the possibilities of engineering the already
in place analog arithmetic blocks within cells. The following
sections summarize several reported NN implementations,
which are based on biological in-vivo systems, compartment-
based models, and chemical reactions.

1) Wet Neuromorphic Computing: Computing can be re-
alized in the analog domain using the already in place
neuromorphic capabilities of biological systems [162]. For
instance, within the cell, memory and computation are inher-
ently integrated within the GRN (which refers to neuromorphic
computing). Unlike traditional von Neumann computers, where
memory and computation run separately, the integrated ca-
pabilities within the cells result in a computational platform
with lower energy consumption. The concept also extends
to offloading computation into tissues and entire organisms.
The most vivid examples are the brain organoids, where NN
modules are developed in a culture of neuron cells as in [163],
[164].

Within the cell, arithmetic can be realized in the analog
domain by engineering DNA circuits, as summarized in [55],
[165], [166]. Additionally, arithmetic can be achieved through
the assembly of different DNA tiles, as described in [167,
Sec. 4.3] and [168]. Examples include adders, multipliers,
subtractors, power-laws, and dividers realized by combining
DNA circuits, as illustrated in the early work in [169]. To a
greater extent in the literature, feedforward NNs are the focus
within the natural interaction among the network of genes that
naturally resides within the cell. For instance, NNs are identified
with genes as the computing units, transcription factors as the
stimulus, and the degree of influence of transcription factors
in the genes as the weights, see [170], [171] and the early
work in [172]. Using these analogies between DNA-chemical
components and NN functions, the potential of operating
NN structures already within the gene regulatory circuits is
extensive; as a result of mining the connection in the gene
regulatory network more than a hundred single-layer NNs have
been identified [166, Fig. 3].

The first work demonstrating the potential of DNA-based
engineering relied on the DNA strand-displacement technique,
as developed in [173].27 In this technique, neurons are realized
through the reaction of input strands and toeholds (DNA
segment) with three gates. The multiplier gates output a total
number of DNA strands in proportion to the weight, i.e., the
operation ωi × xi, where ωi is the weight and xi is the input.
The integration gate is chemically related to the output strands
from the multiplier gates in a way that a reaction product

27DNA strand displacement regulates the gene expression and is capable of
creating universal computation [174].

reflects a strand as the sum of the inputs, i.e.,
∑

ωi × xi.
Finally, thresholding is realized through a chemical reaction at
the last gate.

Instances of concrete developments synthesize NNs in the
logarithmic domain for a more natural replication within gene
regulatory systems. In the logarithmic domain, coefficient
multiplication is transformed to exponentiation, and summation
to multiplication, both operations implemented using two gene
circuits, as illustrated in [175, Fig. 1a)]. These gene circuits
are later connected to a third one to implement the non-linear
function of the neuron, as illustrated in [175, Fig. 1j)]. Other
examples for gene circuits develop single-layer NNs as: 2
inputs and 2 neurons in [175], 3 inputs and 3 neurons in [176],
[177], [178], 2 layers with 2 inputs in [179], and a more
complex CNN architecture in [180]. Testing their powerful
computational capabilities, these DNA-based NNs are reported
for imaging messenger ribonucleic acid (RNA) molecules and
for regulating cell behavior such as cell-to-cell communication
and adhesion; see [57, Sec. 4].

On a larger scale, other examples include combining multiple
engineered cells as in [181] and the striking performance of
brain organoids cultured cells [182]. A single-layer NN is
conceived through cell-to-cell communications in a diffusive
medium. The weights of the NN are set by the diffusive
properties of the information molecules in the medium. The
required non-linearity is realized by the gene expression inside
the E. Coli cell. A different approach is developed in [183],
where multiple bacteria serve as senders, and they release a
number of molecules in proportion to the magnitude of the
learnable coefficients of the NN. Another bacterium serves as
a receiver and implements the nonlinear function. Altogether,
the sender and receiver bacteria perform as a single-layer NN.
The concept’s applicability to ML-tasks was demonstrated in
[183], where a classification task was solved using the proposed
approach.

Brain organoids, which develop in cultures of human stem
cells, are known to perform complex tasks in real-time. For
instance, the work in [164] illustrates the training of living
neuron cells to play the game Pong, and the work in [163]
illustrates the prediction capacity of spatio-temporal data from
hundreds of thousands of neural cells. The learning capability of
these networks relies on the neuroplasticity of the neuron cells.
The experimental work illustrates the response of surrounding
cells to an input stimulus, accompanied by the development of
new connections. This technology offers two key advantages
related to scalability: Reduced energy consumption (the human
brain uses approximately 20W) and faster training (it takes
about 4 epochs to match the performance of LSTM cells, which
require 50 epochs).

2) Analog computation with CRNs: DNA regulatory circuits
are also in the domain of CRN, as they provide the substrate
for the reaction pathways.28 However, other chemical solu-
tions implement the computation without engineering DNA
molecules. These solutions look to overcome limitations such
as temperature sensitivity, long computation times, and a
large number of chemical components, as stated in [184]. For

28Substrates refer to reactant compounds in a chemical reaction.
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instance, the metabolic circuits of cells are engineered in [185]
to implement 2 and 4 input NNs of a single layer. This work
realized positive weights with the concentration level in a
cell-free framework, and negative weights were identified with
attenuating reactions. However, due to the large number of
required reactions, these techniques are often combined with
DNA-computing [186], [187], [188] for ease of implementation.
Notably, CRN was used to implement a chemical NN that even
allows backpropagation [189] and, thus, online in-situ NN
training.

3) Compartment-based models: Nanoscale computing units
can also be developed based on the propagation of molecules
between various connected compartments and chemical reac-
tions within these compartments, as in [190]. Matrix weights
can be mapped to a nanoscale computing unit by adjusting
the compartment volume [190]. While the work in [190]
especially focuses on a mathematical theory of a compartment-
based reaction-diffusion computer, a proof of concept has been
provided in [191]. This work presents three chemical processes
for implementing a matrix multiplication in a nanoscale
computing unit: phase transition, precipitation, and acid-to-base
reaction. Experimentally obtained measurements in a lab-scale
implementation demonstrate a “reasonable accuracy” for all
three proposed chemical reactions, providing a path towards
a realization at the microscale level in future work. Further
theoretical work in [192] extends the concept to molecular
nano NNs and outlines practical applications. For instance,
compartments are connected to realize a molecular nano NN,
which mimics an artificial NN [192]. This work also validates
the proposed molecular nano NN by applying classification
and regression tasks.

4) Reservoir computing in MC channels: In pursuit of more
powerful NN architectures, reservoir computing has also been
reported in the MC domain to realize RNN models [193].
Reservoir computing utilizes a static RNN structure, placing
the network’s intelligent component in the output layer in-
stead [194]. The solution in [193] implements the reservoir
using the MC geometry: Point transmitter-free diffusion MC
channel-ligand spherical receptor. This end-to-end MC channel
implements the state update equation of the RNN architecture;
see [193, Eq. (1)]. The output layer is designed as a vector
comprising samples of the number of bound molecules at the
receptor, collected over a time window; see [193, Eq. (9)]. The
training of this model involves adjusting the vector component
as weights in the output layer, and it is implemented in a silicon
interface. The research in [193] also discusses the impact of
MC channel parameters on network performance, illustrating
ranges of preferred values for distances, diffusion coefficients,
and binding coefficients; see [193, Fig. 4].

D. Resource Demand and Feasibility of Bio-AI Unit Implemen-
tation

The required arithmetic operations for NN operation, such
as adders, multipliers, and non-linear functions, are highly
resource-demanding to be implemented by logic units within
cells or microfluidic devices. For instance, an eight-bit adder
would require 16 AND, 8 OR and 8 XOR two-input gates;

see [151, Sec. 5.2.1]. The NN-based decoder architectures
require around 300 learnable parameters, see Fig. 13, thereby
nearly the same number of adders, yielding a total of
300 × (16 + 8 + 8) = 9600 logic gates to be implemented.
Implementing a gate per cell or microfluidic circuit yields a
circuit physical dimension on the millimeter scale, preventing
low-dimensional developments on the micrometer or nanometer
scale.29 Furthermore, hundreds of learnable parameters also
lead to a high number of connections, which imposes a more
significant challenge regarding the chemical wiring of the
corresponding logic units.

By contrast, gene regulatory networks within the cell allow
a larger space density of calculations. Following the entries
in [166, Fig. 3] related to feedforward NN implementation,
we can find networks of 26 learnable parameters maximum.30

Therefore, 14 connected cells can reach the complexity reported
for decoders, i.e., approximately 300 in Fig. 13, and still fit
within the micrometer range. Furthermore, reported examples
of brain organoids [182] and reservoir computing [193] are
also candidate technologies for developing NN architectures
at the micrometer scale. Reported research illustrates designs
in the range of 10 to 100 µm, although not limited to further
scaling down their dimension. These advancements demonstrate
the practicality of NN architectures for IoBNT applications;
however, a design for NN module interfaces (both bio and
electric) is still not available.

E. Concluding Remarks and Future Outlook

In summary, there are numerous approaches for implement-
ing NNs in a biological and/or chemical manner. Current
challenges can be summarized as follows: The scalability
of NNs is limited in all concepts due to geometrical [191],
chemical [189], or biological [175] constraints. While numerous
concepts have been shown to work in practice, a unified
framework for the design and standardization of molecular NNs
is currently missing. The development of such a unified scheme
is anticipated as current research in the field is increasingly
progressing.

Besides, we identify the following research directions related
to the implementation of NNs in the biological domain:

1) MC Networks as ML Platforms: Inspired by paradigms in
WiFi and ML joint development [197], MC networks can also
constitute a running platform for ML development (see [13,
Chap. 12]). Various examples exist in wireless networks where
intelligence is distributed among nodes. Such ideas can be
extended to MC networks for deploying large NN architectures
challenging to fit on a single node.

2) Deployment at the Nanoscale Level: The current in-
tegration of MC and ML relies on macro-scale external
computers hosting the NN deployment; see the examples

29We assume the dimension of a cell is in the range of 1 to 2 µm as for E.
coli [195] and for microfluidic circuits in the range of 1 to 10 µm [196].

30We perform this calculation assuming the number of hidden nodes follows
the number of inputs. For instance, a network of 4 inputs and 3 outputs
comprises 4 nodes in the hidden layer. As the total number of weights
corresponds to the total number of connections among nodes, and the biases
the total number of nodes, the calculation yields 4× 2+ 4× 3+ 3× 2 = 26
learnable parameters.
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in Section III. Examples of calculations at the micro-scale
are already accessible, as introduced in Section IV; yet, little
research has been published on integrating such solutions with
NNs. An approach to develop NNs in the digital domain can be
attained by the digital representation of the molecular signals
and the arithmetic operations performed at the bit level, as
standard electronic circuits work. In this way, a digital-like
biocomputer can be implemented by integrating a molecular
analog-to-digital converter; see developments in [198], [199],
[200], [201] for digital adders and multipliers, as well as
examples in [167]. This integration would require developing a
bio-framework to interface the components. On the other hand,
this development would require low-precision logic within the
circuit due to the limited capacities at the nanoscale level,
i.e., adders and multipliers with a low-bit representation of
less than a byte. This restriction leads us to another challenge:
The impact of quantization errors also increases. The impact
of these errors needs to be investigated, and mechanisms to
mitigate them must also be implemented; see, for instance, the
delta-sigma modulation in [202, Sec. 12.3] as used to decode
single-bit encoded transmissions.

V. EARLY WORK ON EXPLAINABLE NEURAL NETWORKS

Over the past few decades, MC has evolved from theoretical
concepts to practical implementations, leveraging advances
in nanotechnology and bioengineering. Concurrently, the inte-
gration of AI has transformed molecular communication by
enhancing the efficiency and robustness of signal processing,
encoding, transmission, and decoding processes, as discussed in
[53]. Despite these advancements, the complexity and opacity
of AI models present a significant barrier to their full realization
in MC systems. The solutions reported in this section tackle
these challenges, introducing methods to make the application
of NNs transparent. This section outlines the motivation behind
this research direction, followed by a brief description of the
fundamental tools, a summary of the reported research, and
an illustrative code example.

A. Motivation
The application of NNs in MC has traditionally focused

on optimizing various aspects of the communication process,
see examples in Section III. However, the "black-box" nature
of these models often leads to a lack of transparency and
interpretability, which is problematic in critical applications
where understanding the decision-making process is crucial.
This is where explainable artificial intelligence (XAI) comes
into play, offering a suite of techniques designed to elucidate the
inner workings of AI models, making them more transparent
and comprehensible.

The motivation behind XAI research in MC is twofold.
Firstly, there is a pressing need to bridge the gap between the
sophisticated NN algorithms used in MC and the requirement
for transparency and explainability. XAI can help identify
and mitigate biases and errors within NN models, leading to
more accurate and reliable communication. Moreover, XAI can
facilitate interdisciplinary collaboration by making NN models
more accessible to researchers and practitioners from various
fields, including biology, chemistry, and engineering.

B. Explainable and Interpretable Molecular Communication

The interpretability of a model is a combination of factors
related to its complexity and transparency. Models with fewer
parameters and near-linearity become more interpretable, albeit
with limited performance. Performance and explainability are
counteracting; balancing these two aspects poses significant
challenges for designing high-performance methods for sensi-
tive use cases. Within the scope of this challenge, several critical
metrics help in evaluating the effectiveness of explanations.

1) Explainability Metrics: The following metrics evaluate
to what degree NN-driven predictions can be trusted and under-
stood within the intricate dynamics of nanoscale interactions
[203]:

a) Fidelity: Fidelity quantifies how accurately an explana-
tion with a surrogate model reflects the behavior of the original
model. A surrogate model serves to explain the predictions
of the primary model, and fidelity measures the alignment
between the two. A high-fidelity explanation implies that the
surrogate model accurately captures the core decision-making
processes of the original model. This is particularly crucial in
MC, where understanding the molecular mechanisms that drive
predictions can shed light on the interactions at the nanoscale.

b) Sparsity: Sparsity reflects the simplicity of an expla-
nation by quantifying the number of features involved. Higher
sparsity corresponds to fewer features being included, leading
to more concise and interpretable explanations. In the realm of
MC, where interactions at the nanoscale are inherently complex
and multifaceted, sparse explanations are particularly valuable
to identify the most relevant physical processes that influence
predictions.

c) Stability: Stability measures the consistency of an
explanation when the input is subject to small perturbations. In
MC, where environmental factors and molecular interactions are
dynamic, stable explanations ensure that the insights provided
by the NN model are reliable and robust across different
scenarios.

d) Causality: Causality assesses whether the features
identified in the explanation are genuinely responsible for
the model’s output. In the context of MC, this involves
identifying whether specific signaling molecules or interactions
directly influence the predicted cellular responses. This metric
is particularly valuable for validating experimental designs
and ensuring the reliability of insights in complex molecular
networks.

e) Comprehensibility: Comprehensibility reflects how
easily a human can interpret the explanation. Although difficult
to quantify directly, it can be associated with the simplicity of
the explanation. For example, a shorter rule-based explanation
with fewer conditions is generally easier to understand than a
complex one.

2) Explainability Techniques: Benefiting from these men-
tioned metrics, there are several key techniques for providing
explanations in NN models, as summarized below:

a) Feature Attribution Methods: These methods assign an
importance score to each feature. The most common techniques
include local interpretable model-agnostic explanation (LIME),
shapley additive explanation (SHAP), layer-wise relevance
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propagation (LRP), and deep learning important features
(DeepLIFT).

LIME works by perturbing the input data and observing the
changes in prediction to create a local, interpretable model. A
weighted linear model is then trained with the perturbed data,
aiming to approximate the original model; see details in [204].

SHAP values are derived from cooperative game theory,
providing a unique solution that allocates payoffs to players in
the fairest manner (features). The SHAP value for a given
feature is evaluated as in [205, Eq. (4)]. This evaluation
considers all possible combinations of input features, computing
the marginal contribution of each feature to the model’s
prediction. In essence, SHAP estimates how much a particular
feature, when added to different subsets of features, changes
the prediction, and then averages these effects to yield a global
contribution score. This mechanism allows for a consistent and
locally accurate explanation of feature influence. We develop
an illustrative example for this method in Section V-D.

LRP is a method designed to attribute an NN’s prediction
back to its input features [206]. This is achieved by backpropa-
gating the relevance from the output layer through the network
to the input features, where the relevance is determined by
distributing the contributions proportionally to the weighted
connections between neurons. In the context of MC, LRP helps
identify which nanoscale signals or features play the most
critical roles in the prediction, enabling better interpretability
of complex NN models.

DeepLIFT extends LRP by comparing the actual input to
a reference input or baseline, quantifying the difference in
model outputs; see further details in [207]. By explicitly
accounting for deviations from a baseline, DeepLIFT is
particularly useful in scenarios where the relative importance
of nanoscale molecular changes can provide crucial insights
into the system’s dynamics. For instance, in MC systems
where slight variations in vesicle concentration, timing, or
signal shape may signify different biological states or disease
progressions, DeepLIFT can highlight which input perturbations
most significantly influence the model’s prediction. This enables
researchers to trace back model decisions to specific molecular
behaviors—such as an unexpected peak in molecule release rate
or a delay in arrival time—thereby improving interpretability
and fostering trust in AI-driven diagnostics or monitoring
systems. Unlike gradient-based methods that may suffer from
vanishing signals, DeepLIFT preserves contribution scores
even in saturated or nonlinear regions, which are common
in biochemical signaling cascades.

b) Saliency Maps: Saliency maps, commonly used in
computer vision, highlight regions of an input image that are
most important for a model’s prediction [208]. However, this
can be helpful in MC as they visually highlight the most
influential features in the NN model’s decision-making process.
This technique generates visual representations that show which
areas of input data contribute most to the model’s output,
allowing researchers to quickly identify key molecular factors
or patterns driving the communication process.

c) Counterfactual Explanations: These provide insights
by answering "what-if" questions [209]. For a given input, a
counterfactual explanation identifies the smallest input change

such that the model output changes to a target value. Where
molecular interactions dictate system responses, counterfactual
explanations can help researchers understand the causal relation-
ships between molecular signals and communication outcomes.
For instance, counterfactual explanations can reveal how these
changes would affect the model’s prediction of system behavior
by modifying the concentration of a particular molecule or
altering a specific signaling pathway. This technique enhances
the interpretability of AI models by providing actionable
insights into the conditions under which MC might behave
differently, helping researchers better understand and control
nanoscale interactions.

d) Manual Permutation Importance: The manual permu-
tation importance (MPI) method is a model-agnostic technique
used to quantify the contribution of individual features to a
machine learning model’s predictive accuracy. It measures
feature importance by randomly shuffling the values of a
specific feature and observing the resulting increase in model
error, effectively disrupting its relationship with the target
variable. This approach was first introduced in the context
of Random Forests [210], where it was utilized to evaluate
the significance of variables by assessing the impact of their
permutation on prediction accuracy. For MC, where factors like
vesicle diffusion, receptor binding, and molecular degradation
introduce stochastic variability, explainability methods like
MPI ensure that AI-driven models remain not only accurate
but also biologically meaningful. By identifying which features
most significantly affect model performance, MPI aids in
understanding the underlying biological processes and enhances
the interpretability of complex MC models. We develop an
illustrative example for this method in Section V-D.

C. Reported Research

In recent advancements within MC, traditional methods often
struggle with evaluating complex end-to-end channel models
and minimizing the BER. Although these NN models are a
promising alternative to conventional detection methods, a
critical limitation is their inherent lack of transparency. As
summarized below, research studies have begun to address these
limitations, with a primary focus on feature attribution methods
for improving interpretability. These examples motivate further
research.

XAI methods have been applied to elucidate the inner
workings of NN-based symbol detectors for a 2×2 MIMO MC
channel in [211]. To interpret the NN’s behavior, the authors
employed XAI techniques such as LIME, partial dependence
plot (PDP), and the individual conditional expectation (ICE)
method. Their application revealed that the trained NN effec-
tively operates as a threshold detector in the low ISI regime.
This association of the NN with a threshold detector or a slope
detector is the interpretation of the model, which also allows
for providing proof of the correctness of the NN-based detector.

In a similar direction, researchers generated synthetic data
based on MC channel models and real testbed measurements
to train an NN for binary symbol detection in [212]. The key
objective was to demystify the "black box" nature of NNs and
provide assurance of their correctness in symbol detection tasks.
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To achieve this, they employed XAI techniques, such as LIME
and ICE plots. The analysis revealed that the trained NN’s
decision-making process closely mirrored that of standard peak
and slope detectors in low and high ISI regimes, respectively.
The NN behaved similarly to traditional methods used in MC
for symbol detection based on signal features such as amplitude
peaks and signal slopes.

Another notable development in MC involves the integration
of the IoBNT, which aims to create a network connecting
both artificial and biological units to the internet. In this
context, a common scenario features an external transmitter
with substantial computational resources and an internal
receiver with limited computational capabilities. To address
the computational asymmetry between the transmitter and
the receiver, the authors in [122] introduced an innovative
AAEC architecture for end-to-end learning in MC systems.
The researchers explored the explainability of the NN-based
transmitter with a surrogate model. They demonstrated that
the NN-based transmitter could be approximated by a zero-
forcing precoder for low and moderate ISI. This allows us
to anticipate the NN’s performance with the well-known
formulation of linear precoders. Additionally, the research
addresses concerns about the transparency and trustworthiness
of NN-based systems, which often function as a "black box".
By investigating the explainability of the AAEC through
XAI methods, the study contributes to building trust in AI-
driven communication systems—a vital factor for sensitive
applications envisioned in the IoBNT.

By integrating SHAP into MC detector design, the authors in
[213] identified crucial feature points in the received molecular
signal. SHAP-driven analysis highlights the most informative
segments of molecular signal waveforms, providing a system-
atic explanation of how different NN models arrive at detection
decisions. Previous work in MC has demonstrated the potential
of combining model-based methods with ML to compensate
for unknown channel parameters; however, the inherent opacity
of deep neural networks remains a persistent barrier to practical
deployment. By applying SHAP, this approach maintains the
adaptability and high accuracy of data-driven detectors while
enhancing explainability, ultimately facilitating safer and more
reliable MC applications in areas such as targeted drug delivery
and in vivo biochemical monitoring.

D. Illustrative Code Example and Results
As a code example, we take the model already developed

in Section III-A4, which deploys a 2 node-NN as a distance
estimator between immune and cancer cells. The model first
extracts two features from the number of vesicles in immune
cells; these two features are the amplitude and the time
coordinate (peak time) of the minimum of the slope of this
sequence; see Fig. 6 a) and b). The NN inputs are these two
features, and the output is the predicted distance, as illustrated
in Fig. 6 c). Following the work in [214], we implemented the
MPI method to evaluate the significance of each feature for
the NN’s output, and also included the SHAP value for further
illustration.

The results depicted in Fig. 14 underline the importance
of the peak position. Feature 2 (peak time) demonstrates a

(a) Permutation importance.
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(b) Shapley summary.

Fig. 14: Feature importance analysis using manual permutation importance.

significantly higher performance loss increase compared to Fea-
ture 1 (peak amplitude) in both methods, suggesting a stronger
correlation between the peak time and the distance. Thereby,
the peak time likely encodes key characteristics of vesicle-
mediated communication. In addition to permutation-based
analysis, SHAP values provide a more nuanced view of feature
contributions across individual predictions. As illustrated in
Fig. 14 b), the x-axis denotes the SHAP values, reflecting how
much each feature influences the predicted distance, while the
color gradient indicates the actual feature value (ranging from
low in blue to high in yellow). Notably, the peak time spans a
wider SHAP value distribution, showing it has both a stronger
and more diverse influence on predictions compared to peak
amplitude, whose SHAP values are centered tightly around
zero. The consistently increasing SHAP values for higher
peak time values imply a monotonic positive relationship with
distance, confirming its dominant and biologically plausible
role in vesicle timing as an informative signal of cell-to-
cell proximity.31 This consistency highlights its resilience and
importance in predictions.

The results in Fig. 14 are in direct correspondence with the
expected properties of the CIR in free diffusion channels. There
exists a direct correlation between the travel time (here encoded
within peak time) and the square of the distance, expressed
as tpeak ∝ d2

D , as referred to in [215, below Eq. (2.8)]. The
NN architecture effectively filters the input associated with the
peak and assesses the direct relationship between peak time
and distance.

E. Concluding Remarks and Outlook

The transparent operation of technical products is crucial in
sensitive applications such as healthcare, where understanding
the inner workings of deployed NNs may determine their
adoption within the IoBNT framework. Currently, this aspect
of NNs in IoBNT is explored less than their functional
applications, see Fig. 12. Research in this area is still in
its early stages and primarily focuses on the PHY layer.
Preliminary research interprets the operation of NNs in terms of
classical methods, including threshold detectors, slope detectors,
and zero-forcing precoders. This literature reports explainable
methods in specific ISI regimes, although an interpretation of
the switching of the same NN model between low and high
ISI regimes is still missing; this is a topic for further research.

More work is needed in this field due to the relevance
of explainability methods for healthcare applications and the
small number of contributions. Explainability in the context

31We provide this code at https://github.com/tkn-tub/NN_molecular_
communications/tree/main/Section_V_XAI.

https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_V_XAI
https://github.com/tkn-tub/NN_molecular_communications/tree/main/Section_V_XAI
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of MC networks is still nascent, and more research is needed
to understand the inner workings of the models and to ensure
their reliability in real-world applications; see all examples of
NN models reported in Section III, where most of them miss
a proper interpretation of their inner functioning.

Lastly, a promising frontier in MC research involves inte-
grating physical laws directly into the NN training pipeline,
commonly referred to as physics-informed neural networks
(PINNs). Unlike purely data-driven approaches, PINNs embed
the governing partial differential equations (PDEs) of molecular
transport (e.g., Fick’s diffusion law, reaction-diffusion kinetics,
or fluid dynamics in vesicle-mediated signaling) as additional
loss terms in their training objective. In MC, these constraints
capture the evolution of molecules in nanoscale environments,
improving data efficiency and enforcing consistent behavior
despite limited observations. Not only do these models exhibit
better generalization to previously unseen conditions, but they
also offer greater interpretability of the solution space, as latent
layers must satisfy fundamental conservation laws and boundary
conditions intrinsic to molecular transport.

VI. THE BACKBONE OF NEURAL NETWORKS: TRAINING
DATA

Data is the backbone of NN training, and this section
provides an overview of existing datasets for MC. We include
data sets that have not yet been exploited in the context of
NNs. Furthermore, the datasets are discussed in terms of
their generation and accessibility, and some remarks are made
regarding the documentation of the datasets. Finally, current
limitations and future perspectives on synthetic data generation
are outlined.

Many datasets, particularly those derived from simulations
and published in papers, i.e., data used for plotting, are not
publicly available. This lack of accessibility influences the
reproducibility and validation of the corresponding findings,
limiting the research community’s ability to build upon existing
research. The appendix, Table V, provides a comprehensive
overview of existing publicly available datasets. By focusing
on publicly available and accessible datasets, we aim to provide
a comprehensive summary that researchers from different
domains can utilize.

A. General Considerations

Data can be generated based on observations of physical
or virtual processes, such as wet-lab experiments or computer
simulations. Data generation can be time-consuming and
resource-intensive. Avoiding repeating the process, datasets
shared among different research groups can (i) facilitate
reproducible research and (ii) provide an abstraction layer for
the actual process of interest, e.g., MC between synthetic cells,
that allows other researchers to develop models and algorithms
without the need to (re-)run and observe the process.

Both these goals hinge on the availability and the usability
of the datasets. Also, a thorough documentation of the shared
data is required. These aspects, which relate primarily to data
and metadata handling, will be covered later in this section.
However, for determining which data to collect in the first place,

the properties of the process from which data is generated and
the primary purpose of data collection play a key role.

The purpose of collecting data can be to validate a specific
theoretical model. In this case, it is essential to control the
experimental conditions as best as possible and obtain a
representative set of data samples under these conditions. The
main focus of data collection, in this case, is to confirm or reject
a specific, often quantitative, hypothesis on the process, e.g.,
the average received SNR, that originates from the theoretical
model.32 On the other hand, as is the case, e.g., for NN training,
data can also be used to build a model. In this case, data should
be collected to avoid training set imbalances and overfitting the
model on a specific narrow subset of experimental conditions.

Training data can be distinguished into two types: (i) Syn-
thetic and (ii) experimental data. In this survey, synthetic data
refers to artificially generated data created through algorithms or
simulations mimicking real-world scenarios. Experimental data
is associated with collecting experimental samples, alongside
the challenges of building controlled environments where
various parameters can be precisely changed.

B. Synthetic Data Generation
1) Existing Datasets: Existing datasets refer mainly to two

environments: Pipe-like and free-diffusion channels in fluid and
air-based media. For pipe-like channels, the authors in [156]
introduce a cylindrical water-filled duct designed to study
steady-state flow conditions across various channel lengths.
The molecules are released uniformly distributed over the
channel’s cross-section, propagate through the channel in a flow-
dominated regime, and are counted by a cylindrical observing
receiver. The authors benchmark their simulation results against
particle-based simulation (PBS) and an analytical channel
modeling approach. This dataset is accessible in [216] and also
includes a template configuration for the OpenFOAM [217]
environment, making it easier to get started with the simulation
tool.

The above dataset has also been extended in [218] to cover
not only the flow-dominated regime but also the dispersion
and the mixed regimes [219]. Furthermore, targeting healthcare
applications for advanced plaque modeling [220], the work
in [221] develops a dataset accessible in [222], using the
computational fluid dynamics (CFD) solver OpenFOAM. A
previously published dataset in [216] provides a framework for
MC specific post-processing, i.e., utilizing Python to analyze
the OpenFOAM simulation output, for example, in terms of
the CIR.

The dataset in [223] includes results from CFD simulations
performed in the proprietary ANSYS software to study the
transmission of airborne pathogens in turbulent airflow environ-
ments. The simulations examine the spread of pathogen-laden
droplets and aerosols, “mimicking scenarios such as coughing-
induced flows” [223].33 An overview and summary of all
simulation results, along with a detailed explanation, can be
found in [225].

32The theoretical model can also be an NN, in which case the hypothesis
results from the inference step.

33The corresponding code for modeling MC scenarios is available as a
GitHub repository in [224].
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While the datasets discussed so far mostly contain data from
fluid dynamics simulations, some other datasets reproduce time
sequences as a result of processing algorithms. This is the
case within the dataset in [226], where the estimated distance
in a macroscale MC system, consisting of an electric sprayer
containing alcohol in a reservoir without an additional fan and
an alcohol sensor, is reproduced as Matlab files and raw data.
The estimated distance is produced by ML-based methods,
see [63], and the Fluid Dynamics-based Distance Estimation
(FDDE) algorithm, see [227].

The dataset in [228] contains, in addition to the dataset
itself, the code for creating the dataset using Matlab, which
is published on a university server, making the results from
[229], [230] accessible to other researchers. The authors
of [229], [230] address the development of multiple-access
schemes and detection strategies for diffusion-based MC,
focusing on mitigating ISI and multiple-access interference
(MAI). Furthermore, [229] and [230] introduce the type-spread
molecule shift keying (MoSK) modulation technique, which
uses additional molecule types to reduce the ISI effect. Type-
spread MoSK is expanded for a multiple-access system to
support multiple nanomachines. In addition, a molecular code-
division multiple-access scheme is proposed in [229], [230],
relying on two molecule types.

Published datasets can also describe the parameters used in
a publication (here: csv file) [231]. For example, in [232], an
improved channel model for MC with a partially absorbing
receiver is proposed. The partially absorbing receiver has four
parameters determined by particle swarm optimization (PSO).
The optimum of the determined parameters, as mentioned
in [232], can be found in the corresponding dataset in [231].

MCFormer, a Transformer-based MC detector which adapts
natural language processing methods to MC, is documented in
[114].34 Moreover, an optimized PBS algorithm that leverages
matrix operations to efficiently generate training data with
reduced complexity compared to conventional approaches is
presented. The results in [114] demonstrate that MCFormer
delivers near-optimal accuracy in noise-free conditions, outper-
forming DNN.

2) Dataset Generation Tools: In addition to the published
datasets, simulators and software tools are also available to
generate synthetic datasets based on users’ requirements and
system model parameters. Generally, in some MC simulators,
the medium flow is simulated explicitly, while other tools
utilize analytical models or approximations for the medium
flow or neglect the medium flow entirely [234]. The latter
set of tools focuses mainly on Monte Carlo simulation and
is referred to as flow-agnostic simulators. In contrast, the
physical fluid flow characteristics are considered in the former
one, referred to as flow-aware simulators. The Table VI in
the appendix provides an overview of the various simulators
used to generate the datasets. Most of the tools in appendix,
Table VI, are publicly available, except for the commercial
simulators COMSOL Multiphysics, ANSYS Fluent, and Matlab,
for which a license is required to utilize the full range of

34MCFormer’s Python code and dataset are provided in the GitHub repository
in [233].

available functions. Further requirements also arise for the
MC graphical processing unit (GPU) simulator (also known
as “parallel simulation framework for nanonetworking” [235]),
as it requires an Nvidia GPU supporting the Nvidia compute
unified device architecture (CUDA) [235].

The flow-agnostic simulators encompass tools designed for
various applications, such as bacterial MC (nanoNS3 [236],
BNSim [237]), reaction-transport modeling (URDME [238]),
and Brownian motion-based simulations (Smoldyn [239],
[240], N3Sim [241], [242], AcCoRD [243]). Diverse computa-
tional frameworks support these simulators, including Matlab,
COMSOL, and NS3. In contrast, fluid dynamics simulators
used in the context of MC, such as OpenFOAM, COMSOL
Multiphysics, and ANSYS Fluent, are primarily based on
the concept of CFD and numerical solutions of the Navier-
Stokes equation in general. Availability varies significantly, with
several simulators offering freely accessible source codes (e.g.,
OpenFOAM, Munich microfluidic toolkit, and NS3). In contrast,
others, like ANSYS Fluent and COMSOL Multiphysics, are
commercially licensed. This highlights the trade-off between
cost and accessibility across the simulators, with open-source
tools typically targeting niche research applications and com-
mercially available software catering to broader engineering
applications.

In addition to the simulators, other existing analytical
simulation codes, data generation codes, and models have been
published on GitHub as repositories for code development.
The projects include files for artificial neural network (ANN)
models, analytical simulation codes, data generation codes, and
LSTM codes published, including Jupyter Notebook, Python,
and Matlab files.35 Three other GitHub projects have been
created as part of a lecture series in which the results in [88]
were reproduced.36 Furthermore, a trained ANN model is
published on Matlab Central [248] to evaluate the number
of received molecules for a spherical reflecting transmitter and
a spherical absorbing receiver using an ANN approach [62].

Matlab code is also developed to simulate the random walk
and the signal reconstruction process at the receiver in free-
diffusion channels [249], [250]. Introducing the mobile human
ad hoc network (MoHANET) concept in which MC principles
and analysis are applied to pathogen-laden droplets, code
developments also encompass airborne pathogen transmission,
integrating insights from epidemiology, biology, medicine, and
fluid dynamics [251], [252]. These code files represent proof-
of-concept results validated using empirical COVID-19 data
from [253]. Finally, the published code also accounts for the
modeling of a stochastic biofilm formation model based on
bacterial QS [254], [255], [256], [257].

The code in [258] includes an NN model to realize a
signal sequence detector for a mobile MC system based
on the Informer model in [99]. Considering a diffusion-
based environment, the mobile MC system comprises a point
transmitter and a spherical passive receiver [99]. The signal

35This is the case in [244], which models a free-diffusion MC channel and
implements an NN-based detector.

36These code projects are (i) Sangani [245], (ii) Patel [246] (also improved
the code in terms of the CIR of a passive receiver or enzymatic degradation),
and (iii) Shastri in [247].
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sequence detector computes the autocorrelation coefficient of
the input sequence to determine the optimal sequence length.
Numerically obtained results in [99] demonstrate that the
performance of the Informer-based model is better than that
of the Transformer-based model in terms of detection ability.
However, the dataset is not publicly available.

In [259], a “model for generating synthetic data for a
biological MC” for training an NN for the discrimination
of transmitted bits is presented. Testbed measurement data
from [260] is used as a benchmark for the synthetically
generated data. However, the dataset is not publicly available
but will be made available upon request.

C. Experimental Data Generation
Experimental data generation from testbeds can generally be

distinguished into air-based [116], [261] and liquid-based [262],
[263], [264], [265], [266], [267], [268], [269], [270], [271],
[272] data. As listed in [47], there are more testbeds than those
mentioned here, but, to the best of the authors’ knowledge, no
data were made publicly available for other testbeds.

The datasets published on IEEE Dataport [262] and Zen-
odo [263] include fluorescence signal measurements (emission
wavelength and intensities) of MoSK transmissions in a liquid-
based testbed, which was proposed in the related publication
in [273]. In the testbed setup, graphene quantum dots (GQDs),
soluble in water and fluorescent, serves as a signaling molecule.
The transmitter infuses the GQDs using injection valves,
and a fluorescence-based receiver detects and decodes the
fluorescence signals from blue-GQDs and cyan-GQDs, which
serve as the molecules to shift. The testbed’s performance is
assessed based on synchronization, detection thresholds, and
symbol recognition through a principal component analysis
(PCA), which requires a broad dataset.

The dataset in [116] provides experimental measurements
from a macroscale, single-input, single-output, air-based MC
testbed. It also includes the Matlab processing code of the
dataset-related publication in [212]. The dataset has been
reported in various research studies in the literature, including
XAI in MC channels [212], RL-based synchronization mech-
anisms [80], [82], and adaptive detectors [81]. The dataset
in [116] was extended as a result of the research in [274].
The new associated repository, accessible in [261], records the
experimental measurement data for ethanol molecules in the
air. It also provides data sheets of the testbed components and
the Python code for controlling the sprayer, reading the sensor
output, and implementing communication protocols.

The dataset in [264] publishes a biocompatible MC testbed
that utilizes magnetic nanoparticles as information carriers, so-
called superparamagnetic iron oxide nanoparticless (SPIONs).
The SPIONs are injected into a constant background flow
using an injection pump, cf. [275, Fig. 1]. The receiver detects
the SPIONs by a change in the inductance of the nearby
fluid caused by the presence of the SPIONs. This testbed
is utilized to investigate channel parameters such as (among
others) background flow, channel length, and channel diameter.
It should be emphasized that [275] discusses the dataset in
detail and explains its structure, which is a limitation in other
published datasets.

The received sequence of interfacial shift keying (ISK)
transmissions in a liquid-based testbed is accessible on IEEE
DataPort [265] and Zenodo [266]. In ISK, the modulation
of the signal exploits the effect of viscosity fingering, i.e.,
two miscible fluids form a (temporary) interface, given that
they differ in either their viscosity or density [276]. The
testbed for experimental evaluation consists of a transmitter
containing an infusion pump, a six-way injection valve, and
a 10-way selection valve, which allows the injection of up to
ten solutions [276, Fig 1]. Fluorescent carbon nanoparticles
are used as information carriers. On the receiver side, a
fluorescence detector measures the system’s fluorescence output,
demodulating and decoding the transmitted signal.

Images obtained from the particle image velocimetry (PIV)
and planar laser-induced fluorescence (PLIF) tools, which are
referred to for tracking and detecting fluorescent tracers in
liquid, are accessible in [267], [268]. The dataset results from
the research in [277], which develops two methodologies for
particle tracking and detection in liquids. Both methods are
based on a laser sheet illuminating a planar section of the
medium [277, Figs. 2 and 3], where fluorescent tracers, captured
by a camera, serve as information carriers. The repository also
includes Matlab code for further image processing to track and
detect the fluorescent tracers on the obtained camera snapshots.

The open-access dataset in [269] contains experimental
measurements from a biological MC testbed [278]. The
testbed utilizes Escherichia coli bacteria, which “express the
light-driven proton pump gloeorhodopsin from Gloeobacter
violaceus.” Stimulating the bacteria by external light, the
bacteria act as a transmitter and release protons into a liquid
channel. The protons serve as signaling molecules, changing the
pH value in the system, which is later detected. The repository
also provides a detailed description of the dataset and comprises
two zip files containing the data and a Matlab code example
for processing it.

In [158], a liquid-based microfluidic MC testbed is presented.
The source files for [158] are accessible in [270], [279]. For
transmitting the information, CSK is used; in particular, infor-
mation is encoded in the concentration of sodium hydroxide
in that testbed. In addition, the testbed design accounts for
the chemical reactions in the channel and the microfluidic
geometry such that the transmitter can shape the signal to
be transmitted while the receiver can threshold, amplify, and
detect the sent chemical signal after the propagation through the
channel [158]. Therefore, the chemical reactions are based on
well-known pH-based reactants, such as hydrochloric acid and
sodium chloride [158]. A phosphate-buffered saline solution
is used for dilutions, and a spectrometer on the receiver side
detects the transmitted information. The raw data (mainly as
csv files) in [270] refers to the plotted results in [158] as well
as in the appendix of the main paper. The GitHub repository
in [279] contains the software for the complete automation of
the testbed, including timed chemical injection using syringe
pumps, measurement of the flow rate, and control of the flow
rate using a proportional–integral—derivative controller, and
measurement of the UV-visible spectrum.

The freely accessible dataset in [272] contains experimental
measurements from long-term experiments using the closed-
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loop MC testbed described in [280]. The experiment was run
for 125 hours, obtaining more than 250 kbit of transmitted data
via MC. The testbed utilizes a green fluorescent protein variant
“Dreiklang” (GFPD), as the information carrier. Using light
of a specific wavelength, GFPD can be switched reversibly
between two different states [281]. The testbed differs from
other liquid-based testbeds because it is a closed-loop structure,
not an end-to-end structure, e.g., by pumping a liquid from one
reservoir to another. Therefore, GFPD is only injected once. The
testbed contains an optical transmitter for writing information,
an optical eraser for erasing information, and a receiver for
reading the fluorescence state of the GFPD [280]. In [272], the
raw measurement dataset (as a zip folder containing csv and
json files and as a SQLite database) is published, related to
the corresponding publication plots in [282]. In addition, the
Python code for synchronization and detection is published in
a GitHub repository [271], which provides instructions on how
to read the SQLite database.

D. Discussion
The datasets mentioned above exhibit different levels of

accessibility, completeness, and documentation. As a reader’s
guide, we develop a traffic-light system in Table I in which
green represents the highest level of dataset completeness and
red represents the least along the following dimensions:

• Reproducibility (only considered for synthetic datasets):
Green dots indicate that the source code and its docu-
mentation are fully accessible. Yellow dots indicate that
the dataset documentation is missing or that access to the
source code is unavailable. The red dots indicate that all
of the above are missing.

• Representativeness (only for experimental datasets): Eval-
uated by comparing the number of replicates (N ) of
single experiments to the maximum number of repetitions
over all experimental datasets. For the considered set of
experimental datasets, a maximum number of N = 50
replicates applies so that for the ranges between N = 1
and N = 17 replicates a red dot, between N = 18 and
N = 33 replicates a yellow dot, and between N = 34
and N = 50 replicates a green dot was assigned. The
dataset in [271], [272] is an exception here, as it is the
first long-term experimental MC system of its kind. The
dataset size clearly stands out from the other datasets and
is consequently rated green.

• Usability: Encompasses the cases “the dataset is available”,
“the dataset processing code is available”, and “the code for
plotting is available”. If all three criteria are met, green
follows; for two criteria (regardless of which), yellow
follows; otherwise, red is applied.

• Availability: Here, we consider only two cases, either
yellow (data record restricted availability, for example,
behind an account wall) or green (data record freely
available). Datasets that are not available are not listed,
so no red is assigned here.

• Documentation: Considers the completeness of the param-
eters’ metadata and the dataset’s documentation. Green:
Both aspects are fulfilled; Yellow: Only one of them is
fulfilled; Red: None of them are fulfilled.

TABLE I: 4D dataset clustering for synthetic and experimental data.

Reference Reproducibility Representativeness Usability Availability Documentation

[222] ● - ● ● ●

[262], [263] - ● ● ● ●

[216] ● - ● ● ●

[261] - ● ● ● ●

[116] - ● ● ● ●

[264] - ● ● ● ●

[265], [266] - ● ● ● ●

[267], [268] - ● ● ● ●

[269] - ● ● ● ●

[228] ● - ● ● ●

[270] - ● ● ● ●

[223] ● - ● ● ●

[231] ● - ● ● ●

[283] ● - ● ● ●

[284] ● ● ● ●

[226] ● - ● ● ●

[233] ● - ● ● ●

[272], [282] - ● ● ● ●

Available datasets for MC research are diverse and accessible
through multiple platforms, cf. appendix, Table V; however,
several limitations hinder a broad use, cf. Table I. One limitation
is the lack of standardization in data formats and annotations,
which complicates integration and comparative analysis across
datasets. Additionally, some datasets lack detailed metadata or
related publications, reducing the transparency and reproducibil-
ity of the research outcomes, cf. Table I. The sizes of certain
datasets are disproportionately small, limiting their applicability
for machine learning or extensive simulation studies. Another
issue is platform dependence. While IEEE DataPort, GitHub,
and Zenodo are widely used, access to some university-hosted
datasets may be restricted or not well-documented.

For the data generation tools, one limitation is compatibility,
as many depend on specific software frameworks (e.g., Matlab
or NS3), which can introduce compatibility issues when
replicating results across different versions. Additionally, the
assumptions inherent in a simulator’s modeling approach
constrain the representativeness of the datasets it generates. For
example, tools like Smoldyn and MesoRD are optimized for
reaction-diffusion systems but may fail to capture complex envi-
ronmental heterogeneities. Similarly, simulators like nanoNS3
or N3Sim, although effective for nanoscale communication,
may need to generalize more effectively to macroscopic systems.
Availability is also an issue, as some tools have restricted access,
e.g., requiring licenses for Matlab or COMSOL, outdated links,
or lack of active maintenance, thereby reducing their reliability
for long-term use. Finally, documentation quality varies widely.
Some simulators offer less guidance to novice users than others,
making it difficult for new users to adopt and effectively utilize
them.

E. Concluding Remarks and Outlook

To summarize, in recent years, data generation, documenta-
tion, and publication have received attention, addressing the
need for robust training datasets and reliable research outcomes.
Our survey of existing datasets also shows that eight datasets
are derived from experimental testbeds. The use case for sharing
experimental data is stronger than that for synthetic data,
primarily because wet lab experiments are more challenging to
reproduce than simulations. Additionally, dataset publication
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still requires more extensive and comprehensive documentation
practices. Recommendations, e.g., as published in [285], are
in the direction of standardizing dataset publication but still
require a broader practice within the research community.

We also identify further research directions towards the
connections between testbeds and the training and deployment
of NNs as follows.

1) Training in Body-like Testbeds: The pharmaceutical in-
dustry is today looking closer to experimental results developed
in organs-on-chip; see [286]. As a proven tool for drug testing
[287], this technology mimics the operation of organs and
the dynamics of the fluids. As these devices are expected to
become a daily occurrence in laboratories, we expect them to
be used as testbeds to generate data and integrate NN-models
within them.

2) Transferring from Simulators to Real-World Testbeds:
Following appendix, Table VI, a broad range of simulation
tools exists for MC. On the one hand, these simulation tools
are often open-source and easy to install, so researchers use
them to implement their NN/ML approaches and benchmark
them against analytical approaches, such as in [134]. On
the other hand, the components of experimental testbeds are
often limited in their computational capabilities, as seen in
the testbed presented in [81], making the implementation of
computationally intensive NN and ML approaches challenging.
However, as the MC community moves towards practical
applications, NN and ML tools applied to MC simulation
tools should be transferred to experimental testbeds, enabling
benchmarking, at least in pre-defined real-world scenarios, due
to the targeted parameter control of experimental testbed setups.

VII. CONCLUSION

This survey examines the variety of NN architectures for
the functional development of IoBNT networks, provisioning
with the most recent methods towards their integration in MC
links. A thorough evaluation of reported research concludes that
NN architectures become essential for handling the complex
nature of MC connections, where closed-form expressions for
model-based solutions are frequently impractical to develop.
As such, NN are the de facto model for devising practical
solutions within the various layers of IoBNT networks. A
closer look at the reported literature reveals that most of
the reported developments primarily focus on the PHY layer
for decoding tasks, where the BiRNN achieves the highest
performance in ISI channels and with less complexity compared
to RNNs, feedforward NNs, and CNNs. Conversely, fewer
works target solutions in the upper layers, and only a few
methods explore the much-needed localization and detection
applications in IoBNT networks. We expect more developments
of NN-based methods towards application-oriented solutions
of IoBNT networks. This survey also outlines existing datasets
for training and testing NN modules, as well as tools for their
generation, both synthetically and experimentally. The literature
is maturing in supplying the necessary datasets for NN training;
however, we anticipate further progress in the usability and
reproducibility dimension of datasets, along with increased
data generation for in-body environments.

Furthermore, studies in the interconnected areas of NN and
IoBNT underline long-term research topics: Biocompatible de-
ployments of NNs at the nanoscale are still in their early phases,
nanoscale architectures beyond feedforward NNs also demand
consideration to realize the IoBNT’s full potential, and physics-
informed architectures, grounded in domain knowledge, can
be utilized to develop self-explainable solutions. We conclude
with a thought-provoking remark: AI can be a common ground
between biology and engineering to facilitate interdisciplinary
approaches. AI methods can serve as a common framework
that converges the two disciplines of biology and engineering.

APPENDIX

This material provides a brief background on various topics
related to NN architectures, training, and databases, supporting
the primary document. The NN architecture description primar-
ily supports the evaluation of its complexity, as discussed in
Section III of the primary document. To that end, we present
a detailed evaluation in this material, presented in a table
format, which conveys performance in Table II and complexity
in Table III. The entries in this table are also anchored in
the MC geometry, architecture, and application scenario. We
also provide more details on the guidelines for rendering and
maintaining databases for training NN modules. We also include
Tables V and VI, which list the datasets and simulators used
for the synthetic generation of data. Finally, we also describe
cell-to-cell MC links from a biological perspective, which
supports the illustrative code examples in Section III.A.4 and
V.D. The cited references in this paper are printed in the primary
document.

To support the reading of the primary document, we print
below a list, in alphabetical order, of the abbreviations included
within the paper.

AAEC asymmetric autoencoder
AEC autoencoder
AI artificial intelligence
ANN artificial neural network
ARX auto-regressive exogenous
ASK amplitude shift keying
BCE binary cross entropy
BER bit error rate
BiRNN bidirectional recurrent neural network
BVS BloodVoyagerS
CFD computational fluid dynamics
CIR channel impulse response
CNN convolutional neural network
CRN chemical reaction networks
CSK concentration shift keying
CUDA compute unified device architecture
DeepLIFT deep learning important features
DNA deoxyribonucleic acid
DNN deep neural network
DRL deep reinforcement learning
DSP digital signal processing
FBMLE filter-based maximum likelihood estimation
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FC fully connected
FIR finite impulse response
FPR false positive rate
GA genetic algorithm
GNN graph neural network
GPU graphical processing unit
GQD graphene quantum dot
GRN gene regulatory network
GRU gated recurrent unit
HCS human circulatory system
ICE individual conditional expectation
IIR infinite impulse response
ILI inter-link interference
IoBNT Internet of Bio-Nano Things
ISI inter-symbol interference
ISK interfacial shift keying
ITR interference-to-total received molecule ratio
LIME local interpretable model-agnostic explanation
LRP layer-wise relevance propagation
LSTM long short-term memory
MAC medium access control
MAI multiple-access interference
MAP maximum a posteriori
MC molecular communication
MIMO multiple-input multiple-output
MIP manual permutation importance
MISO multiple-input single-output
ML machine learning
MLE maximum likelihood estimation
MLP multilayer perceptron
MM media modulation
MNIST modified national institue of standards and

technology
MoHANET mobile human ad hoc network
MoSK molecule shift keying
MPI manual permutation importance
MSE mean square error
NN neural network
OOK on-off keying
PBS particle-based simulation
PCA principal component analysis
PDE partial differential equation
PDP partial dependence plot
PHY physical layer
PINN physics-informed neural network
PIV particle image velocimetry
PLIF planar laser-induced fluorescence
PPO proximal policy optimization
PSO particle swarm optimization
QS quorum sensing
ReLU rectified linear unit
RF radio frequency
RL reinforcement learning
RMSE root mean squared error
RMSprop root mean square propagation
RNA ribonucleic acid
RNN recurrent neural network
SGD stochastic gradient descent
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Fig. 15: Architecture of a feedforward NN.

SHAP shapley additive explanation
SNR signal-to-noise ratio
SPION superparamagnetic iron oxide nanoparticles
STO symbol time offset
TCN temporal convolutional neural network
TPR true positive rate
XAI explainable artificial intelligence
Deep NNs in MC schemes have been employed in various

architectures, including feedforward NN, BiRNN with LSTM
cells, Autoencoders, and Transformers. This section provides
a brief overview of these architectures, offering insights into
their applications in MC channels.

A. Feedforward NNs as a Universal Approximator

This architecture is the most information-agnostic one used in
communication. Due to its universal approximation, it has been
primarily reported for channel estimation rather than decoding;
see Sec. III.A in the primary document. The feedforward deep
NN architecture consists of fully connected layers in cascade, as
represented in Fig. 15. This architecture follows the pioneering
work in [288], which describes the calculus running in the
nervous system. The fully connected layer produces an arbitrary
number of outputs, equal to the number of deployed nodes.
These outputs are straightforwardly connected to the inputs
of the following fully connected layer. In its simplest form, a
deep NN consists of two fully connected layers, referred to as
the hidden and output layers.

On each layer, each node operates independently of neighbor
nodes and transforms the inputs through a linear combination;
see the weighted sum yielding y in Fig. 15, and a non-linear
calculation through a so-called activation function of y. Each
neuron encompasses as many coefficients as inputs into the
layer, providing the flexibility to approximate a given output
sequence from the inputs. Examples of activation functions
are the sigmoid, ReLU, and the tanh function (see [289, Sec.
3.4]). These two operations (linear combination and non-linear
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Fig. 16: Architecture of the LSTM unit.

activation function) entail deep NNs as a universal approximator.
The weighted sum accounts for the linear transformation of the
input set, encompassing operations such as translation, rotation,
and contraction. The non-linear activation function accounts for
operations like transforming axes and boundaries into arbitrary
shapes.

B. Accounting for Data Relevancy within LSTM Networks

This architecture is the most reported one in MC channels
for decoding. The LSTM architecture follows a more complex
structure. Cells are interconnected bidirectionally to decode
symbols, leveraging on previous and future time slots. This
architecture implements three different gates to control the
relevancy of the input data in the calculation of the cell’s
output.37 The input data to the unit cell consists not only of the
raw data (yk) and hidden state (hk−1), but also the previous
cell state (Ck−1), which accounts for the data relevancy in the
hidden state. This is a form of a focus mechanism to highlight
the most relevant content of the cell state.

The cell state is realized with a multiplier and an adder. The
multiplier filters the previous cell state (Ck) with the calculated
amount to forget, as determined by the forget gate. The adder
accounts for including the new information from the inputs
hk−1 and yk, as determined by the input gate. The amount to
forget is implemented with the coefficient wf and the sigmoid
function (output ranging between 0 and 1). In contrast, the
amount to add is implemented with the hyperbolic tangent
function (tanh), where the output ranges between −1 and 1,
and using the coefficient wc. The input gate also uses another
forget gate, but through a different coefficient (wc).

37Details on LSTM cells are given in the Olah’s blog, accessible in
http://colah.github.io/posts/2015-08-Understanding-LSTMs and also within
the diagram in the link
https://ch.mathworks.com/help/deeplearning/ref/nnet.cnn.layer.lstmlayer.
html#mw_9f7c5f93-4bf2-4ddb-b922-b1c122668b9a_sep_mw_
8cad7fee-7610-4134-9354-b7ed3a45204d_head
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Fig. 17: Transformers architecture (reduced schematic) [110].

C. Attention in the Loop with the Transformer Architecture

The Transformer architecture performs exceptionally well in
language translation and generation. As the major distinction,
this architecture overcomes the sequential processing of LSTM
networks,38 and forwards parallel capabilities by getting rid
of recurrent structures as previous standard developments
as in [115], [290], [291], [292].39 Besides, the Transformer
architecture integrates attention models within two feedforwards
NNs, those for encoding and decoding[110]; see a reduced
schematic representation in Fig. 17.40 The attention model
evaluates a context vector to support the decoder component
in predicting the most likely next symbol, a concept under
development in [115], [294], [295], [296], [297], which has
been shown to significantly enhance the alignment capabilities
of neural machine translators.41

The encoder and decoder in the Transformer architecture, as
shown in Fig. 17, implement a self-attention mechanism using
the scaled dot product operation. This architecture’s second
significant distinction is realized as a more efficient mechanism
than the implementation with additive attention; see [298, Sec.
4.5]. The self-attention mechanism evaluates the product of
matrices of queries, keys, and values (see [110, Eq. (1)]).
These matrices are solely based on the input sequence and a
pre-multiplicative learned matrix, adjusted during training.42

Additionally, the decoder employs an attention mechanism,

38LSTM completes the processing sequentially due to the cascade connection
of cells like the ones in Fig. 16.

39See a perspective introduction to main core development for the Trans-
former architecture in the interview [293].

40We remark that a similar direction to remove recurrent structures is given
in [294] but using the CNN architecture instead.

41Although we refer to symbols in the context of MC channel, the attention
model in [115] and the Transformer architecture in [110] are developed as
language translators and symbols are instead referring to words.

42The self-attention mechanism differs from the recursive architecture, where
these matrices are calculated based on the LSTM hidden states.

http://colah.github.io/posts/2015-08-Understanding-LSTMs
https://ch.mathworks.com/help/deeplearning/ref/nnet.cnn.layer.lstmlayer.html#mw_9f7c5f93-4bf2-4ddb-b922-b1c122668b9a_sep_mw_8cad7fee-7610-4134-9354-b7ed3a45204d_head
https://ch.mathworks.com/help/deeplearning/ref/nnet.cnn.layer.lstmlayer.html#mw_9f7c5f93-4bf2-4ddb-b922-b1c122668b9a_sep_mw_8cad7fee-7610-4134-9354-b7ed3a45204d_head
https://ch.mathworks.com/help/deeplearning/ref/nnet.cnn.layer.lstmlayer.html#mw_9f7c5f93-4bf2-4ddb-b922-b1c122668b9a_sep_mw_8cad7fee-7610-4134-9354-b7ed3a45204d_head
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where the query is evaluated based on the input sequence,
while the keys and values are evaluated based on the output
sequence. While the self-attention block extracts information
from the input sequence, the attention block produces its output
using what is relevant within the encoder’s output. Although
this architecture discards RNNs, inherently, the attention model
is a form of recurrence, as its output is used to evaluate the
internal coefficients.

D. Reinforcement Learning: Smartly Actuating on the Environ-
ment

While the traditional ML approaches, i.e., supervised and
unsupervised learning, detect a type in the data set presented to
them, Reinforcement Learning optimizes its decisions via trial-
and-error interaction with an environment without the need for
an a priori data set [299]. This approach can be used to actuate
the communication scheme parameters, such as the threshold
for detecting incoming symbols. RL in general consists of an
RL agent and an attached environment. The environment is
typically defined as a (partially observable) Markov decision
process consisting of

• a set of states S,
• a set of actions A,
• a distribution of initial states p(s0),
• a reward function r : S ×A → R,
• transition probabilities p(st + 1|st, at),
• termination probabilities T (st, at), and
• a discount factor gamma element [0, 1] [87].

The agent optimizes a policy function that maps the state to a
distribution over actions. Given an environment state st, the
agent acts at according to its policy function and is given
a reward based on the result of the applied action. During
the training, the policy function is optimized to maximize the
expected future rewards [87].

The RL agent learns the impact of its actions, their causes,
and effects, within the environment in steps, imitating the
natural human learning process [300]. The learning process
itself is supported by two different functions, the policy and the
value functions. The policy determines how the agent behaves at
each new step, while the value function estimates the goodness
of a state in terms of the expected reward. The networks used
to approximate the two functions can also employ different
types of DNNs, such as ANNs, CNN, or RNNs. With the
inclusion of these types of network layers, RL then becomes
DRL [299]. The type of network used depends on the task the
RL agent needs to solve.

E. Training a Neural Network

NNs usually represents a type of supervised learning model,
where the correct output for each input observation is known
during training. In other words, similar to all other supervised
learning models, NNs are also trained based on labelled datasets,
and try to learn how to generate an estimate of the true outputs
during the training process. The process of training a NN
involves adjusting the trainable parameters of all the layers
to make accurate predictions based on the input data. This
process can be done in three main steps [301]:

• Defining the objective: The network is trained using a
dataset where each input has a known correct output. The
goal is to make the network’s predictions as close as
possible to these true outputs. A loss function is used
to measure the discrepancy between the predictions and
the actual values. This function calculates the difference
between the network’s predictions and the true outputs,
giving a single number that represents the model’s
performance. The ultimate goal is to minimize the chosen
loss function, with mean squared error and cross-entropy
being among the most widely used loss functions in
training NNs.

• Defining the optimization method: An optimization al-
gorithm, such as gradient descent, is used to find the
network’s parameters that minimize the defined loss
function. This method systematically adjusts the network’s
parameters to minimize the loss function. gradient descent
relies on determining how each parameter influences the
loss, a process known as calculating the gradient.

• Initializing the network’s parameters: The network’s
parameters must be initialized before the training begins.
Proper initialization is crucial for ensuring stable and
efficient training. Common strategies include random
initialization, where weights are assigned small random
values.

• Updating the network’s parameters: gradient descent relies
on the gradient of the loss function, a vector of partial
derivatives that quantifies how the loss changes with
respect to each network parameter. NNs often consists
of multiple layers, making it challenging to trace how a
parameter in an early layer affects the final loss. This
is where backpropagation comes in. Backpropagation
is a robust algorithm that calculates these influences
layer by layer, starting from the output and moving
backwards. It ensures that all network parameters are
updated appropriately to improve the model’s prediction
accuracy.

F. Training an Autoencoder

Autoencoders follow a similar training process to standard
NNs but are distinct in their objective and structure. Autoen-
coders are unlike traditional supervised learning models, which
map inputs to predefined target outputs. Autoencoders aim to
learn an efficient representation of the input data by encoding
it into a lower-dimensional latent space and reconstructing it
back to its original form.

Unlike supervised learning, which aims to predict external
labels, an Autoencoders is trained to minimize the difference
between its input and output, where the loss function measures
reconstruction error. Similar to supervised learning, commonly
used loss functions for training Autoencoders are MSE or
binary cross entropy (BCE), with BCE being the most relevant
in communication system design.

Analogous to supervised learning, optimization algorithms
like gradient descent are used to find Autoencoders ’s pa-
rameters; however, unlike supervised learning, the gradients
must propagate back to the encoder, requiring all the layers
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between the encoder and decoder, including the channel, to
be differentiable. If such a differentiable channel model is
available, it can be incorporated as non-trainable layers for
end-to-end training [302].

Real-world channels are often non-differentiable or even
unknown, making direct training challenging and leading
to performance losses when relying on inaccurate models.
Another workaround involves training Autoencoders on an
inaccurate but differentiable channel model and then fine-
tuning the decoder using real measurements, yet this limits
encoder optimization. Alternative approaches include learning
a differentiable channel model using an NN which mimics the
channel [303] or employing iterative training methods, where
the decoder is updated with true gradients while the transmitter
is trained using approximated gradients [304].

G. NN’s Hyperparameters

Hyperparameters refer to those components of the NN whose
numerical values can not be derived from the dataset, as they
define the architecture per se. Consequently, they are not part
of the training process [141]. These are components related to

• the architecture, such as the number of nodes and hidden
layers, drop-out rate,

• the selection of the loss function type, such as binary
cross-entropy, multiclass cross-entropy, root mean square
propagation (RMSprop),

• the selection of the activation functions, such as sigmoid,
rectified linear unit (ReLU), ’softmax’, ’tanh’, ’softsign’,

• the training parameters such as the batch size [101],
learning rate [305], momentum [306], number of epochs),
or

• the selection of the optimizer, such as stochastic gradient
descent (SGD), Adam, RMSprop.

These are parameters set by experience and by validating the
operation of the NN.
A rule of thumb to manually set these parameters is to tune
them during the training and validation phases; see [307, Sec.
5.3]. The dataset can be divided into 80 % for training, 10 %
for validation, and 10 % for testing. The NN is trained with
the given set of hyperparameters and adjusted till verifying
performance within the validation test. If good performance
is also obtained within the testing set, then this is a good
candidate for the NN hyperparameters.

The hyperparameters can also be automatically tuned, and
various tuning methods exist in the literature. Examples of
implemented algorithms include the grid search (a brute-force
approach) and random search (a less computationally costly
approach). More elaborate algorithms, such as the popular SGD
or Bayesian optimization, exploit the impact of hyperparameter
variability on NN performance; see further details in [141].

H. Deployment of NNs in MC Environments

The above-mentioned NNs architectures enable communica-
tion links in MC environments such as free diffusion, drifted
channels, and within experimental testbeds. Table II summa-
rizes the deployed NNs architectures per MC environment

and application. In free-diffusion environments, the reported
literature refers to receiver size and communication range in
the cell scale, i.e., operating in the µm range (mostly less than
10 µm). Besides, the literature reports particles with relatively
fast mobility in free diffusion channels if we consider the
value of the diffusion coefficient, D-column in Table II.43 To
have a point of comparison, the diffusion coefficient of vesicle
molecules, as exchanged by cells in the human tissues, is in the
order of 10−4 nm2/ns (see [75]), while most of the particles
reflected in the literature are larger than 10−1 nm2/ns.44 The
communication range for deployed NNs increases within
experimental testbeds and the human vessels in the meter
range.

The deployed NNs apply in various applications such as
channel estimation, synchronization, data communication, and
detection. For this application, the second right half of Table II
summarizes communication-related parameters, including the
number of released molecules, symbol duration, SNR ranges,
and performance metrics. In free-diffusion channels, assump-
tions about the number of released particles (over thousands)
are quite large compared to the cell-to-cell natural process,
where the number of vesicles exchanged is typically below a
hundred, as seen in the work in [75]. For data communication,
the achieved BER is quite favorable, most of the reported
values are in the 10−1 to 10−4 range when the SNR ranges
0 to 10 dB.

We also include a second table in Table III that summarizes
the complexity of the proposed architectures. We list the number
of nodes per fully connected layer, RNN layers (which develop
LSTM cells), and within the CNN layer. These calculations
are accomplished as follows:

• Feedforward NNs: We compute the total of parameters by
adding the number of coefficients and bias per layer. Per
layer, the total of coefficients is nin × nout, and the total
of biases is nout, where nin is the number of inputs, nout

is the number of outputs for the given layer. The number
of nodes in the output layer is one, except for the entry
in [90], where the nodes in the output layer are two.

• RNN and BiRNN architectures: We compute the number
of parameters according to the gates within the LSTM
cells, as all the reported methods deploy those. The LSTM
cell comprises four gates: input, forget, cell, and output;
see Fig. 16. Each gate implements a separate set of weights
for the input, hidden states, and biases, with eight weights
and four biases, totaling 12 parameters per cell. In total,
the amount of parameters for ncells cells will be ncells ×
(12). In the case of the BiRNN, calculations are twice the
number as for the RNN, as each layer implements both a
backward and forward direction.

• CNN architecture: The filter size gives the number of
parameters. A filter of size K will implement K weights
and a single bias. Additionally, the total number of filters
is determined by the comparative sizes of the input and
output. For instance, if the input is a 1D vector as 128×1

43The diffusion coefficient reflects the variability of the position of the
particle with time. See its definition in [215, page 10].

44Diffusion coefficients in the units of nm2/ns refer to molecules of the
size of Potassium atoms while diffusing in water, see [308, Sec. V]
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and the output is a 2D matrix as 128× 64, the number of
filters is 64. As another example, if the input and output
are 2D matrices given by 64× 64 and 64× 128, then two
filters would be needed as the dimension of the output is
twice in the rows than the dimension in the input.

• Transformer architecture: The complexity for this archi-
tecture is evaluated based on the code published by the
authors in [99].45 In this entry, the number of nodes per
hidden layer, as 200, refers to the six fully connected
layers implemented by the transformer architecture, while
the other amounts, 5 and 1, refer to the remaining fully
connected layers implemented within the decoder. This
architecture also deploys three CNN placed at the input
of the Transformer for feature extraction.

Communication among cells is a crucial mechanism for their
survival and creation. In the process, an animal cell produces a
molecule that is later detected by a receptor protein at a target
cell, triggering a chain of intracellular signals. Within the cell’s
interior, a signaling cascade occurs, targeting the activation
of metabolic enzymes, gene expression, or changes to the
cytoskeleton. Communication among cells occurs on a long
range, such as endocrine cells releasing hormone molecules
into the bloodstream, and on a short range through diffusion
in the extracellular medium, known as paracrine signaling; see
[309, Chap. 15].

Examples of molecules include proteins, peptides, amino
acids, and hormones, which, upon detection at the target cell,
produce receptors that relay signals into the cellular interior.
The metabolism of these proteins directs processes such as
shape, movement, or gene expression, for instance. A cell
typically possesses a few dozen receptors to distinguish specific
molecules from thousands of possibilities. These receptors are
located in the cell membrane for large extracellular molecules
that are too large or too hydrophilic to cross the membrane, or
in the interior of the cell for molecules (like steroid and thyroid
hormones) that can traverse the cell membrane. Examples of
receptors inside the cell are those that activate gene expression
in response to cortisol, a process that takes many minutes or
hours to produce a response.

Examples of receptors in the cell membrane (the vast
majority) are of three kinds: ion-channels-linked, G-protein-
linked, and enzyme-linked. Their main distinction is related to
the intracellular signal they produce. The ion-channel-linked
receptors produce an electrical effect through a flow of ions. G-
protein-linked receptors produce a protein that diffuses into the
plasma membrane, whereas enzyme-linked receptors produce
a cascade of signals that travel to the cell’s interior. These
three receptor types may detect different incoming extracellular
molecules; they are not specialized in a single type and depend
on cell specialization. For instance, a G-linked receptor detects
acetylcholine signaling molecules in a heart muscle, while
an ion-channel-linked receptor detects the same molecule in
skeletal muscle cells; both receptors trigger different responses.

In this section, we list recommended practices for preparing
datasets, as introduced in Section VI of the primary document.

45We completed the calculation for complexity analyzing the file
git_Transfomer as accessible in https://github.com/Zhichao-Zhang-Zjut/
Informer-based/tree/main

The following “rules for the care and feeding of scientific data”
are published by Goodman et al. [310] and modified for this
work.

1) Sharing is Caring: The first rule is the most important
- publish the dataset and convince other researchers to
publish their datasets. Furthermore, request a publicly
available dataset, following the subsequent rules when
reviewing papers.

2) Making the Data Set Publicly Available: Share and
provide a dataset as early as possible. Store the dataset
in a well-known, easily accessible, and long-lasting data
archive, ideally tagging it with a digital object identifier
(DOI). Following Goodman et al. [310], a proper data
archive contains (i) a DOI, (ii) a documentation of the
dataset, as well as metadata, and (ii) a “good curation
practice”.

3) Thinking About Re-Use: While preparing the dataset
and corresponding documentation, remember the in-
tended re-use. Prepare the dataset and documentation
accordingly, using standard formats, or ensure easy access
to the dataset. Also, track the versions of the dataset.

4) Publishing the Workflow: Include at least a description
of the data flow showing how data (intermediate and final)
is generated. Consider encapsulating your workflow for
more complex scenarios, such as using an online service.

5) Linking the Publications: Link the dataset in your
publications as a standard reference (including DOI) and
link the publication in your dataset documentation.

6) Publishing the Code: Publish the code, if available, e.g.,
for simulators and plots.

7) Getting Credit: State how to acknowledge or publish
the published dataset using a bib item or a license,
respectively, in the documentation. Provide all necessary
information for the intended acknowledgment.

8) Targeting Data Storage: Use the intended research
community’s standard repository to make the dataset
publicly available.

9) Rewarding Data Share: Acknowledge researchers who
share their data and/or code. Cite the datasets and show
best practices. Engage the community by giving feedback
on the quality of datasets.

An overview of existing datasets on MC, ordered by platform,
can be found in Table V. Besides the reference for the
dataset itself and the platform on which it is published, the
properties year, size, dataset type, and the related research
are listed. As datasets are also created using simulators,
Table VI lists existing simulators alphabetically, along with
their corresponding application areas. Furthermore, references
to the published source code are provided for the reader.

https://github.com/Zhichao-Zhang-Zjut/Informer-based/tree/main
https://github.com/Zhichao-Zhang-Zjut/Informer-based/tree/main
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TABLE II: Summary of NN architectures, applications, and parameters related to the MC channel and communication.

End-to-end channel-related parameters Communication-related parameters

MC Geometry NNs arch. Application
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III.A.4
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≤ 0.3 [66]
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RNN Synch. 40 cm 0.1 104 20 s 30
Pd 0.6

Sec. III.B.4
STO 3.4 s

Transformer

Data
comm.

< 1m 1.2 s
BER

8 × 10−2 to 9 × 10−2 [102]

BiRNN
7.4 × 10−2 [105]

< 1m 250 to 500ms < 10−4 [103], [104]

CNN 5 cm 0.25, 0.5, 1 s Accuracy ≥ 33% [106]

Feedforward
NN

0.5, 1, 2, 3 s BER 0.19 to 0.4 [112]

Open air
Channel est. 1 to 2m 250, 500, 750 ms RMSE < 0.2 [63]

BiRNN

Data
comm.

1m 0.84 4.9 × 1023 1 to 6 s 27.5

BER

10−2 to 10−6 Sec. III.C.4

in-vivo bacteria
colony

CNN
100 µm 6.7 µm 0.75 105 bacteria 4 s 10 to 35 3 × 10−1 to 10−4 [109]

1min < 10−2 [108]

Human vessels
Feedforward
NN

Channel est. RMSE < 5 × 10−2 [64]

Detection ≈ 2.5m 103 Accuracy < 85% [12]

Notes:
• In the Ref. column of the table, the entries referring to section are pointing to the section in the primary document.
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• Missing entries in the tables are not specified in the corresponding reference.
• The column D Molecule refers to the diffusion coefficient of molecules.
• The column Released molecules refers to the number of molecules released at the emitter.
• Few contributions report the channel length. The work in [100] reports a channel length of 6 units. The work in [102] reports 3, 5, and 13. The work in [112] reports 1. Our solution in Sec. III.C.4 reports a channel length of 7.
• All reported Data comm. schemes uses the OOK modulation except for [106] which report multilevel modulation as well.
• The acronyms RMSE and FF NNs in the table refers to root mean squared error and feedforward neural networtk, respectively.
• The entry table for reference in [62] also develop a MC geometry comprised of a volumetric transmitter. Besides, we evaluated the RMSE metric by inspecting the printed Fig. 3 on the same paper.
• The flow velocity corresponding to the entry in the Table "Drifted channel" is 30 µm/s as follows from reference [114], 5.5 cm/s as in [119], and 10 cm/s as in the entry for Sec.III.B.4. Additionally, the entry table Open air also specifies a
flow velocity of 3.5m/s for Sec. III.C.4 in the primary document.
• The RNN and BiRNN entries in the table implement LSTM cells.
• The entry table for the references [90], [96], [97] refer to a mobile scenario where the diffusion coefficient of the emitter is 4.74 × 10−5 nm2/ns and for the receiver is 2.31 × 10−3 nm2/ns. Similarly, the entry table for the reference in
[94], [98], [99] define a diffusion coefficient of the receiver as 10−5 nm2/ns.
• The length of the channel in the entry table corresponding to references [103], [104], [105] is evaluated according to the pictures printed in the papers.
• The number of released molecules refers to the nanosensor instead of the entry table with reference [12].
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TABLE III: Complexity of reported NNs architectures, see Section H for details on the calculation of the number of parameters.

MC
Geometry

NNs arch.

Application
Input
length

Fully connected layers RNN layers CNN layers

Number of
parameters Ref.

Number of
FC layers

Number of
hidden
layers

Nodes per
hidden
layer

Number
of layers

Number of
LSTM cells
per layers

Number
of layers

Number of
filters

Filter
size

Po
in

t
tr

an
sm

itt
er

-F
re

e
di

ff
us

io
n-

Sp
he

ri
ca

l
ab

so
rb

in
g

re
ce

iv
er

Fe
ed

fo
rw

ar
d

N
N

s

Channel est. 2 1 1 2 6 Sec.
III.A.4

Localization 103 1 5 400 1 041 603 [131]

Detection 16 1 1 16 272 [135]

Data comm.

6 5 10 4 837 [88]

11 1 2 20 722 [96], [97]

11 1 12 10 1242 [90]

120 1 2 70 and 10 9111 [91]

Transformer 12 8 1 200, 5, and 1 3 3 10, 3, and 1 15 688 [99]

RNN Detection 32 1 1 32 1 32 417 [136]

E
xp

er
im

en
ta

l
te

st
be

ds

Open air

BiRNN Data comm.

8 6 8 576 Sec. III.C.4

V
es

se
l-

lik
e

ch
an

ne
ls

5 2 1 and 1 25 2 5 540 [105]

40 32 40 2880 [104]

RNN Synch. 1 2 1 and 1 256 and 256 1 128 35 328 Sec. III.B.4

CNN Data comm.

128 3 1 4096, 4096, and 6 3 64, 2, and 2 7, 5, and 3 33 587 738 [106]

in-vivo bacteria colony
15 × 60 × 2 2 1 32 and 2 1 16 15 462 144 [108]

5 2 2 3 30 [109]

Human vessels Feedforward NN Detection 2 1 1 6 18 [12]

Drifted channels Autoencoder Data comm. 1 Enc: 3
Dec: 5

Enc: 1
Dec: 1

244 [119]

Notes:
• In the column “Ref.” of the table, the entries referring to “Sec.” point to the section in the main document.
• Missing entries in the table are not specified in the corresponding reference.
• The number of parameters in the table entries for [96], [97] are already given within these references.
• The RNN and BiRNN entries in the table implement LSTM cells.
• We assume output length as 1 for the entry in the table referring to [135], 2 for [88], [100], and 3 for [90].
• The column table labeled ’Number of parameters’ refers to the total number of weights and biases.
• The column table labeled ’Number of layers’ refers to the number of hidden layers in the feedforward NN architecture.
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TABLE IV: Summary of NNs architectures, applications, and hyperparameters related to their training.

MC
Geometry

NNs
arch.

Application Optimizer
algorithm

Learning
rate

Number
of samples
training

Number
of epochs

Batch
size Ref.

Po
in

t
tr

an
sm

itt
er

-F
re

e
di

ff
us

io
n-

Sp
he

ri
ca

l
ab

so
rb

in
g

re
ce

iv
er

Fe
ed

fo
rw

ar
d

N
N

s

Channel est. BFGS 481 15 Sec.
III.A.4

Localization
Adam

10−2 100 256 [131]

Detection 10−3 105 samples 100 10 [135]

Data comm.

LM
10−2

103 bit
200

50 [100]

5 ×
104 bit

1 × 103 [88]

10−3 5 × 104 bit

50, 55, and 125
[96], [97]

BFGS
184, 188, and 215

104 bit [90]

10−3 500 [91]

RNN Detection Gradient
descent

10−3 8 ×
103 samples

100 10 [136]

Experimental
testbeds

Open air

BiRNN Data comm. Adam

10−3 106 samples 10 10 Sec. III.C.4

Vessel-like
channels

8 × 104 bit 2 × 104 [105]

10−3 120 bit 200 10 [104]

RNN Synch BFGS 2 × 10−4 1.2 × 106 35 × 103 Sec. III.B.4

CNN
Data comm.

Adam 10−3 20 64 [106]

in-vivo bacteria colony CNN SGDM [108]

Human vessels Feedforward
NN

Detection 4 × 104 [12]

Drifted channels Autoencoder Data comm. 9 × 10−3 2 × 103 40 [119]

Notes:
• In the Ref. column of the table, the entries referring to “Sec.” are pointing to the corresponding section in the main document.
• The abbreviations LM, BFGS, and SGDM introduced in the column “Optimizer algorithm” refer to Lavenberg-Marquardt, Broyden-Fletcher-Goldfarb-Shanno (see [311]), and
stochastic gradient descent with momentum.
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TABLE V: Existing datasets on MC, ordered by platform.

Name of the dataset Reference Year Size Data type Related work Platform

(1) Dataset for Advanced Plaque Modeling for Atherosclerosis Detection using Molecular Communication [222] 2024 ∼1.5 GB Synthetic [312] IEEE DataPort
(2) Dataset of "Experimental Implementation of Molecule Shift Keying for Enhanced Molecular Communication" [262], [263] 2023 ∼300 MB Experimental [273] IEEE DataPort [262], Zenodo [263]
(3) Dataset for the Simulation of Microfluidic Molecular Communication using OpenFOAM [216] 2023 ∼40 GB Synthetic [156] IEEE DataPort
(4) Dataset for Analog Network Coding in Molecular Communications: A Practical Implementation [261] 2023 ∼0.8 MB Experimental [274] IEEE DataPort
(5) Dataset for Macroscale Molecular Communication Testbed [116] 2023 ∼0.2 MB Experimental [80], [81], [82], [212] IEEE DataPort
(6) Channel Parameter Studies with a Biocompatible Testbed for Molecular Communication [264] 2023 ∼2 MB Experimental [275] IEEE DataPort
(7) The Data Related to Interfacial Shift Keying Allows a High Information Rate in Molecular Communication [265], [266] 2022 ∼0.6 MB Experimental [276], [313] IEEE DataPort [265], Zenodo [266]
(8) Molecular Signal Tracking and Detection Methods in Fluid Dynamic Channels (+ Method and Data) [267], [268] 2019, 2020 ∼26.8 GB Experimental [277] IEEE DataPort
(9) A Molecular Communication Testbed Based on Proton Pumping Bacteria [269] 2019 ∼0.6 MB Experimental [278] IEEE DataPort

(10) Dataset in Support of the Southampton Doctoral Thesis "Type-Spread and Multiple-Access Molecular Communications" [228] 2023 ∼25 MB Synthetic [230] University server
(11) Real-Time Signal Processing via Chemical Reactions for a Microfluidic Molecular Communication System [270] 2023 ∼2.4 GB Experimental [158], [279] Zenodo
(12) Closed-Loop Long-Term Experimental Molecular Communication System 2025 [271], [272] ∼667 MB Experimental [84], [280], [281], [282] Zenodo [272], GitHub [271]
(13) CFD Simulation Dataset for Airborne Pathogen Transmission in Turbulent Channels [223] 2024 ∼506.3 MB Synthetic [224], [225] Zenodo
(14) Received Signal Modeling and BER Analysis for Molecular SISO Communications [231] 2022 ∼3.1 kB Synthetic [232] Zenodo
(15) Channel Estimation and Performance Analysis of SISO Molecular Communications [283], [314] 2021 ∼3.3 kB Synthetic Not specified Zenodo
(16) "molecular_communication" [284] 2020 ∼1.5 kB Not specified Not specified Kaggle
(17) "Distance-Estimation-in-Molecular-Communication" [226] 2020 ∼620 kB Synthetic [63], [227] GitHub
(18) "MCFormer: A Transformer-Based Detector for Molecular Communication with Accelerated Particle-Based Solution" [233] 2023 ∼41.8 MB Synthetic [114] GitHub
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TABLE VI: Overview of data-generating simulators, alphabetically sorted. URDME and MMFT denote the Unstructured Reaction-Diffusion Master Equation and the Munich MicroFluidic Toolkit, respectively.

Category Simulator and dependence Application area Source code

Flow-agnostic

AcCoRD [243] Microscopic and mesoscopic diffusion-based MC GitHub [315]
BiNS [316] & BiNS2 [317] Diffusion-based MC in blood vessels -
BioNetGen [318] Biochemical systems Website/manual (https://bionetgen.org/)
blood-voyager-s [319], BVS-Vis [320], MEHLISSA [321], Moving objects in human body GitHub (blood-voyager-s [322], BVS-Vis [323], MEHLISSA [324],
BVS-Net [325] (ns-3 extensions) BVS-Net [326])
BNSim [237] Bacterial networks Website (https://radum.ece.utexas.edu/bnsim-bacteria-network-simulator/)*

MC GPU Simulator (Nvidia GPU supporting CUDA) Diffusion-based MC GitHub [235]
MesoRD [327] (visualising results in Matlab) Reaction-diffusion simulations SourceForge [328]
MolComSim Simple active and passive MC GitHub [329]
MUCIN [330] (Matlab extension) Diffusion-based MC with drift Matlab Central File Exchange [331]
Multicellular MC Simulator [332], [333] (Large scale) multicellular MC scenarios GitHub [334]
nanoNS3 [236] (ns-3 extension) Bacterial MC networks Download (http://gnan.ece.gatech.edu/ns-allinone-3.24.zip)
N3Sim [241], [242] Diffusion-based MC Website (http://www.n3cat.upc.edu/n3sim)*

N4Sim [335] Nervous systems and synaptic MC GitHub [336]
Smartcell [337] Cellular processes Available upon email request; initial download link not available
Smoldyn [239] Diffusion, membrane interactions, and molecule reactions Website https://www.smoldyn.org/
URDME [238] (including Matlab and COMSOL interface) Reaction-transport simulation and modeling GitHub [338]

Flow-aware

ANSYS Fluent Wide range of fluidic scenarios (CFD) Commercially available
COMSOL Multiphysics Wide range of fluidic scenarios (CFD) Commercially available
Droplet-Based Microfluidic Simulator [339], [340] Droplet-based fluidic MC Github [341]
(MMFT extension)
Matlab PDEs, CFD, and particle tracking for MC and fluidic scenarios Commercially available
OpenFOAM (Pogona [342], [343]) Wide range of fluidic scenarios (CFD) freely available (Pogona - GitHub [344])

* Download not available anymore

https://bionetgen.org/
https://radum.ece.utexas.edu/bnsim-bacteria-network-simulator/
http://gnan.ece.gatech.edu/ns-allinone-3.24.zip
http://www.n3cat.upc.edu/n3sim
https://www.smoldyn.org/
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