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Abstract

This document1 gives a brief introduction into algorithms and protocols for entity authentication
(verifying the identity of communication partners) and analyzes the approaches for realizing authen-
tication in current mobile communication standards. The main results of this comparative analysis
concerning an authentication infrastructure for wireless Internet access are, that (1) the protocols as
proposed in current IETF working groups still need further evaluation of their security characteristics,
and, in particular, (2) do exhibit serious deficiencies regarding the location privacy of mobile nodes.
Furthermore, it is concluded that in order to assess the performance implications of (re-)authentication
during frequent handovers further study is needed which will be addressed in a future report.

1This work has been supported by a grant from Siemens AG.





Contents

1 Introduction 3

1.1 Basic Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Architecture Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Principles of Authentication 7

2.1 Cryptographic Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Entity Authentication Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Arbitrated Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.2 Direct Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.3 Validation of Cryptographic Protocols . . . . . . . . . . . . . . . . . . . . . 20

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3 Current Approaches to Authentication in Mobile Communications 23

3.1 Authentication in IEEE 802.11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2 Authentication in GSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 Authentication in UMTS Release ’99 . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.4 Authentication for Mobile IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4.1 Standard Mobile IP Authentication . . . . . . . . . . . . . . . . . . . . . . 36

3.4.2 Mobile IP Authentication with AAA Infrastructure . . . . . . . . . . . . . . 39

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 Conclusion 47

4.1 Issues for Further Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2 Next Steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Copyright at Technical University Berlin.
All rights reserved.

TKN-01-002 Page 1



CONTENTS

Bibliography 49

Index 53

Page 2 TKN-01-002 Copyright at Technical University Berlin.
All rights reserved.



Chapter 1

Introduction

Upcoming next generation wireless networks aim to support data and multimedia services to mobile
nodes (MNs), in principle regardless of the origin of the MN. “In principle” means that a visited
network, e.g. a radio access network (RAN), may require some kind of general or specific service
agreement between its administrative domain and the MNs original administrative domain. This
objective poses considerable requirements on the authentication service which assures that entities
have in fact the identity they claim to have.

This report gives a brief introduction to authentication protocols and analyzes the approaches to au-
thentication of current mobile communication standards including ongoing work of the Internet Engi-
neering Taskforce (IETF) regarding authentication for Mobile IP. Basic familiarity with the concepts
of Mobile IP is assumed (see e.g. [9] for a brief introduction).

The remaining sections of this chapter introduce basic terminology and address some initial architec-
tural considerations for future IP based RANs as well as different usage scenarios for Mobile IP in
this context. Chapter 2 gives a brief survey over basic authentication primitives. Chapter 3 analyzes
the authentication protocols of current mobile communication standards, and Chapter 4 draws some
conclusions concerning our future work in this area.

1.1 Basic Terminology

The following definitions are taken from two internet drafts that address the requirements of authen-
tication, authorization, and accounting (AAA) as currently discussed in the IETF [2, 11].

� Accounting: The act of collecting information on resource usage for the purpose of trend anal-
ysis, auditing, billing or cost allocation.

� Administrative Domain: An intranet, or a collection of networks, computers and databases
under a common administration. Computer entities operating in a common administration may
be assumed to share administratively created security associations.

� Attendant: A node designed to provide the service interface between a client and the local
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CHAPTER 1. INTRODUCTION

domain, e.g. a Mobile IP foreign agent (FA) or a network access server (NAS) offering point-
to-point tunneling protocol (PPP) service.

� Authentication: The act of verifying a claimed identity, in the form of a pre-existing label from
a mutually known name space, as the originator of a message (message authentication) or as
the end-point of a channel (entity authentication).

� Authorization: The act of determining if a particular right, such as access to some resource, can
be granted to the presenter of a particular credential.

� Billing: The act of preparing an invoice.

� Broker: An intermediary agent, trusted by two other AAA servers, able to obtain and provide
security services from those AAA servers. For instance, a broker may obtain and provide
authorizations, or assurances that credentials are valid.

� Client: A node wishing to obtain service from an attendant within an administrative domain.

� End-to-End: End-to-End is the security model that requires that security information be able
to traverse, and be validated even when an AAA message is processed by intermediate nodes
such as proxies, brokers, etc.

� Foreign Domain: An administrative domain, visited by a Mobile IP client, and containing the
AAA infrastructure needed to carry out the necessary operations enabling Mobile IP registra-
tions. From the point of view of the foreign agent, the foreign domain is the local domain.

� Home Domain: An administrative domain, containing the network whose prefix matches that
of a mobile node’s home address, and containing the AAA infrastructure needed to carry out
the necessary operations enabling Mobile IP registrations. From the point of view of the home
agent, the home domain is the local domain.

� Hop-by-hop: Hop-by-hop is the security model that requires that each direct set of peers in a
proxy network share a security association, and the security information does not traverse an
AAA entity.

� Inter-domain Accounting: Inter-domain accounting is the collection of information on resource
usage of an entity with an administrative domain, for use within another administrative domain.
In inter-domain accounting, accounting packets and session records will typically cross admin-
istrative boundaries.

� Intra-domain Accounting: Intra-domain accounting is the collection of information on resource
usage within an administrative domain, for use within that domain. In intra-domain accounting,
accounting packets and session records typically do not cross administrative boundaries.

� Local Domain: An administrative domain containing the AAA infrastructure of immediate
interest to a Mobile IP client when it is away from home.

� Proxy: An AAA proxy is an entity that acts as both a client and a server. When a request is
received from a client, the proxy acts as an AAA server. When the same request needs to be
forwarded to another AAA entity, the proxy acts as an AAA client.
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1.2. ARCHITECTURE ASSUMPTIONS

� Local Proxy: A Local Proxy is an AAA server that satisfies the definition of a Proxy, and exists
within the same administrative domain as the network device (e.g. NAS) that issued the AAA
request. Typically, a local proxy will enforce local policies prior to forwarding responses to the
network devices, and are generally used to multiplex AAA messages from a large number of
network devices.

� Network Access Identifier: The Network Access Identifier (NAI) is the userID submitted by the
client during network access authentication. In roaming, the purpose of the NAI is to identify
the user as well as to assist in the routing of the authentication request. The NAI may not
necessarily be the same as the user’s e-mail address or the user-ID submitted in an application
layer authentication.

� Routing Broker: A Routing Broker is an AAA entity that satisfies the definition of a Broker, but
is NOT in the transmission path of AAA messages between the local ISP and the home domain’s
AAA servers. When a request is received by a Routing Broker, information is returned to the
AAA requester that includes the information necessary for it to be able to contact the Home
AAA server directly. Certain organizations providing Routing Broker services MAY also act
as a Certificate Authority, allowing the Routing Broker to return the certificates necessary for
the local ISP and the home AAA servers to communicate securely.

� Proxy Broker: A Proxy Broker is an AAA entity that satisfies the definition of a Broker, and
acts as a Transparent Proxy by acting as the forwarding agent for all AAA messages between
the local ISP and the home domain’s AAA servers.

� Roaming Capability: Roaming capability can be loosely defined as the ability to use any one
of multiple Internet service providers (ISPs), while maintaining a formal, customer-vendor
relationship with only one. Examples of cases where roaming capability might be required
include ISP "confederations" and ISP-provided corporate network access support.

1.2 Architecture Assumptions

Current discussions about next-generation mobile networks favour an all-IP architecture for future
RANs. It has to be stated that the partition of the RANs into IP subnets as well as the authenti-
cation policy and -mechanisms concerning re-authentication when changing IP subnets will have a
particular impact on the performance of the authentication service. Therefore, this section lists some
basic assumptions about the network architecture on which we will base our further work concerning
authentication for Mobile IP1:

� We will assume a cellular network in which different cells are addressed in different IP subnet-
works. This implies, for example, that a handover from one base station controller (BSC) to
another one will result in a handover-operation in the IP layer and the mobile node (MN) will
change its temporary care-of-address.

1This list will have to be extended in the course of the project.
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CHAPTER 1. INTRODUCTION

� An eventually existing hierarchy of cells (macro- / micro- / pico-cells), e.g. motivated by the
underlying link-layer technology, is not reflected in the IP addressing scheme in order to avoid
fragmentation of IP address space. Consequently, there will probably be no implicit means to
derive the number of the target IP subnetwork and a related security association in case of a
vertical handover.

� A cellular network is equipped with some kind of AAA-server (e.g. a RADIUS, DIAMETER,
or COPS server), which provides basic authentication, authorization and accounting services to
the attendants of that cellular network.

Furthermore, the following Mobile IP deployment scenarios will have to be taken into account when
evaluating an authentication and key management architecture for future All-IP based RANs.

� The home network of a mobile node may be a private IP subnet of a company, or a public
subnet of a service provider.

� It might be desirable to allocate the home agent in the visited network if the MN does not
require to get an IP address of “his home network”.
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Chapter 2

Principles of Authentication

Authentication, the proof of the identity of an entity or the origin of a message, is the most fundamen-
tal security service as all other security services build upon it. The following two principle variants
of authentication have to be distinguished:

1. Data origin authentication is the security service that enables entities to verify that a message
has been originated by a particular entity and that it has not been altered afterwards. A synonym
for this service is Data Integrity. The relation of data integrity to cryptographic protocols is
twofold:

� There are cryptographic protocols to ensure data integrity. As a rule, they comprise just
one protocol step and are, therefore, not very “exciting” from a protocol point of view.

� Data integrity of messages exchanged is often an important property in cryptographic
protocols, so data integrity is a building block to cryptographic protocols.

2. Entity authentication is the security service, that enables communication partners to verify the
identity of their peer entities. In principle, it can be accomplished by various means:

� Knowledge: e.g. passwords

� Possession: e.g. physical keys or cards

� Immutable characteristic: e.g. biometric properties like fingerprint, etc.

� Location: evidence is presented that an entity is at a specific place (example: people check
rarely the authenticity of agents in a bank)

� Delegation of authenticity: the verifying entity accepts, that somebody who is trusted has
already established authentication

As in communication networks, direct verification of the above means is difficult or insecure,
cryptographic protocols have been developed for this purpose.

This chapter will introduce some general background on cryptographic algorithms and on authen-
tication protocols, that use these algorithms as basic building blocks. As the security properties of
authentication protocols are more difficult to assess than other properties of communication protocols,
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CHAPTER 2. PRINCIPLES OF AUTHENTICATION

the formal evaluation of authentication protocols is treated as well. The main purpose of this chapter
is to give sufficient background for the discussion of current approaches to authentication in mobile
networks in the remainder of this report and the further course of the project.

2.1 Cryptographic Algorithms

There are two main categories of cryptographic algorithms which serve as fundamental building
blocks of authentication protocols:

� Encryption Algorithms, which may be further divided into:

– Symmetric Encryption Algorithms, that use a single key for encryption and decryption
of data. This key has to be kept secret between two entities participating in a secure
exchange, explaining the common term secret key encryption for this class of algorithms.
Prominent algorithms in this category are the Data Encryption Standard (DES) [33] and
the International Data Encryption Algorithm (IDEA) [22].

– Asymmetric Encryption Algorithms, that use two different keys for encryption and decryp-
tion of data. Each entity possesses a pair of keys: one private key which is only known
to itself and one public key which is publicly announced, explaining the commonly used
term public key cryptography for this class of algorithms. If a sending entity wants to
make sure, that a message can just be read by the intended receiver of the message, it
encrypts the message with the public key of that receiver. As the corresponding private
key is only known to the receiver, he is the only one being able to decrypt the message.
Furthermore, the sender can as well encrypt the message with his private key. This does
not protect the secrecy of the message, as the corresponding public key is in principle
known to everyone, but allows every other entity to verify, that the message has in fact
been originated by the sender, as only he knows his private key. Prominent examples for
asymmetric encryption algorithms are the Rivest-Shamir-Adleman (RSA) algorithm [27,
section 8.2] and the ElGamal algorithm [27, section 8.4].

� Integrity Check Values, that may be further subdivided into:

– Modification Detection Codes (MDC) which are computed using a class of algorithms
called Cryptographic Hash Functions. An MDC alone does not protect a message, it
represents a digital fingerprint which needs to be signed using either a secret or a private
key in order to ensure, that the message originated from a specific sender. Common
algorithms in this class are the Message Digest 5 (MD5) and the Secure Hash Algorithm
(SHA-1) [42, chapter 9].

– Message Authentication Codes (MAC) which are computed over a message making use of
a secret key and, therefore, directly allow to ensure that a message has been originated by
one of the entities knowing that key. A very common algorithm for computing a MAC is
to use a symmetric block cipher like DES or IDEA in a special mode called Cipher Block
Chaining Mode and to use the output block of the encryption process as the MAC. An
alternative but controversially discussed method is to “mix” some secret value with the
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2.2. ENTITY AUTHENTICATION PROTOCOLS

Table 2.1: Notation of Cryptographic Protocols

Notation Meaning

A Name of A, analogous for B, TTP and CA
CAA Certification Authority of A
rA Random value chosen by A
tA Time-stamp created by A

(m1; : : : ;mn) Concatenation of messages m1 to mn

A! B : m A sends message m to B
KA;B Symmetric key shared by A and B
+KA Public Key of A
�KA Private Key of A
fmgK Message m encrypted with key K
H(m) Hash value of message m
A[m] Shorthand notation for

�
m; fH(m)g�KA

�

Certificate�CKCA
(+KA) Certificate of +KA issued by CA

CA<<A>> Shorthand notation for Certificate�CKCA
(+KA)

message and to compute an MDC over the resulting message. Somebody, who does not
know the secret value is supposed not to be able to calculate a matching MDC, but there
is some cryptographic concern over this (cf. [27, section 9.5.2]). A construction that is
(up to now) considered to be secure is HMAC [21] (see also [27, note 9.67]).

2.2 Entity Authentication Protocols

Entity authentication protocols can be subdivided into two main categories:

� Arbitrated Authentication, in which two (or more) entities, that want to verify the authenticity
of one or more entities make use of a so-called trusted third party (TTP), and

� Direct Authentication, in which the authentication is handled without direct involvement of a
trusted third party.

Please note, that also in direct authentication there might exist a trusted third party, e.g. certifying
the authenticity of public keys. The difference between both categories is, that in arbitrated authen-
tication the trusted third party needs to participate in every authentication exchange, whereas direct
authentication does not require the online presence of the TTP.

In order to allow for a unified presentation of authentication protocols table 2.1 introduces some
notation which will be used in the remainder of this report.
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CHAPTER 2. PRINCIPLES OF AUTHENTICATION

2.2.1 Arbitrated Authentication

In order to illustrate the basic ideas of arbitrated authentication, we give two prominent examples of
protocols of this class, the Needham-Schroeder Protocol and the authentication and access control
system Kerberos.

The Needham-Schroeder Protocol

The Needham-Schroeder protocol [32] allows two entities Alice (A) and Bob (B) to authenticate each
other by the help of a trusted third party (TTP ). The protocol uses a symmetric encryption algorithm
as basic cryptographic primitive. The trusted third party holds a database of all users U which want
to make use of its authentication service and this database also contains a secret key KU;TTP for each
user U . The goal of a protocol run is to authenticate two users A and B and to establish a secret key
for securing further communication between them. The protocol proceeds as follows:

1. Alice chooses a random number rA, creates a message containing her name A, Bob’s name B
and the random number, and sends this message to TTP :

A! TTP :
�
A;B; rA

�
(2.1)

2. TTP generates a session key KA;B for secure communication between A and B, encrypts this
key together with the name of A using the key KB;TTP it shares with B, and sends the following
message encrypted with the key KA;TTP to A:

TTP ! A :
�
rA; B;KA;B ; fKA;B ; AgKB;TTP

	
KA;TTP

(2.2)

3. Alice decrypts this message, checks that the random number rA is the same as in her first
message and sends the following message to Bob:

A! B :
�
KA;B ; A

	
KB;TTP

(2.3)

4. Upon reception of this message Bob decrypts it, generates a random number rB , encrypts this
number with KA;B and sends it to Alice:

B ! A :
�
rB

	
KA;B

(2.4)

5. Alice decrypts the message with KA;B , computes rB � 1, encrypts the result with KA;B and
sends the result back to Bob:

A! B :
�
rB � 1

	
KA;B

(2.5)

6. Upon reception, Bob decrypts the message, checks if it contains rB � 1 and if so, assumes that
Alice is authentic.
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2.2. ENTITY AUTHENTICATION PROTOCOLS

The two last messages serve the purpose, that Alice proves to Bob, that she in fact knows the key
KA;B . If not, she would not be able to compute frB � 1gKA;B

. As Bob knows, that TTP sends his
message, containing this key encrypted with the key KA;TTP , he concludes that Alice knows the key
KA;TTP and is therefore authentic.

However, this reasoning includes a flaw, which can be exploited by an attacker Eve (E) who once
gets to know a valid session key KA;B [8]. As there is no means in the protocol to detect old session
keys, that have already been used in a prior session, the attacker can authenticate himself to Bob as
Alice by re-using an old session key, she somehow managed to figure out:

1. Eve sends the recorded message:

E ! B :
�
KA;B ; A

	
KB;TTP

(2.6)

2. Upon reception of this message Bob decrypts it, generates a random number rB , encrypts this
number with KA;B and sends it to Alice:

B ! A :
�
rB

	
KA;B

(2.7)

3. Eve intercepts this message, decrypts it with KA;B (please note, that Eve needs to know KA;B),
computes rB � 1, encrypts the result with KA;B and sends the result back to Bob:

E ! B :
�
rB � 1

	
KA;B

(2.8)

4. Upon reception, Bob decrypts the message, checks if it contains rB � 1 and if so, assumes that
Alice is authentic, i.e. Eve is Alice.

Please note, that the original intention of the protocol design was to ensure, that only entities pos-
sessing KA;TTP are able to authenticate as Alice. Because of the protocol flaw described above, it
is sufficient to figure out one session key KA;B to authenticate to user B as Alice. As the key KA;B
is potentially used to encrypt large amounts of data during the session following an authentication
exchange, it might be easier to crypt-analyze this key, that the key KA;TTP . Concluding, the original
Needham-Schroeder protocol attains weaker security than originally intended.

It has, therefore, been revised by a couple of cryptographers including Needham and Schroeder them-
selves. Their solution [31] is essentially the same as the Otway-Rees protocol [34], published in the
same journal:

1. Alice generates a message containing an index number iA, her name A, Bob’s name B, and the
same information plus an additional random number rA, encrypted with the key KA;TTP she
shares with TTP and sends this message to Bob:

A! B :
�
iA; A;B; frA; iA; A;BgKA;TTP

�
(2.9)

2. Bob generates a random number rB , encrypts it together with iA, A and B using the key
KB;TTP he shares with TTP and sends the following message to TTP :

B ! TTP :
�
iA; A;B; frA; iA; A;BgKA;TTP

; frB ; iA; A;BgKB;TTP

�
(2.10)
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3. Upon reception, TTP decrypts the two encrypted sub-messages, generates a new session key
KA;B and creates two encrypted messages, one for Alice and one for Bob, and sends them both
to Bob:

TTP ! B :
�
iA; frA;KA;BgKA;TTP

; frB ;KA;BgKB;TTP

�
(2.11)

4. After receiving this message, Bob decrypts his part of the message using KB;TTP , verifies that
rB is identical to the random number he generated in the second step of the protocol and sends
Alice’s part of the message to her:

B ! A :
�
iA; frA;KA;BgKA;TTP

�
(2.12)

5. Upon reception of this message, Alice decrypts it with KA;TTP and verifies, if the contained
random number rA matches the one generated in the first step of the protocol. If she now uses
the session key KA;B in an encrypted communication with Bob, she can be sure of his authen-
ticity, as only TTP could have generated frA;KA;BgKA;TTP

and and an eventual attacker Eve
is not able to alter frA; iA; A;BgKA;TTP

she generates in the first protocol step.

The same argument applies to Bob, so that he can conclude to communicate with Alice if he receives
intelligible messages from her that have been encrypted with the session key KA;B . However, it is
important to note that both Alice and Bob need to completely trust in the correct functioning and
honesty of TTP .

The Kerberos Authentication System

The Kerberos authentication system has been designed in the late 1980’s in the course of the project
Athena at the Massachusetts Institute of Technology (MIT), Boston, USA. Kerberos provides an
authentication and access control service for workstation clusters. Its main design goals were the
following:

� Security: eavesdroppers or active attackers should not be able to obtain the necessary informa-
tion to impersonate a user when accessing a service.

� Reliability: as every use of a service requires prior authentication, Kerberos should be highly
reliable and available.

� Transparency: the authentication process should be transparent to the user beyond the require-
ment to enter a password.

� Scalability: the system should be able to support a large number of clients and servers.

The basic usage scenario of Kerberos is a user, Alice, who wants to access one or more different ser-
vices, that are provided by different servers S1, S2, ... connected over an insecure network. Kerberos
deals with the following security aspects of this scenario:
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Kerberos

Authentication
Server

(user data)

Ticket Granting
Server

(access data)

1. Request TGT

2. TGT, Session Key

3. Request SGT
4. SGT, Session Key
5. Request Service

6. Service Authenticator Server

Figure 2.1: Overview over the Kerberos Version 4 Authentication Dialogue

� Authentication: Alice will authenticate to an authentication server (AS) who will provide a
temporal permit to demand access for services. This permit is called ticket-granting ticket
(T icketTGS) and is comparable to a temporal passport.

� Access control: by presenting her T icketTGS Alice can demand a ticket granting server (TGS)
to obtain access for service provided by a specific server S1. The TGS decides if the access
will be permitted and answers with a service granting ticket T icketS1 for server S1.

� Key exchange: the authentication server provides a session key for communication between
Alice and TGS and the TGS provides a session key for communication between Alice and
S1. The use of these session keys also serves for authentication purposes.

Figure 2.1 gives an overview of the entities involved in a Kerberos authentication dialogue and the
steps of one protocol run:

1. Alice user logs on to her workstation and requests to access a service. From now on, the work-
station represents her in the Kerberos protocol and sends the first message to the authentication
server AS, containing her name A, the name of an appropriate ticket granting server TGS and
a timestamp tA:

A! AS :
�
A; TGS; tA

�
(2.13)

2. The AS verifies, that A may authenticate herself to access services, generates the key KA out
of Alice’s password (which is known to him), extracts the workstation address AddrA of the
request, creates a ticket granting ticket T icketTGS as well as a session key KA;TGS , and sends
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the following message to A:

AS ! A :
�
KA;TGS; TGS; tAS ; LifetimeT icketTGS ; T icketTGS

	
KA

(2.14)

with LifetimeT icketTGS defining the maximum time-span in which the ticket is valid and
T icketTGS defined as follows:

T icketTGS = fKA;TGS; A;AddrA; TGS; tAS ; LifetimeT icketTGSgKAS;TGS
(2.15)

3. Upon receipt of this message, the workstation asks Alice to type in her password, computes
the key KA from it, and uses this key to decrypt the message. If Alice does not provide her
“authentic” password, the extracted values will be garbage and the rest of the protocol will fail.

Alice creates a so-called authenticator and sends it together with the ticket-granting ticket and
the name of server S1 to TGS:

A! TGS :
�
S1; T icketTGS ; AuthenticatorA;TGS

�
(2.16)

with AuthenticatorA;TGS being defined as follows

AuthenticatorA;TGS = fA;AddrA; t
0

AgKA;TGS
(2.17)

4. Upon receipt, TGS decrypts T icketTGS , extracts the key KA;TGS from it and uses this key
to decrypt AuthenticatorA;TGS . If the name and address of the authenticator and the ticket
are matching and the time-stamp tA is still fresh, it checks if A may access the service S1,
generates a time-stamp tTGS , a session key KA;S1 and a T icketS1 for accessing server S1, and
sends the following message to A:

A! TGS :
�
KA;S1; S1; tTGS ; T icketS1

	
KA;TGS

(2.18)

with T icketS1 being defined as follows:

T icketS1 = fKA;S1; A;AddrA; S1; tAS ; LifetimeT icketS1gKA;S1
(2.19)

5. Alice decrypts the message and does now hold a session key for secure communication with
S1. She now sends a message to S1 to show him her ticket and a new authenticator:

A! S1:
�
T icketS1; AuthenticatorA;S1

�
(2.20)

with AuthenticatorA;S1 being defined as follows:

AuthenticatorA;S1 = fA;AddrA; t
00

AgKA;S1
(2.21)

6. Upon receipt, S1 decrypts the ticket with the key KTGS;S1 he shares with TGS and obtains
the session key KA;S1 for secure communication with Alice. Using this key he checks the
authenticator and responds to A:

S1 ! A :
�
t00A + 1

	
KA;S1

(2.22)
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Figure 2.2: Inter-Realm Authentication with Kerberos Version 4

7. By decrypting this message and checking the contained value, Alice can verify, that she is
really communicating with S1, as only he (besides TGS) knows the key KTGS;S1 to de-
crypt T icketS1 which contains the session key KA;S1, and so only he is able to decrypt
AuthenticatorA;S1 and to answer with t00A + 1 encrypted with KA;S1.

This basic authentication dialogue can be extended to provide multiple-domain authentication. Con-
sider an organization with workstation clusters on two different sites, and imagine that user A of site
1 wants to use a server of site 2: If both sites do use their own Kerberos servers and user databases
(containing passwords) then there are in fact two different domains, also called realms in Kerberos
terminology. In order to avoid that user A has to be registered in both realms, Kerberos allows to
perform a so-called inter-realm authentication.

Inter-realm authentication requires, that the ticket granting servers of both domains share a secret key
KTGS1;TGS2. The basic idea is, that the TGS of another realm is viewed as a normal server for which
the TGS of the local realm can hand out a ticket. After obtaining the ticket for the remote realm, Alice
requests a service granting ticket from the remote TGS (cf. figure 2.2). However, this implies that
the remote realm has to trust the Kerberos authentication service of the home domain of a “visiting”
user!

The protocol described so far is the Kerberos Version 4 dialogue. A number of deficiencies have been
found in this protocol, which can be subdivided into two classes:
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� Technical shortcomings: as Kerberos was developped within the project Athena and its specific
requirements in mind, it did not fully address the need to be of general purpose. This led to the
following shortcomings:

– Encryption system dependence: Kerberos version 4 requires to use the DES encryption
algorithm.

– Internet protocol dependence: the format of the AddrA field was specified to contain an
IP address.

– Message byte ordering: a proprietary way off specifying the message byte ordering was
used.

– Ticket lifetime: as the ticket lifetime was coded in an eight-bit quantity in units of five
minutes, the maximum lifetime was a little over 21 hours, which is not sufficient for
some applications, like long running simulations that require a valid ticket granting ticket
throughout execution.

– Authentication forwarding: Kerberos version 4 did not support authentication forwarding
which can be quite useful, e.g. giving a print server the permission to access a specific
file on behalf of a user.

– Inter-realm authentication: the scheme for inter-realm authentication does not scale well
for a large numberN of domains, as (N2�N)=2 shared, secret keys have to be established
and maintained in order to allow for complete availability of inter-realm authentication.

� Security deficiencies: apart from the technical limitations mentioned above, there are some
security deficiencies in the cryptographic protocol itself:

– Double encryption: the double encryption of the tickets in the second and fourth step does
not provide improved security and is computationally wasteful.

– PCBC encryption: the non-standard operational mode propagating cipher block chain-
ing (PCBC) was used for DES encryption. The intention behind using this mode was to
realize confidentiality and data integrity without needing to compute a modification de-
tection code beforehand. Unfortunately, PCBC has been found to be vulnerable to attacks
involving the interchange of ciphertext blocks [19].

– Session keys: each ticket contains a session key, that is used by the client to encrypt an
authenticator. The same key may subsequently be used by the client and the server to
protect messages exchanged in the course of the service usage. However, as one ticket
may be used by a client for multiple, distinct service usages, the service communication of
subesequent sessions becomes vulnerable to replay attacks. It would be a better approach
to strictly distinguish between keys that are used for authentication and keys that are
used for bulk data protection, and provide a means to establish separate keys for the later
purpose.

– Password attacks: as the principal authentication key of each user is derived from the
users password, Kerberos is vulnerable to password-guessing attacks. In protocol version
4, the authentication server even answers to the first unprotected message (which might
be sent by Alice or any attacker) with a message which is encrypted with this key and
which follows a well-known strucure. This makes it even easier for an attacker to launch
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a password-guessing attack, as it is relatively easy to obtain a message encrypted with this
key which allows to systematically test passwords.

To overcome the above shortcomings, a new version of the Kerberos protocol has been defined [20].
However, this version will not be discussed in detail in this report, as the main objective of this chapter
is more to give a brief overview of the concepts of authentication than to explain them thoroughly.

2.2.2 Direct Authentication

As it has been already mentioned above, direct authentication does not require the online participation
of a trusted third party. However, if the parties authenticating each other, do not know anything about
each other, i.e. they have neither agreed upon a shared, secret key nor do they know the public key of
the corresponding party “for sure’, some security infrastructure is needed to enable them to establish
trust into each other. In the following, a brief overview of the international recommendation X.509 is
given, which standardizes a framework for supporting authentication on a global scale.

The ITU-T Recommendation X.509

X.509 is an international recommendation of ITU-T [16] and is part of the X.500-series defining
directory services. The first version of X.509 was standardized in 1988, a second version (1993)
resolved some security concerns and a third version was drafted in 1995 and standardized in 2000.
X.509 defines a framework for provision of authentication services, comprising:

� Certification of public keys and certificate handling:

– Certificate format,

– Certificate hierarchy, and

– Certificate revocation lists.

� Three different dialogues for direct authentication:

– One-way authentication, requires synchronized clocks,

– Two-way mutual authentication, still requires synchronized clocks, and

– Three-way mutual authentication entirely based on random numbers.

Certification of Public Keys
The main motivation behind X.509’s recommendations for public key certificates is to ensure the
authenticity of public keys. A public key certificate is some sort of passport, certifying that a public
key belongs to a specific name, in the context of X.509 this means specifically an X.500 name.
Certificates are issued by so-called certification authorities (CA). In a public key certificate the issuing
CA signs with her private key, that the public key contained in the certificate belongs to the subject
name stated in the certificate.

Copyright at Technical University Berlin.
All rights reserved.

TKN-01-002 Page 17



CHAPTER 2. PRINCIPLES OF AUTHENTICATION

Version

Certificate
Serial Number

Algorithm ID
Parameters

Issuer Name

Not Before
Not After

Subject Name

Algorithm ID
Parameters

Key

Issuer Unique ID

Subject Unique ID

Extensions

Signature

Signature
Algorithm

Period of
Validity

Subject’s
Public 

Key Info
V

ersion 1

V
ersion 2

V
ersion 3

All Versions

Figure 2.3: The X.509 Certificate Format

If all potential communication partners of the entity, say Alice, named in a certificate know for sure
the public key of the issuing CA, they are able check the certificates (including Alice’s) issued by
this CA. So, if we consider a population of N entities the problem of “authentically” distributing
all N public keys to all entities of the population can be reduced to “authentically” distributing the
public certification key +CKCA of the CA to all entities. In order to learn about the authenticity of
an unknown public key, every entity can check the corresponding public key certificate, issued by the
CA. Public key certificates can avoid online-participation of a TTP, as these certificates do not need
to be kept confidential and they can be made publicly available, X.509 recommends for this purpose
the public directory specified in the X.500 series of recommendations. However, the security of the
private key of the CA is crucial to the security of all users, as the compromise of this key allows to
forge certificates. Figure 2.3 shows the format of an X.509 certificate. A shorthand notation for a
public certificate Cert�CKCA

(+KA) issued by CA and certifying the authenticity of A’s public key
+KA that is commonly used is CA<<A>>.

As the deployment of one single CA is not desirable for very large populations, X.509 specifies a
method to chain certificates by allowing CAs to certify the public keys of other CAs. Consider two
entities Alice (A) and Bob (B) and their corresponding certification authorities CA and CB. If both
CA and CB certify each others public key with certificates CA<<CB >>and CB <<CA>>, then
Alice can verify Bob’s public key by checking the certificate chain CA<<CB>>; CB<<B>>and
Bob can verify Alice’s public key by checking the certificate chain CB<<CA>>; CA<<A>>.

The possible length of certificate chains is not restricted to two, which allows establish a trust rela-
tionship between two entities by following a chain of trust between multiple CAs. However, as in
the general case it might not be obvious to decide which certificates have to be checked in order to
establish a chain of trust between the CAs of two entities A and B, X.509 recommends to arrange
certification authoroties in a so-called certification hierarchy, so that it is straightforward to decide
which certificates have to be retrieved from the public directory.

Figure 2.4 shows a hypothetical certification hierarchy. If, for example, entity A would like to verify
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Figure 2.4: A Hypothetical Certification Hierarchy

the authenticity of the public key of entity G, it would have to check the certificate chain:

CA<<CC>>; CC<<CD>>; CD<<CE>>; CE<<CG>>; CG<<G>> (2.23)

If the private key of an entity Alice is ever compromised, e.g. because Eve broke into her computer,
read her private key from a file, and cracked the password Alice used to protect the private key, the
corresponding public key should be publicly invalidated as soon as the compromise is discovered.
This is done by revoking the public key certificate. If the certificate would not be revoked, then Eve
could continue to impersonate Alice up to the end of the certificate’s validity period. An even worse
situation occurs, when the private key of a certification authority is compromised, as this implies, that
all certificates signed with this key have to be revoked!

Certificate revocation is realized by maintaining certificate revocation lists (CRL). CRLs are stored in
the X.500 directory and when checking a certificate, an entity also has to check that the certificate has
not yet been revoked which is realized by searching for the certificate in the CRL. Certificate revoca-
tion is a relatively slow and expensive operation, as the revocation information has to be distributed
with a public directory.

Direct Authentication Protocols
The X.509 recommendation also defines a family of three direct authentication protocols which are
succesively based on each other and can be executed by arbitrary entities:

1. One-way authentication: If only Alice wants to authenticate herself to Bob she sends the fol-
lowing message to Bob:

A! B :
�
A[tA; rA; B; sgnDataA; fKA;Bg+KB

]; CA<<A>>
�

(2.24)

with sgnDataA representing optional data to be signed by A, fKABg+KB
being an optional

session key encrypted with Bob’s public key, and CA << A >> being optional as well. The
notation A[m] serves as a shorthand notation for (m; fMDC(m)g�KA

). Upon reception of
this message, Bob verifies with +CKCA the contained certificate, extracts Alice’s public key,
checks Alice’s signature of the message and the timeliness of the message (by comparing tA to
its own clock), and optionally decrypts the contained session key KA;B , Alice has proposed.

2. Two-way authentication: If mutual authentication is desired, then Bob creates a similar mes-
sage:

B ! A :
�
B[tB; rB ; A; rA; sgnDataB ; fKB;Ag+KA

]; CA<<B>>
�

(2.25)
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The contained timestamp tB is not really required, as Alice can verify the freshness of the
signed message by checking if it contains the random number rA.

3. Three-way authentication: If Alice and Bob are not sure if they have synchronously running
clocks, Alice sends the following message to Bob:

A! B :
�
A[rB ]

�
(2.26)

In this case, the timeliness of Alice’s participation in the authentication dialogue is proven by
signing the “fresh” random number rB .

Concerning the signature algorithm it can be remarked, that as obvious from the use of certificates,
X.509 suggests to sign the authentication messages using asymmetric cryptography. However, the
authentication protocol itself can also be deployed using symmetric cryptography. In this case, A
and B need to have agreed upon a secret authentication key AKA;B prior to any protocol run, and
the messages are signed by appending a MAC computed with that key, such that A[m] represents
(m; fMDC(m)gKA;B

).

2.2.3 Validation of Cryptographic Protocols

The literature on cryptographic protocols gives various examples of weak protocols, such that an
attacker could circumvent the protocol without possessing the necessary key(s) or breaking the cryp-
tographic algorithm used in the protocol [26]. Examples are the Needham-Schroeder protocol [32],
in which an attacker could present an old session key and use it for a new authenticated session [8]
(see also the discussion above), the authentication protocol of an early draft version of the interna-
tional standard X.509 [15] which contained a similar flaw [6], as well as a software licensing system
of Purdy, Simmons and Studier [36], which could be circumvented by an attacker by combining and
reusing recorded messages [40].

These examples show the need for formal validation of cryptographic protocols as protocol flaws can
not be sufficiently analyzed using non-formal methods. For this purpose a variety of approaches has
been developed that can be divided into the following four classes [25]:

1. General approaches for analysis of specific protocol properties: Cryptographic protocols are
analyzed using established methods of software-verification, like finite-state-machine based
approaches [39, 54], first-order predicate calculus [17], or use specification languages for de-
scription and analysis of cryptographic protocols [55]. However, reasoning about the security
of a cryptographic protocol differs significantly from the proof of correctness of a protocol, as
the latter does not have to take into account malicious manipulations. Thus the approaches of
this category are not sufficiently suited for analysis of attacks on cryptographic protocols.

2. Expert system based approaches: The knowledge of human experts is formalized into deductive
rules that can be used by a protocol designer to investigate different scenarios in an automated
or even interactive way [23, 29]. While this approach is well suited to analyze a protocol’s
resistance to known attacks it does not allow to find flaws in a protocol that are based on
unknown attacking techniques [38, p. 66].
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3. Algebraic approaches: Cryptographic protocols are specified as algebraic systems whereby
in addition to the protocol steps, also the peer entities’ knowledge and beliefs concerning the
authentication dialogue are included in the formal model. The analysis of the resulting model
is conducted by examining algebraic term-rewriting properties of the model and inspecting if
the model can attain certain desirable or undesirable states. Examples for approaches of this
class are [28, 50, 51, 52, 56].

4. Specific logic based approaches: Approaches of this class define a set of predicates and a
mapping of messages exchanged during a protocol run into to a set of formula. A generic set
of rules allows then to analyze the knowledge and belief that is obtained by the peer entities of
a cryptographic protocol during a protocol run. The first published approach of this class was
BAN Logic [6], named after its inventors Burrows, Abadi and Needham. Various extensions and
other approaches based on the same idea have been proposed since then [10, 12, 18, 24, 41, 53].
Other logics based validation techniques for cryptographic protocols are [3, 4, 30, 37, 43, 44,
45, 46, 47].

One of the most successful approaches of this category is GNY Logic, which has been widely
used to analyze cryptographic protocols since its publication [12].

2.3 Conclusion

This chapter gave a brief introduction into principles of authentication. While data origin authenti-
cation aims to ensure the integrity of messages and to provide assurance that the identity claiming
to have created a message is indeed the originator of the message, entity authentication additionally
protects against replay attacks, ensuring that the peers of a communication taking place are actually
participating in the communication at a given moment.

The cryptographic algorithms used in authentication exchanges are symmetric and asymmetric en-
cryption as well as cryptographic hash functions. These algorithms are used as base primitives in
building cryptographic protocols for specific security objectives.

Authentication protocols are an important class of cryptographic protocols. Depending on if an au-
thentication protocol comprises online participation of a trusted third party or not, the authentication
protocol is referred to as an arbitrated authentication or a direct authentication protocol. Authenti-
cation protocols are fragile in the sense that a small change in message contents or order can break
the security of an authentication protocol. Therefore, formal analysis should be conducted when
designing a new or modifying an existing authentication protocol.
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Chapter 3

Current Approaches to Authentication in
Mobile Communications

This chapter analyzes the authentication procedures of current wireless and mobile communications
standards. The next section describes the security mechanisms including authentication of IEEE
802.11, the most deployed wireless LAN standard today. While its mobility support is limited as a
result of its conception of a local area network, it may nevertheless serve as an underlying link-layer
technology in a true mobile communications network, e.g. based on Mobile IP. Therefore, authenti-
cation in IEEE 802.11 is included in this project’s analysis. Section 3.2 describes the authentication
protocol of the global standard for mobile telephony, Global System for Mobile Communications
(GSM) and section 3.3 describes authentication of the so-called Release ’99 of the new standard Uni-
versal Mobile Telecommunications System (UMTS) which is basically a further development of GSM
authentication. Authentication for Mobile IP is discussed in section 3.4 with one section describing
the standard Mobile IP registration authentication and one section devoted to newer standardization
efforts in the IETF regarding Mobile IP and AAA interworking. The chapter closes with a conclusion
comparing the benefits and deficiencies of the different approaches.

3.1 Authentication in IEEE 802.11

The most deployed standard today for wireless local area networks, IEEE 802.11 [14], standardizes
medium access control and physical characteristics of a wireless local area network (LAN). The
standard comprises three physical layer units:

� Frequency Hop Spread Spectrum: 2.4 GHz band; 1, 2, 5.5, and 11 Mbit/s

� Direct Sequence Spread Spectrum: 2.4 GHz band, 1, 2, 5.5, 11 and 22 Mbit/s

� Baseband infrared: diffuse infrared; 1 and 2 Mbit/s

Transmission in the license-free 2.4 GHz band implies that the medium has to be shared with un-
volunteering 802.11 devices, and that logical separated wireless LANs will geographically and phys-
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Figure 3.1: Architecture of IEEE 802.11 Networks

ically overlap. The medium access control of IEEE 802.11 supports operation under control of an
access point as well as between independent stations. Figure 3.1 illustrates the architectures of both
modes of operation and makes use of the following acronyms:

� Station (STA): terminal with access mechanisms to the wireless medium and radio contact to
the access point,

� Basic Service Set (BSS): group of stations using the same radio frequency,

� Access Point: station integrated into the wireless LAN and the distribution system,

� Portal: bridge to other (wired) networks,

� Distribution System: interconnection network to form one logical network (extended service
set, ESS) based on several BSS.

IEEE 802.11 provides two basic security services:

� authentication of 802.11 peer entities, e.g. a mobile station and an access point, and

� confidentiality of data transfer, this is referred to as wireless equivalent privacy (WEP) in 802.11
terminology.

Many vendors claim that IEEE 802.11 is as secure as a wired network, which is also intended to be
indicated by the name wired equivalent privacy. However, this is far from being true, as quite a few
security flaws have been found in the specification [5] with the worst drawback being the missing key
management resulting in the shared use of one static key per basic service set.
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IEEE 802.11 authentication should be performed between stations and access points and could also
be performed between arbitrary stations. When performing authentication, one station is acting as
the requestor (A) and the other one as the responder (B). The authentication dialogue proceeds as
follows:

1. The requestor A sends a message demanding to authenticate itself to the responder and con-
taining the command identifier 1 and his identity IdA:

A! B :
�
Authentication; 1; IdA

�
(3.1)

2. Upon reception of this message the responder generates a fresh random number rB and answers
with the following message:

B ! A :
�
Authentication; 2; rB

�
(3.2)

3. The requestor creates the third message which contains the random number generated by B
and is encrypted with the shared, secret key KBSS that constitutes the shared secret of the basic
serving set in which A and B communicate:

A! B :
�
Authentication; 3; rB

	
KBSS

(3.3)

4. Upon reception of this message, the responder decrypts it with KBSS and checks if the con-
tained number is in fact the random number he generated in step 2. If this is the case, B answers
with a positive response:

B ! A :
�
Authentication; 4; Succesful

�
(3.4)

As can be easily deduced from the above protocol, mutual authentication requires two independent
protocol runs, one in each direction. It has to be noted, that it is not possible to explicitely demand an
802.11 device to authenticate itself to another device, as the dialogue has to be initiated by the entity
requesting to authenticate itself to some other device.

IEEE 802.11 provides two “variants” of authentication:

� Open System Authentication: “essentially it is a null authentication algorithm” ([14, section
8.1.1]), that means authentication is turned off, and

� Shared Key Authentication: “Shared key authentication supports authentication of STAs as
either a member of those who know a shared secret key or a member of those who do not.”
([14, section 8.1.2])

Furthermore, the required shared and secret key is presumed to have been delivered to participating
STAs via a secure channel that is independent of IEEE 802.11. Concluding, IEEE 802.11 does not
provide sufficient means for authentication in truly mobile environments and as a result of the missing
key management very often “open system authentication” is used.
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3.2 Authentication in GSM

The pan-european standard Global System for Mobile Telecommunications (GSM) [48, 49] aims to
provide true mobile, wireless communications with support for voice and data services and allows
for worldwide connectivity and international mobility with unique addresses. GSM provides the
following security features:

� Subscriber identity confidentiality: provides protection against an intruder trying to identify
which subscriber is using a given resource on the radio path (e.g. traffic channel or signaling
resources) by listening to the signaling exchanges on the radio path,

� Subscriber identity authentication: protects the network against unauthorized use,

� Signaling information element confidentiality: aims to ensure non-disclosure of signaling data
on the radio link, and

� User data confidentiality: aims to ensure non-disclosure of user data on the radio link.

However, only eavesdropping attacks on the radio link between the mobile and the base stations have
been taken into account in the design of the confidentiality mechanisms and no security is provided
inside the fixed part of the network. In the following we will focus on the subscriber identitiy authen-
tication of GSM. Figure 3.2 illustrates the architecture of an GSM network with respect to the entities
involved in user authentication and table 3.1 lists common acronyms of the GSM standards.
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Table 3.1: Common GSM Acronyms

Acronym Meaning

AUC Authentication center
BSC Base station controller
BTS Base transceiver station

IMSI International mobile subscriber identity
HLR Home location register
LAI Location area identifier
MS Mobile station (e.g. a mobile phone)

MSC Mobile switching center
MSISDN Mobile subscriber international ISDN number

SIM Subscriber identity module
TMSI Temporary mobile subscriber identity
VLR Visitor location register

The GSM subscriber identity authentication is realized with a challenge-response dialog. For this
the subscriber identity module (SIM) and the authentication center (AUC) of the subscribers network
provider share a secret key KAUC;MS . In order prepare user authentication, the AUC generates a
vector of random numbers RAUC:1;n and uses two algorithms called A3 and A8 to generate two
vectors of expected responses SRESAUC:1;n and session keys KBSC;MS:1;n. Together the three
vectors form an authentication vector which is stored in the home location register (HLR) storing the
current location of the mobile station (MS).

When a mobile station needs to authenticate to a serving network, it may be in one of the following
situations:

� The current cell belongs to a network, the MS has not visited in the (near) past. In this case it
presents his international mobile subscriber identity (IMSI) to the serving network. The serving
network, e.g. its mobile switching center (MSC) determines and asks the appropriate HLR to
send an authentication vector which is stored in the visited location register (VLR) together
with the IMSI of the mobile station.

� The current cell belongs to a network to which the MS has already authenticated in the (near)
past. If the authentication vector of the mobile station is still available in the VLR and there are
still some triplets left, that have not yet been used, then the HLR of that mobile station needs
not to be contacted.

In both cases an unused1 random number RAUC:i is presented to the mobile station and the station
answers this challenge with the expected result SRESAUC:i that it computes with the algorithm A3
and the key KAUC;MS it shares with its authentication center AUC. Figure 3.3 illustrates the basic
scheme of GSM subscriber identity authentication.

1The GSM standards also allow to reuse authentication triplets as an implementation specific choice. However, this
introduces the risk of not being able to detect potential replay attacks.
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The actual protocol of a “first-time” authentication consists of the following steps:

1. The mobile station sends its international mobile subscriber identity to the base station of the
visited network:

MS ! BSC :
�
IMSIMS

�
(3.5)

2. The BSC sends this information to its MSC which determines with a lookup in the VLR that
a new authentication vector for this MS has to be obtained from the HLR of that MS. So, in
short the visited network (represented by the BSC in the formula) sends the IMSIMS to the
appropriate HLR in order to ask for a new authentication vector:

BSC ! HLR :
�
IMSIMS

�
(3.6)

3. Upon receipt of this message the HLR looks up an authentication vector belonging to ISMIMS
(which may be generated on the fly if the HLR is also acting as an AUC or has an AUC directly
attached to it) and sends it back to the visited network:

HLR! BSC :
�
IMSIMS ;KBSC;MS:1;n; RAUC:1;n; SRESAUC:1;n

�
(3.7)

4. The visited network then sends a challenge containing one of the random numbers received in
the authentication vector to the mobile station:

BSC !MS :
�
RAUC:1

�
(3.8)
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5. Upon receipt of the challenge the mobile station computes the signed response SRESAUC:1 =
A3(KAUC;MS ; RAUC:1) and sends it back to the visited network:

MS ! BSC :
�
SRESAUC:1

�
(3.9)

6. The visited network checks if the response sent by the mobile station equals the number that
has been provided in the authentication vector, and if so extracts the appropriate session key
KBSC;MS:1 from the authentication vector. It then creates a message containing the location
area identifier LAI1 that identifies the area where the MS currently is located and a temporary
mobile subscriber identity (TMSI) for the MS. This message is encrypted with the session key
before being sent to the mobile station:

BSC !MS :
�
LAI1; TMSIMS:1

	
KBSC;MS:1

(3.10)

7. The MS generates the session key by computing KBSC;MS:1 = A8(KAUC;MS ; RAUC:1) and
uses it to encrypt the received message. After decryption the MS stores the values LAI1 and
TMSIMS:1. This temporary identity is used in all further signaling exchanges so that the
IMSIMS needs not to be exposed to potential attackers eavesdropping on the air interface.

If the MS later on needs to re-authenticate in the range of the same VLR, e.g. in the course of a
handover to another BSC, this is accomplished as follows:

1. The MS sends a message containing the location area identifier and its temporary mobile sub-
scriber identity:

MS ! BSC :
�
LAI1; TMSIMS:i

�
(3.11)

2. Upon receipt of this message the BSC checks (via the MSC) with the VLR if this temporary
identity is known in this area and obtains an unused triplet of the authentication vector. It then
sends the following challenge to the MS:

BSC !MS :
�
RAUC:i+1

�
(3.12)

3. The MS computes the signed response SRESAUC:i+1 = A3(KAUC;MS ; RAUC:i+1) and sends
it back to the BSC:

MS ! BSC :
�
SRESAUC:i+1

�
(3.13)

4. The BSC checks if the returned response matches the expected result of the authentication
triplet. If so, it generates a new temporary mobile subscriber identity, encrypts it and the loca-
tion area identifier with the new session key KBSC;MS:i+1, and sends the resulting message to
the MS:

BSC !MS :
�
LAI1; TMSIMS:i+1

	
KBSC;MS:i+1

(3.14)
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5. The MS computes the new session key KBSC;MS:i+1 = A8(KAUC;MS ; RAUC:i+1) and uses
it to obtain its new temporary identity TMSIMS:i+1 that will be used in future signaling and
authentication message exchanges. As the temporary identity is send to the mobile station in
an encrypted way, a passive eavesdropper can not link the new temporary identity to the former
one.

A similar procedure is used in the case when a mobile station enters an area which is handled by an-
other VLR. If the two VLRs belong to the same operator, the new VLR2 may determine the old VLR1

with the help of the location area identifier LAI1 and then ask VLR1 to send remaining authentication
triplets for this mobile station.

1. The MS sends a message containing the location area identifier and its temporary mobile sub-
scriber identity:

MS ! BSC :
�
LAI1; TMSIMS:i

�
(3.15)

2. Upon receipt of this message the BSC checks (via the MSC) with the VLR2 if this temporary
identity is known in this area. As LAI1 contained in the mobile stations request does not match
the local LAI2 the local VLR2 contacts VLR1 in order to ask for authentication triplets for that
mobile station:

V LR2 ! V LR1 :
�
LAI1; TMSIMS:i

�
(3.16)

3. Upon receipt of this message VLR1 looks up the entry corresponding to the temporary pseu-
donym and answers with a message containing the temporary pseudonym and the IMSI of the
mobile station as well as the remaining unused authentication triplets:

V LR1 ! V LR2 :
�
LAI1; TMSIMS:i; IMSIMS ;

KBSC;MS:i+1;n; RAUC:i+1;n; SRESAUC:i+1;n

� (3.17)

4. After receiving this message VLR2 communicates an authentication triplet to the BSC which
in turn sends a challenge to the mobile station:

BSC !MS :
�
RAUC:i+1

�
(3.18)

5. The MS computes the signed response SRESAUC:i+1 = A3(KAUC;MS ; RAUC:i+1) and sends
it back to the BSC:

MS ! BSC :
�
SRESAUC:i+1

�
(3.19)

6. The BSC checks if the returned response matches the expected result of the authentication
triplet. If so, it generates a new temporary mobile subscriber identity, encrypts this and its own
location area identifier LAI2 with the new session key KBSC;MS:i+1, and sends the resulting
message to the MS:

BSC !MS :
�
LAI2; TMSIMS:i+1

	
KBSC;MS:i+1

(3.20)
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7. The MS computes the new session key KBSC;MS:i+1 = A8(KAUC;MS ; RAUC:i+1) and uses it
to obtain its new temporary identity TMSIMS:i+1 and the new location area identifier which
will be used in future signaling and authentication message exchanges.

While the scheme explained above is the preferred one, it can not be used in certain situations, e.g.:

� the TMSIMS:i is unavailable at VLR1, e.g. because it has not been used for a longer amount of
time,

� there are no more unused authentication triplets left, or

� VLR2 is not able to contact VLR1.

In these cases an initial dialogue is needed, that is the BSC asks the mobile station to send its IMSI and
contacts the HLR of the mobile station in order to ask for a new authentication vector. Furthermore,
if VLR1 and VL!R2 belong to different network operators the handover can not be performed and the
call is disconnected.

Summarizing, in GSM only the mobile station authenticates itself to the visited network and there
is no authentication of the visited network to the mobile station. The authentication is based on
challenge-response vectors which are generated by an authentication center of the mobile stations
operator and which are transmitted unprotected via the signaling network to the visited network. This
allows for two main attacks in case the signaling network is compromised:

� The most obvious attack is an attacker eavesdropping on a signaling link in order to obtain valid
challenge-response vectors and IMSIs. This would allow to access service on behalf of other
users.

� As visited network has no assurance of the freshness of the received authentication vector, an
active attacker could replay an old vector. Even worse, as the visited network has no means to
check the authenticity of received authentication vectors, an attacker could even invent them.
As a result the attacker could access service on behalf of other users and / or “invent” new users.

The permanent identification of a mobile station (IMSI) is just sent over the radio link when no tem-
porary pseudonym and / or authentication vector is available in the visited network for that mobile.
This allows for partial location privacy. However, as the IMSI is sometimes sent in clear, it is nev-
ertheless possible to learn about the location of those mobile stations who are performing a “first
time” authentication by eavesdropping on the radio link. An active attacker may even impersonate a
base station and explicitly demand mobile stations to send their IMSIs, so that the location privacy
protection of GSM can not be considered sufficient. Finally, the trust model of GSM which assumes
trust between all network operators can not be considered adequate for future generations of wireless
networks that are supposed to support seamless handover between a variety of network technologies
including privatetly operated wireless local area networks and publicly operated wide area mobile
networks (UMTS and beyond).
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3.3 Authentication in UMTS Release ’99

The release ’99 of the UMTS specification lists the following security services to be provided:

� User identity confidentiality:

– User identity confidentiality: the property that the permanent user identity (IMSI) of a
user to whom a service is delivered cannot be eavesdropped on the radio access link,

– User location confidentiality: the property that the presence or the arrival of a user in a
certain area cannot be determined by eavesdropping on the radio access link,

– User untraceability: the property that an intruder cannot deduce whether different ser-
vices are delivered to the same user by eavesdropping on the radio access link,

� Entity authentication:

– User authentication: the property that the serving network (SN) corroborates the user
identity of the user,

– Network authentication: the property that the user corroborates that he is connected to a
serving network that is authorized by the user’s HE to provide him services; this includes
the guarantee that this authorization is recent,

� Confidentiality:

– Cipher algorithm agreement: the property that the mobile station (MS) and the SN can
securely negotiate the algorithm that they shall use subsequently,

– Cipher key agreement: the property that the MS and the SN agree on a cipher key that
they may use subsequently,

– Confidentiality of user data: the property that user data cannot be eavesdropped on the
radio access interface,

– Confidentiality of signaling data: the property that signaling data cannot be eavesdropped
on the radio access interface,

� Data Integrity:

– Integrity algorithm agreement,

– Integrity key agreement,

– Data integrity and origin authentication of signaling data: the property that the receiving
entity (MS or SN) is able to verify that signaling data has not been modified in an unau-
thorized way since it was sent by the sending entity (SN or MS) and that the data origin
of the signaling data received is indeed the one claimed.
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Table 3.2: Common UMTS Acronyms

Acronym Meaning

AK Anonymity key
AMF Authentication management field

AUTN Authentication token
AV Authentication vector
CK Cipher key
HE Home environment
IK Integrity key

RAND Random challenge
SQN Sequence number

SN Serving network
USIM User services identity module
XRES Expected response

Table 3.2 lists common UMTS acronyms with special regard to security mechanisms. Authentication
in UMTS basically follows the same ideas like in GSM. Some entity in the home network generates
an authentication vector for a mobile station, which are send to the visited network. One difference
to GSM, however, is the fact that the home network also provides some values that enable the mobile
station to verify if it is receiving responses from a visited network that his home network provider
trusts in.

Figure 3.4 gives an overview of the UMTS authentication procedure:

� After the mobile station has presented its identity to the visited network, the visited network
requests authentication data from the stations home environment.

� After receiving and storing an appropriate authentication vector the visited network sends the
first random number of the authentication vector together with a so-called authentication token
(AUTN) to the mobile station.

� The mobile station checks the authentication token, computes the response to the random num-
ber challenge and sends it back to the visited network. Furthermore, the mobile station com-
putes the cipher key and the integrity key from the random number and the secret key it shares
with its home environment.

� The visited network checks, if the mobile stations response matches the expected response
of the authentication vector and if so selects the cipher key and the integrity key from the
authentication vector.

Figure 3.5 illustrates the generation of the authentication vector in the home environment:

� The home environment remembers a sequence number SN for each of its mobile stations. For
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Figure 3.4: Overview of Authentication in UMTS Release ’99 (Source [1])

K

SQN RAND

f1 f2 f3 f4 f5

MAC XRES CK IK AK

AUTN := SQN ⊕ AK || AMF || MAC

AV := RAND || XRES || CK || IK || AUTN

Generate SQN
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Figure 3.5: Generation of Authentication Vectors in UMTS Release ’99 (Source [1])

each authentication entry of the authentication vector it generates a new sequence number (by
incrementing the stored value) and a fresh random value RAND.

� By computing a function f1 over the key K shared with the mobile station, s so-called authen-
tication management field (AMF), the sequence number SN and the random number RAND
it generates a a so-called messageauthenticationcode(MAC)2.

2This code is not to be mixed up with the definition of the term MAC given in section 2.1

Page 34 TKN-01-002 Copyright at Technical University Berlin.
All rights reserved.



3.3. AUTHENTICATION IN UMTS RELEASE ’99

K
SQN

RAND

f1 f2 f3 f4

f5

XMAC RES CK IK

AK

SQN ⊕ AK AMF MAC

AUTN

Verify MAC = XMAC

Verify that SQN is in the correct range

⊕

Figure 3.6: User Authentication Function in the User Service Identity Module (Source [1])

� Like in GSM the expected result is computed by applying a function to the shared secret key
and the random number, and additionally three different keys are computed in a similar fashion,
each one with a different function that is applied to the shared secret key and the random
number: a ciphering key (CK), an integrity key (IK) and a so-called anonymity key (AK).

� The purpose of the anonymity key is to conceal the sequence number, which is communicated
to the mobile station in the authentication token. This token is composed of the sequence
number xor’ed with the anonymity key, the authentication management field, and the MAC.

� An authentication vector is made up of entries composed of a random number RAND, an
expected result XRES, a cipher key CK, an integrity key IK, and an authentication token.

When the mobile station receives the challenge it proceeds as follows (see also figure 3.6):

� It computes the anonymity key by applying the function f5 to the shared secret key and the
random number.

� By xor’ing the anonymity key with the concealed sequence number, it obtains the sequence
number of this authentication challenge.

� It then computes the MAC by applying the function f1 to the shared secret key, the sequence
number, the authentication management field, and the random number. If the computed MAC
matches the MAC contained in the authentication token and the sequence number is bigger
than the sequence number of the last successful protocol run, the mobile station assumes that
the response is from a visited network in which its home environment trusts.

� After the network authentication has been checked the mobile station compute the cipher key,
the integrity key and the expected result, and sends the latter to the visited network.
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Summarizing, security of UMTS Release ’99 is quite similar to its GSM counterpart. The home
environment generates challenge-response vectors which are transmitted unprotected via the signaling
network to a visited network that needs to check the authenticity of a mobile station. However, unlike
in GSM the network also authenticates itself to the mobile station. The permanent identification
of a user is still revealed to the visited network and is only protected from passive eavesdropping
attacks on the wireless link in subsequent authentication and signaling exchanges. Nevertheless,
it can still be demanded by an attacker which impersonates a base station, as there is no network
authentication in this case. The reason for this is, that the permanent identification of the mobile
station is needed in order to demand the home environment to provide an authentication token for the
visited network. Furthermore, confidentiality is only provided on the radio link and the the security
model still assumes trust between all network operators. Finally, no security measures are taken to
protect security relevant information during transport in the signaling network.

3.4 Authentication for Mobile IP

When reasoning about and designing an authentication infrastructure and protocol for Mobile IP it
should be taken into account, that there are different motivations for different authentication relations:

� Authentication between the mobile node and its home network basically serves to counter hi-
jacking attacks, which may enable a malicious node to obtain access to the IP packets destined
for a mobile node.

� Authentication between the mobile node and the visited network serves to be able to control
access to network resources and to ensure secure accounting of network resource usage.

� Authentication between the visited network and the home network also serves to control which
mobile node may use network resources and to ensure secure accounting of network resource
usage. Additionally it allows to control which networks may be accessed by a mobile node.

Even though Mobile IP provides means to realize all of the above relations it has soon been dis-
covered, that the build-in mechanisms are not sufficient to realize scalable authentication in roaming
scenarious on a global basis. The main reasons for this lie in the missing key management and
the missing integration with an authorization and accounting infrastructure. Therefore, two working
groups of the IETF, the AAA group and the Mobile IP group, are currently analyzing the interactions
between Mobile IP authentication and AAA procedures in a joint effort.

The following section describes the standard Mobile IP authentication protocol and section 3.4.2 gives
an overview of the current state of integrated AAA / Mobile IP authentication.

3.4.1 Standard Mobile IP Authentication

Mobile IP provides basic mechanisms for authenticating the entities involved in a mobile nodes regis-
tration. The principle mechanism for realizing authentication is appending a cryptographic hash value
to registration messages. These hash values are transmitted in extensions to the registration messages.
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Figure 3.7: Mobile IP Registration Authentication Extension

Figure 3.7 illustrates the format of these extensions. The type field is set to 32, 33, or 34 depending
on if this extension is a mobile node / home agent, a mobile node / foreign agent, or a foreign agent
/ home agent authentication extension. The length field specifies the payload length of this exten-
sion, that is 4 byte plus the number of bytes of the authenticator. The security parameter index field
(SPI) identifies the security association which specifies the security context that has to be established
between the authentication peers prior to the registration exchange. In particular, the SPI selects the
authentication algorithm, its mode and a secret (a shared key, or appropriate public/private key pair)
used in computing the authenticator. The authenticator is computed over the entire Mobile IP reg-
istration message and includes all protocol fields and prior extensions up to the authenticator field
itself. If a message contains more than one authentication extension, all prior authentication exten-
sions are included in the computation of the authenticator. The default algorithm for computing the
authenticator is MD5 in prefix+suffix mode3.

A mobile node, that wants to register at a foreign network listens to so-called advertisement messages
of a foreign agent. After having received such an advertisement, the registration of a mobile node is
realized by running the following registration protocol:

1. The mobile node sends a registration message to the foreign agent which contains some F lags
concerning protocol details of Mobile IP, a requested Lifetime for the registration, the home
address of the mobile node AddrMN , the address of the mobile nodes home agent AddrHA, the
care-of-address CoA the mobile node wants to register, an identifier IdReq of this request, the
mobile nodes network access identifier NAIMN , an authentication extension to be checked by
the home agent SigMN;HA, and optionally an authentication extension SigMN;FA to be checked
by the foreign agent:

MN ! FA :
�
RegReq; F lags; Lifetime;AddrMN ; AddrHA; CoA; IdReq;

NAIMN ; SigMN;HA; [SigMN;FA]
	 (3.21)

2. Upon reception of this message the foreign agent checks the mobile node / foreign agent authen-
tication extension if present, eventually computes a foreign agent / home agent authentication

3This MAC construction raises some cryptographic concern [27, Example 9.66] and it is recommended to use the
HMAC construction [21] instead.
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extension, and sends the resulting message to the home agent:

FA! HA :
�
RegReq; F lags; Lifetime;AddrMN ; AddrHA; CoA; IdReq;

NAIMN ; SigMN;HA; [SigMN;FA]; [SigFA;HA]
	 (3.22)

3. The home agent checks the authenticity of the received message by re-computing the appro-
priate message authentication codes and comparing them to the values of the authentication
extensions in the message. At least one check will be performed as the mobile node / home
agent authentication extension is mandatory in the registration procedure. The home agent then
creates the registration-reply message which contains the Mobile IP specific result in the Code
field, the Lifetime of the registration, the addresses of the mobile node AddrMN and the home
agent AddrHA, an identifier IdRep of the reply, the network access identifier of the mobile node
NAIMN , the home agent / mobile node authentication extension SigHA;MN , and optionally the
home agent / foreign agent authentication extension SigHA;FA. This message is send to the
foreign agent:

HA! FA :
�
RegRep;Code; Lifetime;AddrMN ; AddrHA; IdRep;

NAIMN ; SigHA;MN ; [SigHA;FA]
	 (3.23)

4. The foreign agent checks the home agent / foreign agent authentication extension if present,
eventually computes and appends the optional foreign agent / mobile node authentication ex-
tension, and sends the resulting message to the mobile node:

FA!MN :
�
RegRep;Code; Lifetime;AddrMN ; AddrHA; IdRep;

NAIMN ; SigHA;MN ; [SigHA;FA]; [SigFA;MN ]
	 (3.24)

5. Upon reception of this message the mobile node checks the included authentication extensions.
If all checks are succesful and the home agent had accepted the registration request the mobile
node has succesfully registered and can assume IP connectivity using his home address.

This procedure has to be repeated after expiration of the registration lifetime. At a first glance the
scheme seems to be sufficient to realize all of the authentication relations mentioned above. However,
it has soon been discovered that its main drawback, the missing management of keys to be shared
between the mobile node and the foreign agent, as well as between the foreign agent and the home
agent, represents a serious deficiency in deployment scenarios in which mobile nodes roam between
multiple access networks that are operated by different providers.

While the shared secret key to be used by the foreign agent and the home agent could be established
with a standard IPSec internet key exchange (IKE) [13], this is not possible for the shared key to be
used by the mobile node and the foreign agent, as the MN has not yet obtained a valid IP address at
the moment when it needs to establish the authentication relation to the foreign agent. Furthermore, it
has to be noted that IKE is a very general purpose protocol, which offers more flexibility and requires
more effort than a dedicated protocol for Mobile IP might need. This motivates integration with an
authentication, authorization and accounting infrastructure.
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Figure 3.8: Entities involved in Integrated AAA / Mobile IP Authentication

3.4.2 Mobile IP Authentication with AAA Infrastructure

With the ubiquitous availability of dial-in services offered by Internet Service Providers (ISP) that
emerged during the last five years, a new client demand for ubiquitous access to the service of ones
ISP has grown. That means, that a client who has a service agreement with an ISP wants to make use
of this agreement regardless of his current location, e.g. to access the Internet from a hotel room by
using a dial-up service of a local service provider who might have an agreement with the clients ISP.
The main motivation for this is reduced cost of long distance Internet communication in comparison
with direct access to ones ISP over a long distance telephone line.

These kind of usage scenarios are called roaming scenarios and they appear in two different categories
of mobile communications:

� Nomadic communications, in which mobility only appears between sessions, and

� True mobile communications, in which users may also move during active sessions.

The roaming scenario decribed above (also sometimes referred to as the “road warrior scenario”)
falls in the category of nomadic communications and it does not necessarily have to involve a wireless
network technology. In fact, as wireless Internet access using currently available wide area networks
is quite slow and expensive, the original motivation for roaming operations emerged from clients
accessing the Internet using the wired telephone network. However, when the IETF started working
on the definition of a general authentication, authorization and accounting (AAA) infrastructure that
should support roaming operation, it was soon discovered that the same infrastructure could also be
used for true mobile communications, especially to support Mobile IP authentication, authorization
and accounting.

Figure 3.8 shows the entities involved in a Mobile IP registration supported by an AAA infrastructure.
The shaded areas mark the administrative domains to which the enclosed network entities belong.
Every administrative domain contains one or more local AAA servers (AAAL) and multiple foreign
agents (FA). The AAA servers of different domains may interact either directly or with the help of a
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Figure 3.9: Static and Dynamic Trust Relationships in Integrated AAA / Mobile IP Authentication

network of inter-operating AAA brokers. The “home domain” of a mobile node contains one or more
home AAA servers (AAAH) as well as one or more home agents (HA). As a mobile node moves it
may need to change its access point necessitating a handover operation. Depending on if the old and
the new foreign agent belong to the same or different administrative domains, this handover operation
is called an intra-domain handover or an inter-domain handover.

The joined AAA / Mobile IP authentication procedure assumes some static trust relationships that are
depicted with continuous lines in figure 3.9 and that pre-established between:

� mobile nodes and their home AAA server,

� foreign agents and their local AAA servers,

� home agents and their home AAA servers,

� AAA servers and one or more AAA brokers

� various AAA brokers, and

� eventually local and home AAA servers (segmented line) which allows to avoid the direct
involvement of AAA brokers and the related performance degradation.

By making use of these static trust relationships, the AAA / Mobile IP registration procedure allows to
create dynamic trust relationships which are depicted by dotted lines in figure 3.9 and are established
between:

� mobile nodes and their home agent,

� mobile nodes and their foreign agent, and

� foreign agents and home agents which are currently involved in service provision for a mobile
node.
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Figure 3.10: Message Flow in Integrated AAA / Mobile IP Authentication

The main motivation for realizing the trust relationship between a mobile node and his home agent
dynamcally is, that this allows for dynamic assignment of a home agent to a mobile node in cases
where the mobile node has no requirements regarding the home IP address with which it will register.

The joined AAA / Mobile IP registration is realized by running the following protocol (see also figure
3.10 for an overview of the message flow, the following description focusses on message contents
important to the aspects of authentication and session key exchange):

1. All foreign agents periodically send out Mobile IP advertisement messages containing an NAI
extension identifying themselves and a challenge-response extension which carries a random
number rFA freshly generated by the foreign agent:

FA!MN :
�
Advertisement; : : : ; NAIFA; rFA

�
(3.25)

2. The mobile node stores the received NAI of the foreign agent, creates a Mobile IP registration
message containing the foreign agents random number, his network access identifier and a
signature that can be checked by his home AAA server, and sends this message to the foreign
agent:

MN ! FA :
�
RegReq; : : : ; rFA; NAIMN ; SigMN;AAAH

�
(3.26)

3. The foreign agent creates an AAA mobile registration request (AMR) message which contains
the mobile nodes request message and sends it to his local AAA server:

FA! AAAL :
�
AMR; : : : ; RegReq; : : : ; rFA; NAIMN ; SigMN;AAAH

�
(3.27)

4. The local AAA server either indirectly forwards this message by the use of AAA brokers or
directly sends this message to the home AAA server which can be determined by evaluating
the contained network access identifier of the mobile node:

AAAL! AAAH :
�
AMR; : : : ; RegReq; : : : ; rFA; NAIMN ; SigMN;AAAH

�
(3.28)

Copyright at Technical University Berlin.
All rights reserved.

TKN-01-002 Page 41



CHAPTER 3. CURRENT APPROACHES TO AUTHENTICATION IN MOBILE COMMUNICATIONS

5. The home AAA server checks the signature SigMN;AAAH of the mobile node over the contained
Mobile IP registration message. If this check is successful, the home AAA server may deduce,
that the mobile node in fact created the registration message. However, it should be noted, that
the home AAA server can not deduce anything about the freshness of the message, as it did not
generate the random number challenge rFA itself and, therefore, does not know when it was
generated.

The home AAA server now creates a home agent registration message (HAR) containing the
mobile nodes original Mobile IP registration message, a session key KMN;HA for use between
the mobile node and the home agent, as well as a second session key KFA;HA for use between
the foreign and the home agent. These two session keys are encrypted with a shared secret
key KAAAH;HA. Furthermore, the home AAA server includes the session keys KMN;FA and
KMN;HA to be distributed to the mobile node, encrypted with the secret key KMN;AAAH it
shares with the mobile node4.

The home AAA server appends a signature to the resulting HAR message and sends it to the
home agent:

AAAH ! HA :
�
HAR; : : : ; RegReq; : : : ; NAIMN ; fKMN;HA;KFA;HAgKAAAH;HA

;

fKMN;FA;KMN;HAgKMN;AAAH
; SigAAAH;HA

� (3.29)

6. Upon reception of this message the home agent checks the signature, registers the mobile node
with the care-of-address contained in the included RegReq , and decrypts and stores the two
session keys. It then creates a Mobile IP registration reply message (RegRep) which also con-
tains the session keys as provided by the home AAA server and signature SigHA;MN of the
home agent. The RegRep message is inserted into a home agent answer message (HAA), and
send to the home AAA server, confirming the successful registration of the mobile node:

HA! AAAH :
�
HAA; : : : ; (RegRep; : : : ; fKMN;FA;KMN;HAgKMN;AAAH

;

SigHA;MN ); SigHA;AAAH
� (3.30)

7. The home AAA server creates an AAA mobile registration answer message (AMA) containing
the RegRep message included in the HAA message. If the mobile node has successfully been
registered at the home agent, the home AAA server furthermore includes session key material
encrypted for distribution to the foreign agent. The resulting message is signed and sent to the
AAA server of the visited network5:

AAAH ! AAAL :
�
AMA; : : : ; rFA; fKMN;FA;KFA;HAgKAAAH;AAAL

; (RegRep; : : : ;

fKMN;FA;KMN;HAgKMN;AAAH
; SigHA;MN ); SigAAAH;AAAL

� (3.31)

4The encryption of the session keys for communication to the mobile node is realized using a combination of exclusive-
or and the MD5 hash function according to [35].

5If the message is sent to AAAL via brokers, the key KAAAH;Broker is used instead of KAAAH;AAAL and every broker
performs appropriate cryptographic checks and transformations according to the hop-by-hop security model used between
AAA brokers. However, for reasons of simplicity we here describe the simple case in which the home and the foreign AAA
server already share a secret key.
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8. The AAA server of the visited network checks the signature of the message, decrypts, stores
and re-encrypts the session keys to be communicated to the foreign agent, and then sends the
following message to the foreign agent:

AAAL! FA :
�
AMA; : : : ; rFA; fKMN;FA;KFA;HAgKFA;AAAL

; (RegRep; : : : ;

fKMN;FA;KMN;HAgKMN;AAAH
; SigHA;MN ); SigAAAL;FA

� (3.32)

9. Upon reception of this message the foreign agent checks the contained signature and processes
the AMA message. If the AMA message signals successful registration of the mobile node,
the foreign agent deduces, that the mobile node had signed his random number rFA correctly
in the second step and can therefore be assumed to be authentic. The foreign agent decrypts
and stores the contained session keys KMN;FA and KFA;HA, and then forwards the RegRep
message to the mobile node:

FA!MN :
�
RegRep; : : : ; fKMN;FA;KMN;HAgKMN;AAAH

; SigHA;MN
�

(3.33)

10. The mobile node first decrypts the session keys as provided by the home AAA server using the
secret key it shares with the home AAA server, stores the obtained keys and then uses the key
KMN;HA to check the signature SigHA;MN that has been created by the home agent in the sixth
step. If this check is positive, the mobile node has successfully been registered at the foreign
agent.

If the mobile node later on needs to re-register, e.g. after expiration of the Mobile IP registration time-
out, it will use the obtained session keys to sign his registration message, so that no direct involvement
of the AAA infrastructure is required.

In case of a handover to another foreign agent, the mobile node will also try to perform authentication
using the obtained session keys. For this it signs the new foreign agents random number challenge
rFAnew with the key KMN;FAold and indicates the identity of the old foreign agent by including
the appropriate NAI extension into his registration request. In this case the authentication protocol
proceeds as follows6:

1. The new foreign agent periodically sends out advertisement messages that contain their NAI
and a random number challenge:

FA!MN :
�
Advertisement; : : : ; NAIFAnew; rFAnew

�
(3.34)

2. The mobile node creates a Mobile IP registration request message which contains the received
random number, the mobile nodes NAI, the NAI of the old foreign agent, a signature to be
checked by the home agent and a signature to be checked by the new foreign agent which has
been signed with the key that was previously obtained for authentication with the old foreign
agent:

MN ! FA :
�
RegReq; : : : ; rFAnew; NAIMN ; NAIFAold; SigMN;HA; SigMN;FAold

�
(3.35)

6The exact procedure and message formats for this case have not yet been specified in [7], so that the description
given here can just outline the basic idea that has been proposed so far. Furthermore, the description is focused on the
authentication protocol and for reasons of clarity does not include all message fields
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3. The foreign agent creates an AAA mobile registration request (AMR) message which contains
the mobile nodes request message and sends it to his local AAA server:

FA! AAAL :
�
AMR; : : : ; RegReq; : : : ; rFAnew; NAIMN ; NAIFAold;

SigMN;HA; SigMN;FAold
� (3.36)

4. The local AAA server looks up, whether it can supply the new foreign agent with the session
keys KMN;FAold and KFAold;HA, and, if so, updates his record and answers with a message
like:

AAAL! FA :
�
AMA; : : : ; rFAnew; fKMN;FAold;KFAold;HAgKFAnew;AAAL

;

SigAAAL;FAnew
� (3.37)

5. Upon reception of this message the new foreign agent decrypts the contained session keys, and
using KMN;FAold checks the signature SigMN;FAold of the mobile nodes registration request. If
this check is positive it can proceed further with the normal Mobile IP registration procedure
(see also step 2. in section 3.4.1).

The authentication scheme discussed so far will allow to perform intra-domain handover operations in
a more efficient manner than inter-domain handovers, as the full authentication procedure involving
the home AAA server can be avoided in cases where the local AAA server still holds valid session
keys for the mobile node. In case of inter-domain handover operations and after expiration of the ses-
sion keys lifetime, a full AAA authentication as explained before has to be performed. Furthermore,
the scheme also allows to allocate the home agent in the visited domain.7

However, several security remarks have to be stated:

� The authentication procedure involves quite a few entities which makes security analysis diffi-
cult.

� The challenge-response verification is distributed: the foreign agent provides a random number
challenge, but it can not verify the response. It has to trust a home AAA server it does only
know via a chain of trust created with his local AAA server and eventually a series of AAA
brokers. On the other side, the home AAA server can verify the response, but does not provide
the challenge. He, therefore, may not deduce that the mobile nodes registration is fresh.

� The intermediate AAA brokers can read the session keys for the AAA server of the visited
network and the foreign agent.

� The NAI extension of the mobile node is send is cleartext in the fixed network and – even
worse – also over the unprotected air interface. Hence, there is no location privacy protection,
not even from passive attackers eavesdropping on the air interface.

7In this case, the home AAA server directly answers to the foreign AAA server in Step 5 of the full dialogue and the
foreign AAA server determines a home agent and performs the exchange of the HAR and HAA messages [7].
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3.5 Summary

In this chapter the authentication procedures of current mobile communication standards have been
presented and discussed.

The weakest security is attained by the authentication protocol of IEEE 802.11, as there is one com-
mon key for all mobile stations that are served by one base station. While IEEE 802.11 is not a
mobile communications standard and does, therefore, provide only limited mobility management and
handover support, this weakness should be kept in mind when “being tempted” to combine Mobile
IP authentication with IEEE 802.11 authentication: it simply would not make a lot of sense, as IEEE
802.11 authentication alone is not sufficient for the above reasons and authenticating twice could only
marginally (if at all) improve security.

GSM provides a scalable means for authenticating mobile users as long as they are moving in the
area covered by one service provider and do not wish to perform inter-domain handovers, which
are not supported. The permanent identity of a mobile station is not revealed over the air interface
when this can be avoided. However, this protection can easily be circumvented by an active attacker
which explicitely demands a mobile station to reveal its permanent international mobile subscriber
identity. The trust model of GSM assumes trust between all operators and also assumes the signaling
network to be secure – a dangerous assumption in practice given that base station transceivers are
often connected via a wireless link to their base station controller. As authentication vectors are
transmitted unprotected in the signaling network this enables attackers to eavesdrop on authentication
vectors which could be later on used to impersonate mobile stations.

The authentication procedure of UMTS Release ’99 is based on the same principles as GSM authen-
tication. As a slight improvement the home network of a mobile station includes an authentication
token into every authentication tuple which can be checked by the mobile station so that it can be
assured to communicate with a network that is trusted by its home network. However, it is still pos-
sible for an active attacker to explicitely demand the permanent identification of a mobile station, as
this identification is needed by the home environment to create the authentication token. As in GSM
trust is assumed between all operators and in the signaling network no protection is provided for the
exchanged messages.

Current approaches to authentication for Mobile IP propose an integration with AAA authentication.
One of the main design goals is to realize authentication and Mobile IP registration with one single
Internet traversal. As the procedures are not yet completely specified (e.g. for re-authentication in the
same administrative domain) a detailed security analysis remains to be done. However, it can already
be seen from the current protocol proposal that the distributed challenge-response verification (FA
creates challenge, AAAH verifies the MNs response) makes security analysis more difficult. This
could be avoided if the two tasks of distributing a session key and checking the timeliness of a mobile
nodes response were clearly separated. Furthermore, the current proposals do not include any location
privacy protection.
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Conclusion

This report has given a general introduction into principles and mechanisms of authentication and
presented and discussed the authentication protocols of current mobile communication standards.

When designing an authentication infrastructure for mobile Internet access the following considera-
tions should be taken into account:

� The decentralized organization of the Internet has proven to be one major advantage over clas-
sical centralized approaches, as it allows a more dynamic network evolution. However, a de-
centralized organization also entails drawbacks. One consequence is that the traditional trust
model which assumes trust between all interworking network operators can not be upheld in the
future as more and more operators, possibly including “pico-operators” of wireless local area
networks, will have to interwork in order to provide at any given instance the most efficient and
most economic network access to authorized users.

� As the use of wireless communications devices is to become an integral part of our daily life,
increased care has to be taken of its negative impacts on privacy in order to avoid large-scale
surveilance of users as well as resistance against the technology as a consequence of users
feeling incomfortable with it. This requires a privacy-protecting architecture for authentication
and accounting services.

4.1 Issues for Further Study

The following aspects are identified for further study:

� Security analysis: as the specification of the integrated AAA / Mobile IP procedures is not
yet finished, a detailed security analysis still needs to be done. In this context two strategies
are possible: to wait for the standard, analyze if it is acceptable and eventually improve the
standard with some additional engineering, or to develop an own solution that meets security
and performance requirements and try to influence standardization with that solution.
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� Evaluation of performance implications: authentication is one task to be fulfilled during the
handover of a mobile station. Therefore, it has to be taken into account when evaluating
the performance issues of handover operations. In this respect, authentication during inter-
domain handover operations and re-authentication occurring at intra-domain handover opera-
tions should be evaluated using standard performance analysis methods.

� Modification of protocols to improve location privacy: the current approach of the IETF is
unacceptable with respect to location privacy of mobile nodes, as this is not protected at all.
Therefore, further work should be done regarding the improvement of location privacy during
AAA registration as well as during Mobile IP data exchange.

� Security issues of accounting tickets: as the assumption of trust between all operators becomes
more and more inappropriate, more care should be taken about potential forgery of accounting
tickets. One possible countermeasure could be to include periodic signing of accounting tickets
by the mobile node into the signaling protocol.

4.2 Next Steps

In the further course of our work regarding authentication for mobile Internet access we will next
concentrate on the performance aspects of the current IETF approach. Our first step in this direction
will be the construction of a discrete event simulation model for integrated AAA / Mobile IP authen-
tication and evaluating some selected scenarios using authentication latency, server occupation, etc.
as performance metrics.

The goal of this evaluation is to get a clearer understanding of the operations critical for (re-)authen-
tication performance. It should also provide a means to estimate appropriate dimensioning of an
authentication infrastructure for Mobile IP.
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