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Abstract—Next generation intelligent transportation systems
aim at many cooperative perception and cooperative driving
functions that need significant computational resources. Offload-
ing such tasks to some mobile edge computing solutions is
considered part of the solution, which is currently investigated
in the scope of 5G networks. In the automotive context, such
edge systems could be road-side units (RSU), which, however,
can easily be overloaded at peak times. Vehicular micro-cloud
approaches have been proposed to overcome such problems by
sharing computational resources of nearby cars. In this study,
we propose an offloading system architecture to enable such
offloading such vehicular micro-cloud interconnected by a 5G
core network. We model the system as a queueing model to
derive closed-form solutions for selected performance metrics.
Based on these insights, we propose the Double-Check Offloading
Algorithm (DCOA) to obtain the best offloading ratio to the
vehicular micro-cloud. Our simulation results show the proposed
DCOA has better system performances compared with four other
offloading schemes.

Index Terms—Edge computing, offloading, SG core network,
vehicular micro-cloud

I. INTRODUCTION

In recent years, there has been an increasing number of
vehicle-related applications, such as collision avoidance, with
the need for high calculating resources and low latency.
Because of the lake of computing resources on a general
vehicle, it is not sufficient to perform the calculations of such
applications within a short time. Thus, computing resources
are one of the main limitations of vehicle-related applications.
A popular solution is to offload the calculating tasks to a
road-side unit (RSU) [1] deployed at the edge side of the
cellular network. The RSU can complete tasks independently
or directly deliver them to a local edge server[2].

However, the performance of the RSU may decrease when
there are many vehicles simultaneously using the RSU[3].
A potential solution is to offload the calculating tasks to a
remote server through infrastructure networks, such as the 5th
generation (5G) core network with the next generation node B
(gNB). Vehicular micro-cloud[4] is a promising candidate for
remote servers because parked vehicles in a vehicular micro-
cloud typically do not use their resources.

In comparison with RSU, offloading tasks to a remote
vehicular micro-cloud may result in serving a larger number
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of users, thus increasing the system scalability. Unfortunately,
benefits are always accompanied by overheads, i.e., the task
response time increases because of the long distance between
the users and the vehicular micro-cloud. Additionally, the cost
increases owing to the use of the infrastructure network and
the fee for parked vehicles. From the viewpoint of system
operators, balancing these benefits and overheads is essential.

In this study, we propose an offloading system architecture
and describe it as a queueing model to derive closed-forms
of metrics. Then, we use network simulator 2 (ns-2) to verify
the correctness of the closed-forms interactively. Additionally,
we propose our double-check offloading algorithm (DCOA)
to obtain the offloading ratio of the remote vehicular micro-
cloud by observing system performance. The proposed DCOA
is based on an objective function, in which operators and
service providers can decide the weights of metrics to define
their priorities.

II. BACKGROUND

A. Road-Side Unit (RSU)

RSU is a unit placed beside the road and plays an im-
portant role in many vehicle-related applications. It commu-
nicates with nearby vehicles and provides diverse services,
such as calculating tasks[1], locating vehicles[5], transmitting
safety-related messages[6] or information[7], and download-
ing data[8]. For supporting these applications, an RSU should
have the ability to compute complex calculations or directly
connect to an edge server instead.

B. 5th Generation (5G) Core Network

The 5G core network comprises a data plane and a control
plane. The data plane is independent of the control plane[9]
and can be deployed close to users to improve communication
qualities, such as latency. The control plane is a service-based
architecture, which organizes different service blocks into
network slices according to the service requirements of users.
The service requirements can be mapped to a corresponding
Slice/Service Type (SST) defined in 3GPP TS23.501, clause
5.15.2.2[10]. The Ultra-Reliable Low-Latency Communica-
tion (URLLC) slice will enable the use of the Internet with
low latency and high reliability[11].



C. Vehicular Micro-Cloud

A vehicular micro-cloud comprises vehicles that are usually
parked and rarely use their CPU resources, and it provides
services as a server[12], [13], [14]. Additionally, it improves
the resource usage rate of the parked vehicles, which may
obtain benefits (for example, fees) as feedback. The scale of
a vehicular micro-cloud is dynamic because parked vehicles
may leave. Therefore, the calculating ability of a vehicular
micro-cloud is also dynamic, and depends on the number of
vehicles being used .

III. RELATED WORK
A. Edge Traffic Offloading

Guo et al.[15] proposed an algorithm based on deadlines
to decide whether to offload and then deliver tasks to an edge
server or the cloud according to the cost involved. Li [16]
focused on the offloading decision and the wireless scheduling
to an edge server among many mobile devices. Zhan et al.[1]
used deep learning to determine when and how to schedule
offloading tasks to the RSUs along a road. Xu et al.[17] used
vehicle-to-vehicle communications to offloading data traffic
to other vehicles, which use WiFi to deliver these data traffic
to the Internet. Dai et al.[18] focused on the relaying scheme
to determine when and which vehicle cloudlets to be offload.

In this study, we focus on determining the offloading ratio
to the remote vehicular micro-cloud by using the queueing
model and the proposed algorithm. Additionally, rather than
focusing on the method of offloading traffic to RSUs, we
enable tasks to be directly offloaded to a vehicular micro-
cloud through the gNBs and the 5G core network.

B. Dynamic Scaling System

Several studies[19], [20], [21] have focused on the tradeoff
between cost and performance when turning on or off service
instances. These studies observe the relationships between the
metrics, propose algorithms or schemes to achieve a balance
between these factors.

In this study, we do not focus on the algorithm to dynam-
ically turn on or off service instances. Rather, our proposed
algorithm determines the value of the offloading ratio to the
vehicular micro-cloud.

IV. PROPOSED OFFLOADING SYSTEM

The proposed offloading system architecture is illustrated in
Fig 1, and the notations are listed in Table I. The goal of the
proposed offloading system is to reduce the RSU loadings
by offloading the tasks of user equipment (UE) directly to
the vehicular micro-cloud through the gNBs and the 5G core
network. The UE may be vehicles or smartphones, the RSU
represents the local system, and the vehicular micro-cloud
represents the remote system. We assume that the task arrival
rate of the system follows a Poisson distribution with mean
A

When the local system is overloaded, offloading tasks to
the remote system can not only increase the system service
rate, but also increase the cost. As mentioned in section I, the
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Figure 1. Proposed offloading system architecture

Table 1
LIST OF NOTATIONS
Notation  Explanation

P System performance

A System task arrival rate

B Offloading task ratio to remote system

C Average system cost

Wy Average system response time in queues per task

S Average system service rate

Al Task arrival rate in local system

I Service rate for each instance in local system

K; The number of maximum tasks can be accommodated in

local system

(&)} Average local system cost

c Average cost for each instance in local system
Wa Average local system response time in the queue per task
S Average local system service rate

Ar Task arrival rate in remote system

o Service rate for each instance in remote system

K, The number of maximum tasks can be accommodated in

remote system

Cr Average remote system cost

cr Average cost for each vehicle instance in remote system
Wer Average remote system response time in the queue per task
Sr Average remote system service rate

k The number of vehicle instances in remote system

e’ Setup rate for each vehicle instance in remote system

w1 Weight factor for C'

w2 Weight factor for W

w3 Weight factor for S

former can be attributed to the larger number of tasks being
handled, whereas the latter can be attributed to the additional
fee for parked vehicles. Because of the URLLC slice, we
assume the response time does not increase with the longer
delivery distance in the infrastructure networks.

A. Local System (RSU)

We assume that there exists only one RSU (only one edge
server, if any), and its calculating time per task follows an
exponential distribution with mean 1/y;. The RSU always
consumes resources because it does not turn off even when
there are no tasks. If there are too many tasks, the RSU buffers
some of the tasks in a queue and ignores the remaining tasks
because of overloading.

B. Remote System (Vehicular Micro-Cloud)

We assume that the vehicular micro-cloud consists of k
vehicles parked in a parking lot. The calculating time per



task follows an exponential distribution with mean 1/u, for
each vehicle instance. If the number of tasks is greater than
the number of started vehicle instances, a non-started vehicle
instance is set up to reduce the response time. We assume that
the setup time follows an exponential distribution with mean
1/ar, and the vehicle instance consumes resources but can not
calculate tasks during the setup time. In contrast, if the number
of tasks is lesser than the number of started vehicle instances,
a started vehicle instance is turned off immediately to save
resources, and vehicle instances, if any, in the setup time are
turned off first. If there are too many tasks, the vehicular
micro-cloud buffers some of the tasks in the queue and ignores
the remaining tasks.

C. Model Analysis

Three metrics are considered in evaluating the system
performance: the average cost of the RSU and the vehicular
micro-cloud by consuming resources, C, the average response
time in the queues per task, W, and the average number of

serving tasks, S. The system performance P is defined in (1).

wlC X UJQWq
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Based on the definition of P, hereafter, we refer to the
system performance as Cost Response time Production
Service rate Division (CRPSD); a smaller CRPSD indicates
a better system performance. Before calculating CRPSD, we
normalize the three system metrics from O to 1. The weight
factors in (1) can be set by operators or service providers to
reflect their preferences, and we set them to 1 as the default
value.

System metrics are the combination of the local metrics
and remote metrics defined in (2), (3), and (4).

C=C+0C, 2)
S X Wy + Sy x W,

w, =2 qls e 3)
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The system follows the remote offloading ratio (5 to offload
tasks to the remote system and offloads the remaining tasks
to the local system, as defined in (5) and (6).

A= Ax B (5)

AMN=A=-X A =Ax(1-7) ©6)

By using the equations from (1) to (6), we express the
system performance with local and remote metrics. Then, we
discuss the forms of these metrics to determine the CRPSD.
Because the RSU (or the edge server, if any) is required
to calculate tasks for many vehicles in typical scenarios, we
assume that its calculating ability is 100 times stronger than
that of a vehicle instance. The resource consumption of an
RSU may also be 100 times greater than that of a vehicle
instance based on the previous assumption that the calculating

speed of an RSU is 100 times faster than that of a vehicle
instance. However, the vehicular micro-cloud involves an
additional fee, and we assume that the additional fee increases
the cost of the vehicle instance by two times. Therefore, the
cost ratio between an RSU and a vehicle instance is 50. We
set both the average service rate u, and the average cost c,
for each vehicle instance to be 1 as default.

The local system can be described as an M/M/1/N queueing
model. Thus, we have the following forms: (7), (8), and (9).
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The remote system can be described as a queueing model,
as proposed in previous study [21]. Because of the page
limitation, we have only defined the key equations in this
paper. For more details on the mathematical derivation or
proof of the equations, please refer to the cited paper. The
remote metrics can be defined as follows:

kK.
Cr =cr( Z m,jni—i—z Z i,y min(j —n,, k—n;))
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In (10) to (12), 7; ; denotes the probability of a vehicular
micro-cloud state, which comprises ¢ vehicle instances cal-
culating tasks (already set up) and j tasks that need to be
completed. The notation Ssp4c. denotes the set of all vehicular
micro-cloud states, and n; denotes the number of vehicles that
perform calculations, which has the same value as .

The closed-forms of the three local and remote metrics
are obtained from (7) to (12). We used these closed-forms
to calculate the system performance metrics defined in (1)—
(4), and then used the network simulator 2 (ns-2)[22] version
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Figure 2. Parameter study of the core system metrics

2.35 to implement and run the simulation of the proposed
offloading system. All the simulations in this paper run
1,000,000 simulation-time and have the following default
values: K; = 200, K, = 250, k£ = 150, and o = 0.02. The
results are depicted in Fig. 2a — Fig. 2d. By observing CRPSD
in Fig. 2d, we find that the best remote offloading ratio locates
at the local minimum searched from 8 = 1.0. Additionally, we
observe that it may locate at the local minimum searched from
£ = 0.0 in some particular situations, in which the RSU can
perform calculations fast without consuming a considerable
number of resources.

V. DOUBLE-CHECK OFFLOADING ALGORITHM (DCOA)

A. DCOA Overview

According to the observations of Fig. 2d, we propose the
DCOA in algorithm 1, which checks the two local minimums
searched from 8 = 0.0 and 8 = 1.0 to identify the correct
global minimum. We use a gradient descent method, DCOA
gradient descent, to determine the local minimum. If the
feedback result worsens, the algorithm changes the search-
ing direction and reduces the searching step simultaneously.
Fig. 2d depicts that the distance during the search for the
local minimum starting from 8 = 1.0 is much greater than
that starting from /3 = 0.0. Therefore, we set a large searching

step (0.16) when starting from 3 = 1.0 and a small searching
step (0.02) when starting from 5 = 0.0.

Algorithm 1: Double-Check Offloading Algorithm
(DCOA)
Procedure DCOA (P)
Br = DCOAGradientDescent(—1,1.0,0.16, P);
B = DCOAGradientDescent(1,0.0,0.02, P);
if P(B,) < P(8;) then
Bpcoa = Br;

else
| Bpcoa = Bi;

return Bpcoa;

B. DCOA Gradient Descent

DCOA gradient descent shown in algorithm 2 is used to

determine the local minimum for DCOA:

« If the searching feedback is worse than the previous one,
change the searching direction and reduce the searching
step.

o Record the searching result for comparison with that
obtained the next time.

« If the step becomes sufficiently small (< 0.01), keep step
0.01 and return the next searching result to DCOA.
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Figure 3. Impact of offloading schemes

o If the step is greater than a thread (0.01), move a step.

« If the current 5 value is larger than 1.0, set 5 = 1.0 and
change the searching direction and reduce the searching
step.

o If the current 3 value is lesser than 0.0, set 3 = 0.0 and
change the searching direction and reduce the searching
step.

C. Evaluation and Comparison

We compare DCOA with four other schemes: Local, Re-
mote, Random, and Intuitive. The Local scheme offloads all
the tasks to the RSU, whereas the Remote scheme offloads
all the tasks to the vehicular micro-cloud. The Random
scheme offloads tasks to the RSU and the vehicular micro-
cloud randomly (50%). The Intuitive scheme uses an intuitive
method, whereby it allows the local arrival rate \; equal to
the RSU service rate y;, and offloads the remaining tasks to
the vehicular micro-cloud, to prevent the RSU from getting
overloaded and to serve users to the greatest possible extent.
The simulation results are depicted in Fig. 3a — Fig. 3d.

The proposed DCOA exhibits the best CRPSD at each
arrival rate. DCOA performs well, particularly with respect
to response time. The performance of the Intuitive scheme
is extremely close to that of DCOA in terms of cost and
service rate, but significantly worse than DCOA with respect
to response time. This is because the RSU in the Intuitive

scheme undergoes heavy loading. Although the task does
not accumulate and overflow in the queue, the response time
increases considerably.

The Local scheme exhibits the best cost because only
the RSU consumes resources, whereas no started vehicle
instances exist in the vehicular micro-cloud. In contrast, it
performs the worst in terms of response time and service rate.

A non-institute trend of the Remote scheme exhibits in
terms of CRPSD, which decreases with the increasing task
arrival rate from 100 to 150. This trend is because the
vehicular micro-cloud always consumes resources for vehicle
instances in setup time. In contrast, the vehicle instances
sometimes immediately turn off if any task is completed
during this period. Therefore, the cost of the Remote scheme
is extremely close to the maximum, &, while the service rate is
increasing and then improves the CRPSD. Additionally, this
trend affects other offloading schemes except for the Local
scheme.

VI. CONCLUSION
In this study, we proposed an offloading system architecture
comprising the RSU, 5G core network, and vehicular micro-
cloud. Then, we interactively verified the correctness between
the closed-forms and ns-2 simulations. Additionally, we pro-
posed DCOA, including the DCOA gradient descent, and
compared it with other offloading schemes. The simulation



Algorithm 2: DCOA Gradient Descent
Procedure DCOAGradientDescent (Sign, Binit,
Step, P)
60u7‘7’ent = ﬁinit;
Pprem'ous = 20,
Flagrunning = True;
Flagterminal = False;
while Flag,unning do
lf P(ﬁcurrent) > Pprevious then
Sign = Sign x (—1);
Step = Step/2;
Pprevious = P(ﬂcurrent);
if Step < 0.01 then

5current = 6current + Szgn x 0.01;
L Flag'r‘unning - False;

else
L ﬂcurrent = 6current + Slgn X St@p;

if Bcurrent > 1.0 then
ﬁcum'ent =1.0;
if Flagterminal then
Sign = Sign x (—1);
L Step = Step/2;
else
L Flagterminal = True;

else if B.yrrent < 0.0 then
5current = 0.0;
if Flagterminal then
Sign = Sign x (—1);
L Step = Step/2;
else
L Fla/gterminal = True;

else
L Fla'gterminal = False;

ﬁDCOAGT'adientDescent = ﬁcuw’ent;
L return ﬁDCOAGradientDescent;

results demonstrated that DCOA exhibited the best system
performance. In the future, we intend to further investigate
this issue by considering more factors, such as the mobility
of vehicles, previously turning on and slowly turning off the
vehicle instance in the vehicular micro-cloud, and attempting
to simulate the effects of 5G core network slices.
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