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Abstract—This paper focuses on Zero-Trust Foundation Mod-
els (ZTFMs), a novel paradigm that embeds zero-trust security
principles into the lifecycle of foundation models (FMs) for
Internet of Things (IoT) systems. By integrating core tenets,
such as least privilege access, continuous verification, data con-
fidentiality, and behavioral analytics into the design, training,
and deployment of FMs, ZTFMs can enable secure, privacy-
preserving AI across distributed, heterogeneous, and potentially
adversarial IoT environments. We present the first structured
synthesis of ZTFMs, identifying their potential to transform
conventional trust-based IoT architectures into resilient, self-
defending ecosystems. Moreover, we propose a comprehensive
technical framework, incorporating federated learning (FL),
blockchain-based identity management, micro-segmentation, and
trusted execution environments (TEEs) to support decentralized,
verifiable intelligence at the network edge. In addition, we
investigate emerging security threats unique to ZTFM-enabled
systems and evaluate countermeasures, such as anomaly de-
tection, adversarial training, and secure aggregation. Through
this analysis, we highlight key open research challenges in
terms of scalability, secure orchestration, interpretable threat
attribution, and dynamic trust calibration. This survey lays a
foundational roadmap for secure, intelligent, and trustworthy
IoT infrastructures powered by FMs.
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TABLE I
ABBREVIATION AND FULL NAME

Abbreviation Full name
AI Artificial Intelligence
CPS Cyber-Physical Systems
FedIoT Federated Learning-enabled IoT
FL Federated Learning
FM Foundation Models
GNN Graph Neural Network
IDS Intrusion Detection Systems
IoT Internet of Things
IIoT Industrial IoT
JIT Just-In-Time
LLMs Large Language Models
LPA Least Privilege Access
LSTM Long Short-Term Memory
ML Machine Learning
NLP Natural Language Processing
SMPC Secure Multi-Party Computation
SOTA State-Of-The-Art
TEEs Trusted Execution Environments
ZTFM Zero-Trust Foundation Models

I. INTRODUCTION

A. Artificial Intelligence for Internet of Things

ARTIFICIAL Intelligence (AI) is driving a paradigm shift
in the Internet of Things (IoT), enabling intelligent, data-

driven decision-making across distributed, sensor-rich environ-
ments [1], [2]. By enhancing the perception, reasoning, and
actuation capabilities of IoT devices, AI facilitates smarter
automation and system-wide optimization in sectors such
as manufacturing [3], agriculture [4], transportation [5], and
home automation [6].

According to the “Digital Transformation Enabler: Ma-
chine Learning” report from the Industry IoT Consortium [7],
AI-enabled IoT systems already deliver tangible benefits.
In manufacturing, AI-driven predictive maintenance reduces
equipment downtime and boosts operational efficiency. For
instance, KONUX applies AI-powered sensors to monitor
railway infrastructure in real time [8], enhancing public safety
and reliability. In agriculture, precision farming leverages AI
algorithms to analyze soil conditions, forecast weather, and
optimize irrigation. Consumer platforms like LG’s ThinQ ON
hub [9] use machine learning (ML) to manage smart home
devices based on user behavior and contextual patterns.

Building upon these domain-specific applications, a new
class of models – Foundation Models (FMs) – has emerged
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as the next frontier in AI. Unlike task-specific models,
FMs are pre-trained on massive datasets and exhibit cross-
domain generalization capabilities through self-supervised
learning [10]. Notable examples, e.g., OpenAI’s GPT [11],
Google’s BERT [12], and China’s DeepSeek [13], [14], sup-
port a wide range of downstream applications, from natural
language understanding to multimodal reasoning. Their in-
tegration into IoT offers new opportunities for decentralized
intelligence, adaptive control, and autonomous collaboration.

B. Security Challenges of Foundation Models

Despite AI-driven IoT systems leveraging machine learning
for localized intelligence, the growing heterogeneity and dy-
namic nature of IoT data have exposed the limitations of task-
specific models. FMs can generalize across domains and tasks
through large-scale pretraining, are increasingly deployed to
support IoT applications, such as predictive maintenance,
healthcare monitoring, and autonomous mobility. FMs can
also enable cross-domain knowledge transfer, reducing the
need for training from scratch on each device. However, the
integration of FMs into IoT introduces a new security dimen-
sion: unlike traditional AI, FMs operate in distributed and
resource-constrained environments, often relying on federated
or decentralized training across IoT nodes. This interaction
makes FMs susceptible to IoT-specific threats, e.g., model
poisoning, inference attacks, and adversarial manipulations,
under non-IID and intermittent connectivity conditions. There-
fore, understanding the security challenges of FMs within
IoT environments is critical to developing trustworthy AI and
resilient IoT infrastructures.

The scale and complexity of FMs present critical challenges
when deployed in resource-constrained and adversarial IoT
environments. Traditional AI pipelines fall short in addressing
key issues such as data confidentiality, trust enforcement, en-
ergy efficiency, and security assurance. These limitations can
be prominent in IoT systems, where devices are heterogeneous,
intermittently connected, and often physically exposed.

Despite their expressiveness capability, FMs bring signif-
icant security and privacy risks in IoT deployments. Unlike
traditional ML models, FMs are typically pre-trained on mas-
sive, heterogeneous datasets and deployed across distributed
infrastructures [15]. This decentralized nature disrupts conven-
tional security assumptions and expands the attack surface,
leaving systems vulnerable to membership inference [16],
model poisoning, backdoor injections, and adversarial infer-
ence attacks [17].

Energy consumption emerges as a key performance metric.
FMs demand substantial computational resources, which poses
challenges for energy-constrained IoT devices. An effective
FM framework is expected to strike a balance between robust
security, model accuracy, and energy efficiency.

Other crucial metrics include data integrity, communica-
tion overhead, and latency, all of which are key to many
mission-critical IoT scenarios such as smart healthcare, in-
dustrial automation, and autonomous vehicles. The diversity
and sensitivity of IoT-generated data (e.g., medical records or
operational telemetry) require scalable, lightweight privacy-
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Fig. 1. A conceptual overview of ZTFM-enabled IoT applications. The
architecture integrates Zero Trust principles with enabling technologies. These
components collaboratively mitigate adversarial threats such as model poi-
soning, membership inference, backdoors, and Byzantine failures, enhancing
the security posture of real-world IoT scenarios, including Smart Cities,
Healthcare, and Industrial IoT.

preserving techniques, e.g., differential privacy and secure fed-
erated aggregation, that go beyond what is used in centralized
FM infrastructures [18].

These considerations substantiate the urgent need for a
paradigm shift towards a unified framework that integrates
the expressiveness of FMs with the security, privacy, and effi-
ciency guarantees of a zero-trust architecture, tailored specifi-
cally for the constraints and requirements of IoT ecosystems.

C. Contributions

This paper advocates for embedding zero-trust security
principles [19] into the FM lifecycle-enforcing continuous
verification, least privilege access, and secure computation by
design, and puts forth a new zero-trust FM (ZTFM) for IoT
systems and applications. A ZTFM is envisaged to integrate
zero-trust security principles into the design, training, and
deployment of FMs, enabling continuous verification, fine-
grained access control, and privacy-preserving computation
across distributed IoT environments. By integrating zero-trust
security with the adaptive, intelligent capabilities of FMs,
IoT systems can move from being vulnerable, trust-based
networks to self-defending ecosystems. The result is a more
secure, more autonomous IoT, which is able to overcome
the challenges of a dynamic and increasingly hostile digital
landscape.

This paper represents the first structured effort to define,
formalize, and analyze ZTFM in the context of IoT. By
examining how core zero-trust principles, including LPA,
continuous verification, data confidentiality and integrity, and
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behavioral analytics, can be operationalized in FM-driven
IoT systems, we aim to bridge the gap between trustless
IoT architectures and scalable AI frameworks. We also pro-
vide a technical synthesis of key enabling technologies for
ZTFMs, including federated learning (FL) [20], blockchain-
based identity management [21], micro-segmentation [22], and
trusted execution environments (TEEs) [23], outlining how
they jointly support secure, collaborative AI across hetero-
geneous IoT and edge networks. Moreover, we analyze the
unique threats and limitations that arise in ZTFM-enabled IoT
environments and identify future research opportunities for
scalable, interpretable, and resilient trust enforcement in real-
world IoT applications.

The contributions of this paper are summarized as follows:
1) We present the first comprehensive synthesis of ZTFMs

in IoT systems and applications, identifying a timely
opportunity to integrate zero-trust principles with the
training and deployment of FMs. This integration ad-
dresses the growing need for dynamic, decentralized trust
management in AI-driven IoT systems.

2) We formalize four core security principles and ana-
lyze their operationalization in constrained, potentially
malicious, and heterogeneous IoT environments. This
helps reveal implementation gaps in current zero-trust
deployments and highlights open research directions for
principle-level enforcement in FM workflows.

3) We propose a unified technical framework of ZTFMs that
combines FL, blockchain-based identity management,
micro-segmentation, and TEEs. This framework not only
enables privacy-preserving and verifiable AI computation
at the network edge, but also identifies current limitations
in scalability, secure orchestration, and interoperability
across IoT infrastructures.

4) We conduct an in-depth analysis of emerging threats in
ZTFM-enabled IoT systems and review defense strate-
gies, such as anomaly detection, adversarial training,
and secure aggregation. Accordingly, we identify future
research challenges, including lightweight secure multi-
party computation (SMPC), interpretable threat attribu-
tion, and AI-driven dynamic trust calibration for real-time
edge intelligence in future intelligent IoT systems.

D. Promising Applications of ZTFMs for Internet of Things
The combination of zero-trust principles and FMs is poised

to transform the security of the IoT. In a traditional IoT
environment, devices are often trusted by default once they
are authenticated – a risky assumption given the growing
scale and sophistication of cyber threats [24]. A zero-trust
approach, summarized by the maxim “never trust, always
verify,” insists that no device, user, or system be trusted
automatically [25]. Every interaction must be continuously
authenticated, authorized, and validated.

FMs, which are large-scale AI models trained on vast and
diverse data, bring a new level of intelligence to implementing
zero-trust for IoT. They can learn complex patterns of behavior
across different types of devices and contexts [26], [27]. By
ingesting telemetry, logs, sensor outputs, and network behav-
ior, these models build a detailed, evolving understanding of
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Fig. 2. ZTFM-enabled security architecture for IoT. FMs analyze behavioral
data to enforce Zero-Trust decisions and trigger alerts across smart home,
healthcare, and industrial IoT settings.

what “normal” looks like for each device and system [28]. This
enables them to continuously verify the legitimacy of device
actions, detecting subtle signs of compromise or malfunction
without relying on pre-written signatures or manual rules.

In practice, a ZFTM for IoT would monitor device behavior
at scale, dynamically adjusting access permissions based on
ongoing risk assessments [29]. If a smart thermostat begins
sending large volumes of encrypted data at odd hours, the
model could immediately recognize this deviation from normal
behavior, isolate the device, and alert administrators. Access
control becomes dynamic and context-aware, based not only
on static identities but on live, real-world behavior.

ZFTM can also automate policy generation and enforce-
ment. As new devices are introduced into the network, the
FM could propose security policies tailored to the device’s
expected behavior and risk profile, reducing administrative
burden. Over time, the system would adapt to changes without
human intervention, maintaining a strong security posture as
IoT ecosystems evolve [30].

Despite the progress in edge AI and FL, real-world deploy-
ment in IoT environments faces critical challenges due to lim-
ited or intermittent connectivity. To address this, lightweight
versions of FL models can be deployed directly on gateways or
edge devices [31], ensuring that zero-trust principles, such as
continuous authentication and data minimization, are upheld
even when connection to a central cloud is unreliable. This lo-
calized enforcement is essential for maintaining resilience and
privacy in sensitive and bandwidth-constrained settings, e.g.,
smart homes [32], industrial factories [33], supply chains [34],
and healthcare facilities [35]. Furthermore, Mao et al. [36]
extended these principles to even more constrained scenarios,
proposing a blockchain-enabled cold-start aggregation scheme
for federated reinforcement learning in zero-trust LEO satellite
networks. Their work illustrates how ZTFMs can operate
effectively in dynamic, adversarial edge environments, such
as space-based IoT, where stable connectivity cannot be guar-
anteed and trust among participants is inherently limited.
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E. Organization

The rest of this paper is organized as follows. Section II
surveys existing literature on zero-trust frameworks and the
application of FMs in IoT systems and environments. Sec-
tion III examines critical security threats associated with FMs,
including model and data poisoning, model inference attacks,
Byzantine faults, backdoor attacks, and challenges in intrusion
detection. Section IV explores four foundational principles that
form the basis of the ZTFM architecture: LPA, continuous
verification, data confidentiality and integrity, and behavioral
analytics. Section V analyzes the core technical components
of ZTFM and their roles in supporting a robust zero-trust
architecture. Section VI identifies open research challenges in
the deployment of ZTFM for IoT, emphasizing the necessity of
interdisciplinary approaches. Section VII concludes the paper.

II. STATUS QUO OF ZERO-TRUST FRAMEWORKS AND
FOUNDATION MODELS

In this section, we first assess the state-of-the-art (SOTA) in
zero-trust frameworks that have primarily focused on privacy
protection and data reliability, with limited attention to feder-
ated threats, access control, continuous verification, and data
integrity. We then examine existing research in FMs relevant
to IoT systems and applications.

A. Zero-Trust Frameworks

Zero-trust frameworks can enhance cybersecurity by con-
tinuously verifying access and limiting implicit trust, thereby
effectively protecting user privacy against unauthorized expo-
sure. These frameworks can improve data reliability through
rigorous authentication and strict access controls so that only
trustworthy entities interact with sensitive information.

In [37], a research agenda was presented to improve security
in the Metaverse through a zero-trust continuous authentication
framework. The privacy issues associated with implementing
continuous authentication in social virtual reality (VR) were
examined based on a foundational element of the Metaverse.
An FL-based adaptive authentication framework that utilizes
multimodal biometric data was developed, which can explore
biometric authentication for continuous verification in VR.
FL introduces a privacy-preserving approach that allows col-
laborative ML across distributed devices while maintaining
data confidentiality [38]–[41]. However, existing FL protocols
remain susceptible to both internal and external adversaries,
posing risks to data privacy and system integrity [42].

Beyond developing robust global models, it is crucial to
design FL frameworks that offer strong privacy guarantees and
resilience against various adversarial threats. Traditional cryp-
tographic protocols, e.g., zero-knowledge proofs and garbled
circuits, provide potential solutions for secure computations
on private data, however, their scalability remains a major
obstacle in large-scale FL systems [43]. To address this
issue, alternative approaches in ZTFM, e.g., LPA, continuous
verification, data confidentiality and integrity, and behavioral
analytics, could be explored to enhance the integrity and
reliability of user-reported metrics while maintaining privacy.

In [44], an intelligent connected vehicle system behavior
paradigm was built on a zero-trust framework to enhance
security and reliability in information perception, communi-
cation, and control within a vehicular platoon. The frame-
work can mitigate interference from complex behaviors, in-
formation exchange, network topology, and environmental
factors. Joshi et al. [45] explored the transformative impact
of AI/ML, blockchain, quantum computing, and cloud/edge
technologies on the development and effectiveness of zero-
trust architectures. Although these technologies can contribute
to advanced trust evaluation and adaptive access control in
zero-trust models, it is still difficult to ensure continuous
verification and least-privilege access across hybrid and multi-
cloud environments.

An analysis of the transition from traditional perimeter-
based security to the zero-trust framework was given in [46].
The impact of emerging technologies, such as AI and quantum
computing, was explored on zero-trust policies and deploy-
ment strategies. In particular, ML in zero-trust was examined,
showcasing its ability to enhance security through pattern
analysis, anomaly detection, and threat prediction, enabling
real-time decision-making.

Complementing these perspectives, Mao et al. [47] provided
a comprehensive survey of security and privacy challenges
in 6G network edge environments, emphasizing the intersec-
tion of Zero-Trust principles with edge computing, AI, and
network slicing. The survey identifies key threats, such as
resource-constrained adversaries, dynamic trust bootstrapping,
and distributed data leakage. Their analysis highlights that
while Zero-Trust concepts provide a strong foundation for 6G
edge security, practical deployments must contend with unique
trade-offs between latency, privacy, and scalability.

B. Foundation Models for Internet of Things
FM can be leveraged to enhance IoT by providing powerful,

generalizable AI capabilities that improve real-time decision-
making and automate complex tasks across diverse applica-
tions. Their ability to learn from vast amounts of heteroge-
neous IoT data enables adaptive, scalable, and efficient deploy-
ments, greatly advancing the intelligence and responsiveness
of IoT systems. The key features of FMs that make them
applicable to IoT systems include:

• Multimodal integration, which aims to fuse and jointly
process multimodal data (e.g., images, sensor readings,
textual metadata), enhancing IoT systems’ situational
awareness and context comprehension.

• Real-time decision-making, which supports fast infer-
ence and real-time responsiveness, essential for latency-
sensitive IoT applications, such as healthcare monitoring,
industrial automation, and autonomous systems.

• Adaptability, where FMs adapt to evolving environmental
conditions and dynamic IoT data distributions through
minimal additional training.

• Representation learning, which extracts meaningful and
generalized patterns from noisy, sparse, or multimodal
IoT data, improving accuracy and reliability.

Pipeline parallelism, data parallelism, and multi-modal learn-
ing can be employed to advance the sustainable development
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of FM in the 6G era [48]. In pipeline parallelism, adapting
activation and gradient compression along communication
resource allocation helps mitigate communication bottlenecks
caused by unstable wireless links.

Network FMs can be designed to capture the distinct
characteristics of network data [49]. In particular, a network
FM incorporates a multi-modal embedding layer to identify
cross-modal dependencies between different packet fields for
building data representation. In [50], a zero-shot IoT sensing
was developed with an FM text encoder, which can align IoT
data embeddings with semantic embeddings. To enhance the
extraction of semantic embeddings, the underlying physics of
IoT sensor signals was used in a cross-attention mechanism
that integrates a learnable soft prompt, optimized on training
data, with an auxiliary hard prompt encoding domain-specific
knowledge.

Baris et al. [51] surveyed the potential of FM and large
language models (LLMs) in Cyber-Physical Systems (CPS)
and the IoT by addressing challenges within the perception,
cognition, and communication. Different from traditional task-
specific ML models, which face limitations due to data anno-
tation needs and sensor heterogeneity, FM can provide a task-
agnostic and self-supervised learning framework that enhances
adaptability. Despite their promise, effectively integrating FM
and LLMs into CPS-IoT requires moving beyond simplis-
tic adaptations from natural language processing (NLP) and
computer vision. Implicit neural representations, which encode
signals or objects using neural networks, have gained attention
as a continuous and memory-efficient alternative to traditional
discrete representations.

Gu et al. [52] analyzed leveraging FM to enhance hyper-
networks for generalizable implicit neural representation tasks.
It confirms that FM can improve hypernetwork performance
across labeled and hidden classes, demonstrating adaptability
and efficiency in various IoT scenarios. In addition, training
large FM can rely on model parallelism in a decentralized
setting over a heterogeneous network [53]. In particular, a
scheduling algorithm can be designed that distributes compu-
tational tasklets across decentralized GPU devices connected
via a slow, heterogeneous network. To optimize resource
allocation, a formal cost model with an evolutionary algorithm
can be used to determine the task distribution strategy that
enhances training efficiency.

In [54], a wireless vision was studied for designing FM
tailored to the unique demands of next-generation 6G systems,
which aims to enable the AI-native networks. Different from
existing NLP-based FM, the proposed framework advocates
for the development of large multi-modal models with three
core capabilities, namely, processing multi-modal sensing
data, grounding physical symbol representations in real-world
wireless systems through causal reasoning, and retrieval-
augmented generation. In [55], a training and serving vision
was presented for designing FM, in the aspects of networking,
storage, and computing. Parallel training strategies with GPU
memory optimization and communication optimization tech-
niques can be conducted, so that each strategy is applied for
unique application scenarios. FM can be developed to improve
service performance with advanced batch processing, sparse

acceleration, and multi-model inference.

C. Comparison with Existing Surveys
Different from the existing surveys, which separately focus

on zero-trust authentication frameworks for access control in
niche domains (e.g., vehicular networks, metaverse environ-
ments) and privacy-preserving federated learning mechanisms
(e.g., local model updates, gradient obfuscation), this survey
contributes a comprehensive view of ZTFMs that bridges
these two lines of research. We delineate the design of
ZTFM through four core principles, including LPA, continuous
verification, data confidentiality and integrity, and behavioral
analytics. In particular, LPA can enforce minimal permissions
for FM components and IoT nodes, reducing the attack surface
caused by unnecessary data/model access. In FM deployments
across IoT, LPA’s principle can mitigate privilege escalation
attacks and insider threats. Continuous attestation and anomaly
detection across FM inference and training pipelines can pre-
serve model integrity and data authenticity in real time. Unlike
traditional static verification, continuous verification is critical
for FL-enabled FM updates in non-IID IoT environments.
Moreover, IoT environments often operate in untrusted edge-
cloud infrastructures. Data confidentiality and integrity extend
cryptographic techniques and privacy-preserving FM training
(e.g., secure aggregation, differential privacy) to protect sensi-
tive IoT data streams while maintaining FM performance. In
addition, behavioral analytics can leverage FM-based anomaly
detection to identify malicious behaviors at the model level
(e.g., backdoor triggers) as well as system level (e.g., abnormal
IoT node activities), enabling proactive threat mitigation. We
also analyze how they mitigate key attack vectors, such as
model poisoning, inference attacks, and insider threats. More-
over, we synthesize technical enablers, including blockchain
identity management, TEEs, and federated zero-knowledge
proofs (ZKPs), which are not covered holistically in earlier
works.

Notably, this survey does not treat zero-trust architecture
and FL as isolated paradigms, but instead presents ZTFM
as a convergent security framework for future AI-native IoT.
Moreover, new lessons learned and open challenges are de-
scribed. In particular, the integration of FMs into IoT systems
can significantly enhance intelligence but also amplify security
risks, introducing threats, such as model extraction, data poi-
soning, and prompt injection. Federated FM training can mit-
igate privacy concerns yet increase vulnerability to distributed
attacks in non-IID and resource-constrained environments.
These observations highlight an urgent need for zero-trust
principles adapted to AI-native IoT ecosystems. However, key
challenges remain, including designing lightweight zero-trust
mechanisms suitable for constrained devices, ensuring secure
FM fine-tuning, countering adaptive adversaries exploiting
contextual and cross-modal vulnerabilities, and establishing in-
teroperability standards for trustworthy FM-IoT deployments.

III. FOUNDATION MODELS AND SECURITY CHALLENGES

FMs are large-scale, pre-trained ML models that can be
adapted to specific tasks with minimal additional training [26].
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TABLE II
RELATED SURVEYS WITH KEY APPLICATIONS, TECHNICAL FEATURES, AND LIMITATIONS

Applications examples Technical features Limitations
Zero-Trust Authentica-
tion [37], [43]–[46]

Designed for continuous verification in
social VR or vehicular platoons.

Strengthens security through adaptive
access control and reduces reliance on
perimeter-based defenses.

Can be challenging to scale across
hybrid environments and raises
concerns about privacy and algo-
rithmic bias.

Privacy-Preserving
FL [38]–[42]

Enables distributed ML while maintain-
ing data on local devices.

Protects sensitive user data and supports
collaborative model training.

Involves additional computational
overhead and may be vulnerable to
internal or external adversaries.

Foundation Models for
IoT and CPS [49]–[51]

Provides multi-modal sensing in com-
plex IoT or CPS scenarios.

Offers a task-agnostic, self-supervised
learning framework that enhances
adaptability across devices.

Requires domain-specific innova-
tion and can be difficult to integrate
seamlessly into heterogeneous sys-
tems.

Network and Wireless
Foundation Models [48],
[52], [54]

Targeted for 6G networks, incorporat-
ing pipeline or data parallelism.

Improves communication efficiency
and real-time data processing in
unstable wireless links.

Implementation complexity is high,
and dynamic adaptation remains a
significant challenge.

Decentralized Training
of Large Models [53],
[55]

Uses model parallelism and scheduling
for distributed GPU tasks.

Increases scalability and resource uti-
lization, speeding up training in hetero-
geneous networks.

Suffers from high communication
overhead, and network heterogene-
ity can degrade performance.

While these models serve as powerful tools for building AI-
driven IoT systems, their deployment in decentralized, collabo-
rative environments introduces unique security vulnerabilities.
These vulnerabilities stem from adversarial manipulations at
various stages of model training and inference, impacting
both model integrity and user privacy [56]–[58]. Key security
challenges include model and data poisoning, model inference
attacks, Byzantine failures, backdoor attacks, and intrusion
detection challenges [59].

A. Model and Data Poisoning

Adversaries employ data poisoning and model poisoning as
primary adversarial strategies against FMs, aiming to insert
malicious content into the training pipeline to undermine the
target model [60], [61].

1) Data Poisoning Attacks: Data poisoning attacks occur at
the data level, where adversaries manipulate the local training
data to corrupt the model’s learning process. A common
strategy is to inject maliciously crafted samples, often misla-
beled or containing imperceptible perturbations, into the local
datasets of compromised clients. These samples are carefully
designed to introduce backdoors or bias the global model’s
decision boundaries [60], [62], [63]. For example, attackers
may insert inputs that associate a specific pattern (e.g., a
pixel patch in an image or a phrase in text) with an incorrect
target label. Once the global model incorporates updates from
poisoned clients, it begins to misclassify inputs containing
that pattern, effectively embedding an attack trigger [62].
These attacks are especially dangerous in FL due to limited
visibility into individual client data and the lack of centralized
oversight. Moreover, data poisoning is often stealthy and
adaptive. Poisoned data can be sparse, making it hard to detect
during aggregation, particularly in non-i.i.d. data environments
typical of IoT deployments.

2) Model Poisoning Attacks: Model poisoning attacks take
place at the model update level. Instead of modifying data, the
attacker directly manipulates model parameters or gradients
before submitting them to the server. The goal is to inject
malicious behavior into the global model or to maximize

Fig. 3. An illustration of an adversarial variational graph autoencoder-enabled
model poisoning attack [64].

divergence and disrupt the convergence of the training process.
In [64], the authors introduced a sophisticated threat model
where an attacker employs an adversarial variational graph
autoencoder to infer structural relationships among benign
local models, which is depicted in Fig. 3. These relationships
are then adversarially modified to generate malicious model
updates that still appear statistically similar to benign ones.
Notably, this attack operates without requiring access to private
data, making it particularly relevant to black-box FL settings
such as IoT edge deployments and FL fine-tuning, where
access to raw training data is restricted.

Another strategy described in [65] enables attackers to
eavesdrop on the global model and benign client updates to
reconstruct the internal graph structure linking model parame-
ters and data features. The attacker then strategically perturbs
these correlations to degrade model performance or introduce
targeted behaviors. This threat is especially concerning for
large-scale FMs, where complex feature relationships may
be exploited without direct access to local datasets. In [66],
the focus shifts to malicious user injection, where adversaries
inject fraudulent clients that submit poisoned updates aligned
with a predefined backdoor objective. This method is scalable
and well-suited for FL environments, such as IoT networks,
where participant authentication may be limited. Such vul-
nerabilities are particularly critical when deploying FMs at
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the edge, where a few compromised users can influence the
model’s downstream behavior.

B. Membership Inference Attacks

Model inference attacks in FL exploit access to shared
model updates or intermediate parameters to infer sensitive
information such as user attributes, class distributions, or even
raw training data [56]. Because FL operates in a decentralized
setting, malicious users can execute these attacks without full
access to the global model, amplifying the attack surface and
complicating privacy preservation.

In [67], the authors evaluated various secure aggregation
protocols and demonstrated that these mechanisms do not
fully protect user data. They introduced a differential selection
attack combined with de-noising schemes, which allows a
malicious actor to infer multi-label classification results from
IoT node data, effectively breaching privacy under common FL
settings. A poisoning-assisted inference attack was proposed
in [68], where the attacker leverages benign model updates
to extract sensitive feature information. By using a binary
attack model, adversaries can identify data patterns not meant
to be revealed. Furthermore, a targeted poisoning strategy
was introduced, allowing attackers to manipulate training
labels and shift the global model’s decision boundaries. This
manipulation inadvertently causes benign clients to expose
additional private feature information.

Inference attacks present serious privacy risks in collabora-
tive learning frameworks such as split learning and FL. In [69],
both passive and active inference attacks were proposed.
The passive attack uses semi-supervised learning on auxiliary
data to infer labels, while the active variant manipulates the
training process to increase the global model’s reliance on the
attacker’s sub-model, improving inference accuracy. A broader
evaluation in [70] showed that data complexity affects infer-
ence attack success, with a trade-off observed between model
stealing and inference attack effectiveness. Using architectures
like ResNet18 and datasets such as CelebA and Fashion-
MNIST, the study highlighted how model behavior varies with
data characteristics. In [71], membership inference attacks
were explored based on prediction sensitivity. By observ-
ing how predictions change under small input perturbations,
attackers can determine whether a sample was part of the
training set, even without knowledge of the model or data,
posing a significant privacy threat.

In [72], a hypothesis testing framework was proposed to
improve membership inference attacks. The framework uses
reference models to boost the true positive rate while keeping
the false positive rate under control. The authors also ana-
lyzed attacker uncertainty, demonstrating that their method
can narrow down uncertainty to a single-bit secret, whether
or not a specific data point was part of the training data.
However, this approach relies on well-calibrated reference
models, which may be unavailable in practice. Future exten-
sion to black-box settings with limited or unreliable reference
models would be desirable. Luo et al. [73] explored feature
inference attacks at the model prediction stage under a strong
adversarial assumption, where the attacker only has access to

the model and its outputs. The attackers could infer private
feature values by analyzing model outputs across various
architectures. However, its effectiveness relies on having ample
prediction samples and may weaken under regularization or
dynamic model updates. Future work could explore adaptive
defenses or noise-aware attack strategies suited for real-world
settings.

C. Byzantine Failure Attacks

Byzantine failure attacks in FM occur when malicious or
faulty users share incorrect or adversarial updates, disrupting
the training model’s convergence and accuracy [74]. These
attacks can take various forms, such as random noise injection,
adversarial data pollution, software bugs, network asynchrony,
or biases in local datasets, making it challenging for aggrega-
tion mechanisms to distinguish between benign and malicious
contributions [75].

Existing FMs that were considered resilient to Byzantine
failures remain susceptible to targeted local model poisoning
attacks [76]. By manipulating the training models from com-
promised IoT devices, an attacker can significantly degrade the
performance of the training model, steering it in a direction
opposite to its intended optimization path. While certain
defenses adapted from poisoning countermeasures offer partial
protection, their effectiveness varies depending on the attack
scenario. Existing defense mechanisms against Byzantine at-
tacks were examined, and a vulnerability in FM was argued
in [77]. Since the server relies solely on user-reported dataset
sizes for weighting updates, without verification due to privacy
constraints, malicious IoT devices can manipulate their de-
clared dataset sizes to gain undue influence. Two misreporting
strategies were studied, namely, attackers with small datasets
falsely claiming to have similar-sized datasets as benign IoT
devices, and attackers with comparable datasets inflating their
sizes to disproportionately impact the aggregation process.

In [78], the authors established that existing linear combi-
nation methods for aggregating IoT updates cannot withstand
a single Byzantine device. A single compromised device can
manipulate the FM into selecting an arbitrary model update,
potentially with excessive magnitude or a misleading direction.
A Byzantine resilience strategy was developed, which can
outline sufficient conditions for an aggregation rule to tolerate
multiple Byzantine devices. An FM scheme that simultane-
ously conducts privacy preservation and resilience against
Byzantine failure attacks was presented [79]. The approach
employs three-party computation to implement an aggregation
method while maintaining the confidentiality of local training
models. To enhance efficiency, the scheme includes a mali-
ciously secure top-k protocol with reduced communication
overhead and an optimized secure shuffling protocol, which
is essential for the secure top-k mechanism.

Both works in [78] and [79] have improved the security of
federated systems, but a zero-trust approach requires stricter
assumptions, treating all clients and intermediaries as untrusted
by default. In this sense, the three-party computation and
secure protocols developed in [79] are more in line with
zero-trust principles by minimizing reliance on any single
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party and limiting information exposure. To fully align with
zero-trust architecture, these methods could be extended with
secure authentication, trusted initialization, and real-time client
behavior monitoring.

D. Backdoor Attacks

Backdoor attacks refer to a type of adversarial attack where
an attacker inserts a hidden, malicious trigger into an ML
model during its training phase, especially for the FM. The
trigger is designed to make the model behave in a specific,
undesirable way when exposed to certain inputs, which are
typically controlled by the attacker. However, the model’s
overall performance on normal data remains unaffected, mak-
ing the attack hard to detect during regular use.

Nguyen et al. [80] studied the security risks of backdoor
attacks in FL, where malicious participants can secretly insert
harmful behaviors into shared models. They reviewed different
attack methods and proposed various defense strategies, such
as anomaly detection and robust aggregation, to make FL more
secure. Wang et al. [81] explored how backdoor attacks can
be inserted into FL systems by targeting the tail distributions
of data, which consist of rare or less-represented data points.
The authors showed that even small changes to the data in
these tails can allow attackers to introduce malicious behavior
into the model without affecting its overall performance. This
demonstrates that FL systems are vulnerable to such backdoor
attacks, particularly when the data is imbalanced.

Gong et al. [82] examined coordinated backdoor attacks in
FL, where multiple attackers collaborate to insert triggers into
the global model. The key insight is that these triggers can be
model-dependent, meaning they exploit specific vulnerabilities
in the model’s architecture. This makes the backdoor attack
more efficient and harder to detect. The paper highlights
the challenges in defending against such coordinated attacks
in FL systems. Rieger et al. [83] developed DeepSight, a
framework that analyzes the internal structure and output
characteristics of neural network updates to detect and filter
malicious model updates, thereby strengthening model security
while preserving performance on legitimate data.

E. Adversarial Attacks on Intrusion Detection Systems

Adversarial attacks on Intrusion Detection Systems (IDS)
have emerged as a significant cybersecurity concern. In such
attacks, adversaries manipulate the characteristics of network
traffic to evade machine learning–based detection mechanisms.
This often involves obfuscating malicious payloads or crafting
traffic patterns that mimic benign behavior, thereby deceiving
the system. These techniques share strong similarities with
adversarial strategies targeting FL systems, where attackers ex-
ploit the models’ high sensitivity to minor input perturbations,
which can induce misclassifications or bypass security checks
without triggering alerts. This highlights a shared vulnerability
between IDS and FMs: their strong dependence on learned
data patterns makes them susceptible to adversarially designed
inputs.

Zhou et al. [84] investigated the vulnerabilities of graph
neural network (GNN)-based IDS used in IoT networks to

Fig. 4. An illustration of hierarchical black-box adversarial attacks on
GNN-based NIDS in IoT networks [84]. Here, adversaries exploit multi-
level infrastructure and graph feature perturbations to induce misclassifications
while bypassing intrusion detection systems.

hierarchical adversarial attacks. The authors presented a novel
attack framework that targets the structural properties of the
IoT network’s graph, exploiting the relationships between
devices to manipulate the IDS’s detection capabilities. By
introducing adversarial perturbations in the graph structure,
the attackers can cause the GNN to misclassify malicious
activities, thereby undermining the security of the IoT network.
Dai et al. [85] introduced adversarial attacks that manipu-
late graph structures of GNNs and propose a reinforcement
learning-based attack strategy that modifies graph structures
by adding or removing edges to mislead GNN models in
node and graph classification tasks. Moreover, they introduced
alternative gradient-based and genetic algorithm attacks for
different attack scenarios, including cases with and without
access to model gradients.

These challenges underscore the inherent limitations of
traditional FM frameworks, which operate under the assump-
tions of implicit trust among participating entities. Mitigating
such vulnerabilities necessitates a paradigm shift toward the
ZTFM approach, wherein no participant or device is presumed
trustworthy by default, and all interactions undergo continuous
and rigorous verification.

F. Defense Strategies Against Adversarial Attacks

Addressing the vulnerabilities in FM requires a combina-
tion of robust defense mechanisms, including anomaly de-
tection, secure aggregation, adversarial filtering, and privacy-
preserving techniques. Below, we categorize and discuss key
defense strategies that have been proposed to counteract vari-
ous adversarial threats in FM.

1) Defending Against Data Poisoning Attacks: In [86],
an ensemble-based FL framework was proposed. Users are
divided into groups, each training a local model. A majority
voting scheme is applied during inference to determine the
final prediction, reducing the influence of any single poisoned
model on the overall outcome. The RSim-FL framework [87]
enhances FL security by using representational similarity
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Fig. 5. An illustration of the GradCAM-based defense mechanism against
model poisoning attacks developed in FMs [89].

analysis. It compares global and local model representations
to form a consistency set and applies K-means clustering to
identify and isolate adversarial users based on representational
deviations. This method is applicable to FMs, where consis-
tent representations are important, and supports zero-trust by
validating clients based on behavior rather than assumptions
of trust. Building on this, the study in [88] introduced a
privacy-preserving, hierarchical aggregation defense suited for
IoT environments, where edge IoT nodes perform synchronous
aggregation under the coordination of a leader node. Encrypted
poisoned gradients are detected during this process, offer-
ing scalability and robustness in heterogeneous settings. The
framework can support zero-trust through encrypted commu-
nication and multi-level validation, making it suitable for FM-
based FL in resource-constrained, decentralized systems.

2) Defending Against Model Poisoning Attacks: Model
poisoning attacks manipulate model updates to inject ad-
versarial behaviors into the global FM. To mitigate these
threats, recent works have explored advanced detection and
aggregation strategies in IoT. Zheng et al. [89] proposed a
defense mechanism against model poisoning attacks in FM,
which integrates gradient-weighted class activation mapping
(GradCAM) and an autoencoder to enhance detection effec-
tiveness beyond traditional Euclidean distance-based methods.
As shown in Fig. 5, a heat map can be generated by GradCAM
for each uploaded local model update, converting it into a
lower-dimensional visual representation. This transformation
highlights hidden features within the heat maps, improving
the ability to detect anomalous patterns and identify malicious
local models accurately. To enhance security while preserving
privacy, a two-trapdoor homomorphic encryption approach
was proposed in [90]. In particular, a Byzantine-resilient
aggregation incorporating cosine similarity was designed to
evaluate the distance between encrypted gradients, aiming to
identify encrypted malicious gradients.

Zhang et al. [91] proposed an approach where the FM server
employs the Cauchy Mean Value Theorem to predict each
user’s model updates based on historical trends. To assess the
consistency of these updates, the Euclidean distance between
the predicted and received model updates can be computed
for each user. In this case, a suspicious score is assigned to

the user, which is adjusted in each iteration to track potential
anomalies. In [92], a targeted perception poisoning attack
was developed on FM for object detection, where malicious
users inject perception-poisoned local model updates into the
federated training process. To mitigate such threats, a spatial
signature analysis was studied as a defense mechanism, which
differentiates between benign and poisoned model updates to
remove adversarial influence and protect the integrity of FM.

3) Defending Against Model Inference Attacks: A model
inference attack was designed to attack user authentication of
FM in 5G and IoT systems [93]. In particular, the model’s
input consists of received power and phase shift, enabling the
attacker to determine whether specific signals were part of the
classifier’s training data. To execute the attack, the attacker
can collect signals and classification results through spectrum
observation, construct a surrogate classifier, and apply an
inference attack to infer whether a received signal corresponds
to one used in the service provider’s training dataset.

Defending against model inference attacks in FM-based 5G
and IoT systems requires a combination of privacy-preserving
techniques and robust model design strategies. One effective
approach can be the integration of differential privacy during
model training, which introduces controlled noise into gra-
dients or outputs to obfuscate the contribution of individual
data samples, thereby reducing the attacker’s ability to infer
membership [101]. Moreover, regularization and confidence
calibration can mitigate overfitting, which is a primary enabler
of model inference attacks, by ensuring that the model does
not exhibit disproportionately high confidence on training
samples [102]. Techniques such as adversarial training for
privacy [103] can further strengthen resilience by simulating
inference attacks during training and adjusting the model to
minimize information leakage. In highly sensitive environ-
ments of 5G-IoT networks, secure aggregation and encryption
should be combined with these strategies to prevent attackers
from observing intermediate updates or outputs, which can
create a layered security posture that limits the feasibility and
accuracy of model inference attacks.

4) Defending Against Byzantine Failure Attacks: A divide-
and-conquer aggregation algorithm was developed to defend
against Byzantine failure attacks in FM [94]. Inspired by
defenses against poisoning attacks, their divide-and-conquer
aggregation identifies and mitigates malicious updates by
detecting significant deviations in update space. The algorithm
can compute the principal component of the updates, calculate
their projections along this direction, and discard a fixed
fraction of updates with the largest projections to reduce the
impact of adversarial manipulations.

5) Defending Against Backdoor Attacks: Backdoor attacks
allow attackers to insert hidden triggers that activate malicious
behaviors under specific conditions while maintaining normal
performance on regular IoT data. Nguyen et al. [95] propose
FLAME, a defense method that mitigates backdoor attacks by
evaluating model updates against strategically designed test
inputs, ensuring that harmful modifications are identified and
filtered out. Unlike traditional defenses, FLAME was designed
for the decentralized nature of FL, offering a practical and
scalable solution without compromising data privacy.
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TABLE III
SUMMARY OF ATTACKS AND DEFENSE STRATEGIES ON FMS

Attack Types Attack Description Defense Strategy Limitations of Current
Defense Strategies

Data Poisoning
Attacks [60], [62],
[63]

Data poisoning attacks occur at the data level,
where adversaries manipulate the local train-
ing data to corrupt the model’s learning pro-
cess.

• Ensemble FL with Majority Voting [86]
• RSim-FL with Clustering [87]
• Hierarchical IoT Defense [88]

Limited generalizability
across dynamic IoT
environments; lacks real-
time adaptability.

Model Poisoning
Attacks [64]–[66], [86]–
[88]

Data poisoning attacks occur at the model
update level, where adversaries manipulate the
training process by injecting malicious model
updates to degrade the model’s performance.

• Feature-Based Anomaly Detection [89]
• Privacy-Preserving Gradient Analysis [90]
• Historical Behavior-Based Detection [91]
• Spatial signature analysis [92]

Vulnerable to adaptive
strategies that mimic
benign behavior; high
false negatives.

Membership Inference At-
tacks [56], [67]–[73]

The attacker exploits a trained model’s outputs
to infer sensitive information about its training
data or parameters. For example, membership
inference can reveal if a specific record was in
the training set, or model extraction can steal
the model.

• Adversarial Feature Masking [93]
Often model-specific and
insufficient against adap-
tive inference; lacks scal-
ability.

Byzantine Failure
Attacks [74]–[79]

In distributed or FL, some participants
(Byzantine nodes) behave maliciously or un-
predictably, sending incorrect or adversarial
model updates that corrupt the global model’s
training process.

• Divide-and-Conquer Aggregation
Algorithm [94]

Ineffective in large-
scale or heterogeneous
networks; reactive rather
than preventive.

Backdoor Attacks [80]–
[83]

The adversary injects a hidden “trigger” pat-
tern into the training data so that the model
performs normally on standard inputs but
produces an attacker-chosen output when the
trigger is present, effectively embedding a
backdoor.

• Adversarial Update Evaluation [95]
• Certifiable Robustness Against

Backdoors [96]
• Root-of-Trust Model Verification [97]
• Trust-Based Scoring of Model Updates [98]

Detection methods may
require retraining and
assume known trigger
patterns; impractical for
resource-limited IoT
devices.

Adversarial Attacks on
IDS [84], [85]

The attacker crafts small perturbations to input
data at inference time to cause the model to
misclassify it (an evasion attack). This is often
used to evade security systems (e.g., making
malicious network traffic appear benign to an
intrusion detection model).

• Adversarial training (augmenting training
with adversarial examples) is a primary
defense to improve model robustness [99].

• Input preprocessing or anomaly detection
can be applied to identify and reject adver-
sarial inputs [100].

Resource-intensive; poor
generalization to novel at-
tacks; brittle under adap-
tive adversaries.

Xie et al. [96] propose Certifiably Robust FL (CRFL),
which applies randomized smoothing techniques to enhance
model resilience. Even if an attack successfully poisons a
model, the CRFL ensures robustness by enforcing mathemat-
ical guarantees that limit backdoor effectiveness. Cao et al.
[97] proposed FLTrust, a defense mechanism that establishes
a “root of trust” by maintaining a small, clean dataset at
the central server to evaluate updates from all IoT devices
and filter out suspicious ones. This approach ensures that FL
remains secure and robust against adversarial manipulations,
preventing attackers from degrading model performance while
maintaining high accuracy.

Gong et al. [82] examine how attackers secretly manipulate
FL models by injecting hidden malicious behaviors. They
classify these attacks into data poisoning (tampering with
training data) and model poisoning (altering model updates),
and accordingly categorize defense mechanisms, aiming to
provide a structured understanding of existing strategies. To
address backdoor threats in FL, Huang et al. [98] introduced
Suprte, a trust evaluation mechanism that assigns trust scores
to participating devices based on their historical behaviors.
This reduces the influence of suspicious updates and prevents
attackers from injecting harmful changes. It is necessary
because FL allows multiple IoT devices to train models
collaboratively without sharing data, making it vulnerable to

hidden attacks that can be difficult to detect using traditional
security methods.

6) Adversarial Defense to IDS: An Adv-Bot was proposed
in [99], which is a framework designed to generate realistic
adversarial botnet attacks to bypass network IDS. The authors
evaluate various attack strategies and their impact on network
IDS performance, showing that adversarial samples can ef-
fectively reduce detection accuracy. The study highlights the
importance of robust defenses against adversarial attacks in
cybersecurity. Venturi et al. [100] introduced ARGANIDS,
a network IDS leveraging an adversarially regularized graph
autoencoder (ARGA) for detecting network anomalies. By
incorporating adversarial training, the model improves robust-
ness against evasion attacks and enhances anomaly detection
performance. The authors demonstrate that ARGANIDS out-
performs traditional network IDS techniques in accuracy and
resilience against adversarial modifications.

G. Lessons Learned

While existing defense methods offer some protection, they
incur critical limitations. Techniques like adversarial training,
input filtering, or anomaly detection rely on model-specific
configurations and are vulnerable to adaptive adversaries that
evolve beyond fixed defense strategies. These defenses can
struggle to scale across different environments and devices
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Fig. 6. Core principles of ZTFM in IoT environments. Each principle –
LPA, continuous verification, data confidentiality & integrity, and behavioral
analytics – maps to specific mechanisms and goals designed to enhance
security posture in distributed, heterogeneous IoT systems.

in FM-based IoT systems, as FMs, equipped with a general-
purpose architecture, are susceptible to subtle and transferable
adversarial perturbations that can affect various downstream
tasks. To this end, the following lessons can be learned:

• Model-agnostic defenses are essential. Relying on hard-
coded protections or assumptions about a model’s struc-
ture or input distribution can leave systems exposed to
unseen threats.

• Scalability and adaptability must be prioritized. Defenses
must function reliably across different system configura-
tions, data types, and threat models in large IoT networks
or when using FMs in different applications.

• Attack resilience must be continuous and proactive. Static
defense is insufficient against adaptive adversaries. Sys-
tems should integrate real-time behavioral monitoring,
dynamic response mechanisms, and layered protections.

By enforcing strict identity verification, access controls, and
ongoing trust evaluation for every device, regardless of loca-
tion or role, zero-trust can shift the paradigm from perimeter-
based defense to comprehensive internal verification. This
is useful in FM-empowered IoT networks, where devices
frequently connect and disconnect, and decisions must remain
verifiable and resilient to unpredictable inputs.

IV. CORE PRINCIPLES OF ZTFMS

ZTFMs combine the expressive power of FMs with the se-
curity guarantees of zero-trust architectures, offering a promis-
ing pathway for secure, privacy-preserving intelligence in IoT
environments. Unlike traditional security paradigms that rely
on static trust boundaries, ZTFMs embed continuous verifi-
cation, fine-grained access control, and secure data sharing
into the AI model lifecycle. This section elaborates on the
four foundational principles underpinning ZTFM, as shown
in Fig. 6, including LPA, continuous verification, data confi-
dentiality and integrity, and behavioral analytics, emphasizing
their realization, benefits, and domain-specific challenges.

A. Least Privilege Access

LPA ensures that users, devices, and applications are granted
only the minimum permissions necessary to fulfill their roles,

thereby minimizing the attack surface and preventing lateral
movement in the event of a breach. In ZTFM architectures,
LPA is implemented through mechanisms such as Just-In-
Time (JIT) access, Role-Based Access Control (RBAC), and
dynamic policy enforcement.

Tuyishime et al. [104] addressed the security challenges in
remote online laboratories, where VPN-based access models
often lead to overprivileged access and increase the risk of
lateral movement. To mitigate this, they propose Twingate,
a ZTNA-based system that enforces per-session, per-resource
access policies, thereby aligning with the least privilege
principle. The system incorporates micro-segmentation, de-
vice compliance checks, and real-time identity verification to
ensure that users only access authorized lab environments
during specific time windows. Their evaluation, based on
academic lab simulations, demonstrates a significant reduction
in attack vectors, especially credential theft and unauthorized
privilege escalation. Such results are particularly relevant for
ZTFM systems, where FMs operate across heterogeneous IoT
environments. Enforcing least privilege helps ensure that FM-
based APIs, inference pipelines, or model updates are not
universally exposed, but are accessible only through verified,
scoped, and context-aware requests – reducing the FM attack
surface without sacrificing scalability.

Uttecht et al. [116] provided a comprehensive zero-trust
reference model tailored to U.S. federal government net-
works. Their architecture outlines how LPA policies, when
combined with endpoint verification and policy enforcement
points, significantly restrict adversary movement in high-value
environments. They emphasize the need for federated identity
systems and network segmentation to enforce least-privilege
without sacrificing usability. Chinamanagonda et al. [117]
analyze LPA enforcement in cloud-native architectures. They
present a framework integrating identity federation, context-
aware access, and JIT provisioning, demonstrating how mi-
croservices and container orchestration tools like Kubernetes
can implement LPA policies dynamically. Their findings are
particularly relevant for cloud-hosted IoT platforms that re-
quire real-time scalability and access control granularity.

Azad et al. [105] conducted a comprehensive survey on the
implementation of zero-trust Architecture within IoT environ-
ments, focusing on how foundational principles such as LPA
can be operationalized under constrained computing, energy,
and communication settings. The authors identify key issues
in IoT deployments – including device heterogeneity, dynamic
network topology, and the absence of centralized control –
which collectively complicate the enforcement of static access
control policies. To address this, they proposed a lightweight
architectural framework composed of decentralized policy
agents and hierarchical trust zones. These agents operate at the
edge and perform context-aware access evaluations based on
device profiles, operational roles, and current security posture.
Their approach includes adaptive access control mechanisms
and energy-aware decision heuristics, ensuring that access
decisions can be made with minimal computational overhead.
Their insights are particularly aligned with ZTFM goals,
supporting distributed model training and FL coordination in
security-critical, low-power environments.
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TABLE IV
CORE PRINCIPLES OF ZTFM IN IOT AND THEIR TARGETED ATTACK MITIGATIONS

Principle Targeted Attack Type(s) Advantages Challenges in IoT
LPA Lateral movement, privi-

lege escalation, backdoor
persistence

• Minimizes attack surface, reduc-
ing security risks [104].

• Prevents lateral movement in
compromised networks [105].

• Enables fine-grained, context-
aware access control [106].

• Complex policy enforcement: High heterogeneity
in IoT makes uniform policy enforcement challeng-
ing [105].

• Scalability issues: Large-scale IoT networks require
dynamic access control updates [106].

• Lack of standardization: Many LPA mechanisms are
designed for IT environments rather than IoT [104].

Continuous Ver-
ification

Identity spoofing, session
hijacking, adversarial in-
ference, credential theft

• Enables real-time authentication
and dynamic revocation based on
contextual trust [107].

• Adapts security policies based on
risk assessments [108].

• Reduces credential-based attacks
with AI-driven anomaly detec-
tion [109].

• High computational and storage costs: Continuous
verification processes large amounts of IoT data [109].

• Latency concerns: Real-time verification may slow
down time-sensitive IoT applications [108].

• Resource limitations: Persistent monitoring burdens
constrained devices [107].

• Policy fragmentation: Aligning context-aware trust
policies remains complex [107].

Data
Confidentiality
& Integrity

Membership inference,
model extraction, data
tampering, poisoning
attacks

• End-to-end encryption protects
sensitive IoT data [110].

• Privacy-preserving computations
using HE and SMPC [111].

• Supports compliance in regulated
sectors [112].

• Large data volume: Encryption at scale imposes la-
tency and compute costs [111].

• Key management complexity: Hard to secure key
lifecycle in dynamic IoT settings [110].

• Untrusted sources: Verifying integrity in adversarial
environments is resource-intensive [112].

Behavioral Ana-
lytics

Insider threats, anomaly-
based evasion, adversarial
IDS bypass

• Enhances real-time threat detec-
tion through AI-driven anomaly
detection [113].

• Dynamically adjusts access poli-
cies based on behavior [114].

• Detects behavioral drift and com-
promised endpoints [115].

• False positives: Misclassifications may trigger unnec-
essary restrictions [113].

• Computational overhead: AI models may be infeasi-
ble on low-power devices [114].

• Privacy risks: Behavioral tracking may violate regula-
tory norms [115].

While LPA limits exposure by controlling who can access
what, it must be complemented by mechanisms that ensure en-
tities are continuously verified post-authentication, especially
in dynamic IoT contexts.

B. Continuous Verification

Continuous verification is a core principle of ZTFMs, re-
quiring that no user, device, or system component be inher-
ently trusted. Every interaction is subject to ongoing valida-
tion, behavioral monitoring, and real-time re-authentication.
This requirement is especially critical in IoT environments,
where dynamic connectivity, identity spoofing, and untrusted
endpoints are prevalent.

To enable adaptive and fine-grained verification, Dimitrakos
et al. [107] proposed a trust-aware continuous authorization
model for smart home IoT systems. This work extends tra-
ditional Attribute-Based Access Control (ABAC) models by
embedding a Trust-Level Evaluation Engine (TLEE) directly
into the policy lifecycle. Unlike static policies, the TLEE
allows access control decisions to adapt in real time based
on mutable attributes such as environmental conditions or
user behavior. This is particularly beneficial for ZTFMs that
require per-session policy enforcement. Their key insight lies
in combining contextual trust evaluation with modular policy
re-evaluation, ensuring that authorizations remain valid only

as long as trust conditions are met. The prototype achieves
sub-10ms re-evaluation latency, showcasing its practicality for
constrained IoT devices. However, the system’s dependency
on locally maintained context data may limit scalability across
federated environments.

To address scalability in multi-organizational IoT systems,
Joshi et al. [108] introduced a graph-based framework for
trust propagation. Unlike rule-based verification, their model
constructs a dynamic interaction graph, where user-device-
service relationships are encoded as context-weighted edges.
This approach supports transitive trust computation and detects
anomalies through topological drift in the graph structure.
A major strength of this framework is its ability to reason
about emergent risk across federated domains, enabling fine-
grained access decisions in complex settings such as smart
cities and industrial automation. However, its reliance on graph
maintenance may pose overhead for highly dynamic or low-
bandwidth environments.

While many existing systems emphasize behavioral trust
dynamics, Adhikari et al. [118] tackled a critical regulatory
challenge in IoT deployments, protecting identity privacy
during user verification. In real-world deployments, such as
healthcare, where compliance with regulations of HIPAA and
GDPR is mandatory, revealing personally identifiable informa-
tion during authentication can pose legal and security risks. To
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Fig. 7. A representative architecture of privacy-preserving FL in edge
computing [110]. This hierarchical structure incorporates local aggregation
at edge servers and global coordination by a central server, supporting secure
multiparty computation and token-based update verification among distributed
IoT users.

address this, they introduced a ZKP-based federated identity
protocol that allows users to demonstrate authorization without
exposing sensitive identifiers. This approach enhances privacy
over traditional OAuth/OpenID flows by removing reliance
on centralized identity providers and reducing the risk of
metadata leakage. Such features are especially important for
compliance-driven IoT applications, where data minimization
and explicit consent are legal requirements. However, despite
its privacy advantages, the practical deployment of ZKP-based
protocols at scale presents challenges, such as computational
overhead and integration complexity, which may necessitate
hardware acceleration or streamlined cryptographic designs to
meet performance and compliance demands.

In high-mobility and adversarial scenarios, such as UAV
delivery networks, Dong et al. [109] developed a compre-
hensive continuous verification stack. Their system combines
biometric-based MFA, continuous behavioral profiling, and
blockchain-backed audit trails to ensure persistent identity
assurance. A distinguishing feature is the use of immutable
blockchain logs to resist rollback or spoofing attempts, making
it ideal for mission-critical deployments. The design also
incorporates adaptive access control, where deviations in bio-
metric or behavioral profiles trigger automatic revocation. This
work demonstrates how ZTFMs can integrate multi-modal
identity streams to maintain verification under adversarial
conditions. The trade-off lies in the computational burden
of blockchain consensus and biometric matching, which may
affect real-time responsiveness unless optimized.

From context-adaptive ABAC and graph-based transitive
trust to privacy-preserving authentication and tamper-proof
verification chains, these latest studies reflect a shift from
static, perimeter-based security to intelligent, context-aware,
and decentralized trust enforcement.

Fig. 8. An illustration of a CPU–GPU co-architecture for confidential
computing using a TEE, as developed in [111]. Encrypted PCIe channels
and enclave-based isolation prevent unauthorized access from legacy VMs
or GPUs, highlighting the role of secure virtualization and hardware-assisted
attestation in zero-trust computing environments.

C. Data Confidentiality and Integrity

Preserving the confidentiality and integrity of data is critical
in ZTFM systems, particularly when AI models are collabo-
ratively trained across distributed IoT and edge devices. In
ZTFM, this principle is realized through secure computation
mechanisms such as homomorphic encryption, SMPC, and
TEEs, each offering unique trade-offs in privacy, performance,
and scalability.

Choi et al. [110] introduced a scalable SMPC framework
tailored for resource-constrained IoT nodes engaged in FL.
Their approach partitions training workloads among nodes,
ensuring that model gradients remain encrypted and undis-
closed during aggregation. They demonstrate resilience against
inference attacks even under non-IID data conditions – a
common scenario in IoT – and evaluate latency-performance
trade-offs using real-world health and logistics datasets. Their
findings affirm that privacy-preserving collaboration is feasible
even under energy and computational limitations. Zhang et
al. [112] designed a zero-trust security architecture for smart
grid telemetry that integrates endpoint authentication, micro-
segmentation, and TLS-layer encryption. Their approach not
only safeguards the real-time integrity of high-volume teleme-
try streams but also dynamically evaluates device behavior
to adjust trust levels on the fly. This isolation-first model
prevents lateral movement and enables fault containment,
which is critical in critical infrastructure domains like energy,
transportation, and smart manufacturing.

Mohan et al. [111] explored the feasibility of running large-
scale FMs, e.g., BERT and LLaMA, within confidential com-
puting environments using Intel TDX and NVIDIA Hopper.
They benchmarked batch inference workloads and demon-
strated optimization techniques that reduce the performance
penalty introduced by TEEs. Their evaluation shows that while
secure inference incurs overhead, batching and parallelism can
enable scalable and trustworthy deployment of ZTFMs. Li
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Fig. 9. The core structure of the zero-trust architecture proposed in [114],
which delineates the control plane, where the Policy Decision Point (PDP)
governs access logic, from the data plane, where the Policy Enforcement
Point (PEP) mediates all subject–resource interactions. The separation ensures
scalable, policy-driven trust enforcement across dynamic environments.

et al. [119] presented the design and formal verification of
ARM’s confidential compute architecture, which introduces
Realms as a trusted execution abstraction. Realms isolate
sensitive ZTFM processes from untrusted system software,
ensuring data confidentiality even under system-level compro-
mise. Their architecture supports remote attestation, runtime
memory encryption, and formal proof of security properties,
making it suitable for regulated environments where verifia-
bility and trust assurance are essential.

Across these latest studies, ZTFMs have been designed to
support collaborative AI computation while preserving strict
confidentiality guarantees. From encrypted model aggregation
and secure inference to hardware-enforced isolation, each
approach complements zero-trust principles by minimizing
data exposure and enabling verifiable trust across dynamic and
heterogeneous IoT environments.

D. Behavioral Analytics

Behavioral Analytics introduces adaptive risk modeling by
continuously observing user activity, device state, and environ-
mental context to detect security anomalies and enforce dy-
namic policy adjustments. In IoT environments – characterized
by frequent device churn, impersonation risks, and context-
switching – this approach is especially important as identity-
based controls alone fail to account for behavioral variation.

To operationalize behavior as a dynamic trust signal, Garcia
et al. [113] proposed SADAC, a Security Attribute-based Dy-
namic Access Control system. SADAC leverages multivariate
statistical process control (MSPC) and behavior-based profil-
ing to adjust access privileges in real time. A key design in-
sight is its modular architecture, enabling seamless integration
with enterprise-grade IoT systems. Simulation results show
a false positive rate below 3.2% in insider threat detection
scenarios, while maintaining detection latency within 50ms,
highlighting both efficiency and robustness for time-sensitive
applications.

Moving beyond statistical modeling, Wang et al. [114]
introduced a deep learning-based approach, applying Long

Short-Term Memory (LSTM) networks to learn temporal ac-
cess patterns from session metadata, including login intervals,
device mobility, and contextual tags. Their evaluation across
enterprise and university networks demonstrates a 12–18%
improvement in detection accuracy over baseline heuristics,
and precision scores exceeding 90% in anomaly prediction.
The model’s strength lies in its ability to capture long-range
dependencies in user behavior, making it suitable for detecting
stealthy deviations.

To enable zero-trust enforcement in dynamic environments
like healthcare and smart cities, Ameer et al. [115] proposed
a real-time trust scoring framework. The system synthesizes
telemetry signals such as device posture, app usage, and geolo-
cation variance, recalculating trust scores every 5–10 seconds.
This enables context-sensitive access revocation without rely-
ing on static roles or credentials. Their prototype achieved real-
time decision-making under 20 ms and demonstrated resilience
against impersonation attacks in simulation environments with
frequent device switching.

Complementing centralized inference, Kumar et al. [106]
adopt a decentralized reputation model by integrating endpoint
detection and response (EDR) data with the EigenTrust algo-
rithm. Trust values evolve based on compliance history, audit
logs, and peer device evaluations. In industrial IoT testbeds,
their system demonstrated a 40% reduction in incident re-
sponse time and enabled trust-driven isolation of malicious
nodes within 1.5 seconds of anomalous activity detection. This
reputation-driven strategy is particularly suited to distributed
settings where centralized policy enforcement is infeasible.

Behavioral analytics in large-scale IoT systems has to scale
to monitor and assess the trustworthiness of potentially a
large number of devices with diverse capabilities and dy-
namic behavior patterns. Centralized approaches can become
bottlenecks due to the volume and velocity of behavioral
data. To overcome this, the ZTFM framework advocates for
distributed and edge-enabled behavioral analytics pipelines.
These pipelines leverage FL, incremental model updates, and
on-device inference to perform lightweight, privacy-preserving
trust assessments close to the data source. Furthermore, model
compression and adaptive sampling techniques can help reduce
computational demands while maintaining accuracy. By de-
centralizing analytics and leveraging context-aware, scalable
models, the IoT system can continuously evolve behavioral
baselines and detect anomalies in real time, even under
resource-constrained and bandwidth-limited conditions.

In summary, behavioral analytics equips ZTFM with the
capacity to perceive, adapt, and respond, not just based on
credentials, but on continuous observation and inference. It
lays the foundation for proactive threat mitigation in fast-
changing IoT ecosystems, bridging context, computation, and
trust in a unified zero-trust pipeline.

E. Interconnections of The ZTFM Principles

The four ZTFM principles, i.e., LPA, continuous verifica-
tion, data confidentiality and integrity, and behavioral analyt-
ics, are interconnected and collectively form a layered, adap-
tive defense strategy for FM-enabled IoT systems. Specifically,
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TABLE V
MAPPING TECHNICAL COMPONENTS TO CORE ZTFM PRINCIPLES IN IOT

Technical Component LPA Continuous Verification Data Confidentiality & In-
tegrity

Behavioral Analytics

Authentication & Autho-
rization

JIT access control and
identity-based RBAC
enforce minimal access
scope [104], [117]

Trust-aware continuous au-
thorization and federated
identity mechanisms sup-
port contextual verification
over time [107], [118]

Authentication ensures only
authorized nodes access en-
crypted data streams [118]

Contextual identity and ac-
cess logs serve as input for
dynamic behavior scoring
[120]

Secure Aggregation Limits what each node con-
tributes; prevents excessive
exposure of internal models
[121]

Secure model update paths
enable verification without
revealing raw data [122]

SMPC and DP protect
model updates and gradients
during FL [110]

Anomaly-aware aggregation
reduces the impact of mali-
cious updates [122]

Anomaly Detection Detects policy violations in
access logs and restricts per-
missions dynamically [113]

Continuously assesses be-
havior of devices/users to
verify consistency [114]

Flags suspicious access to
encrypted or sensitive data,
enhancing data integrity
[123]

Builds user/device profiles
to identify drift, insider
threats, or outliers in behav-
ior [39]

Blockchain Smart contracts enforce de-
centralized, fine-grained ac-
cess policies in dynamic
networks [124]

Immutable logs support au-
ditability of verification and
access decisions [109]

Distributed ledgers protect
model sharing and prevent
data tampering [125]

Blockchain anchors behav-
ior logs and device reputa-
tion scores [126]

Trusted Execution Envi-
ronments (TEEs)

Securely enforces policy
checks within isolated
execution zones [119]

Supports attestation and
runtime validation of model
integrity and updates [127]

Executes encrypted models
and data securely, protecting
confidentiality [111]

Ensures that analytics
models are protected from
tampering while processing
sensitive behavior data
[128]

Encryption & Secure
Communication

Encrypts channel-specific
access tokens to restrict
user scope [129]

TLS and mTLS encrypt ses-
sions to support session-
level continuous verification
[130]

Ensures end-to-end
encrypted data transmission
with PQC and EDAP [131]

Encrypted traffic metadata
may be analyzed to detect
behavioral anomalies with-
out revealing content [132]

LPA minimizes the attack surface by restricting access, but
its effectiveness relies on continuous verification to ensure
that granted privileges are not misused. Data confidentiality
and integrity complement LPA by protecting data even when
access is granted, building confidentiality and integrity across
FL and edge environments. Behavioral analytics enhances con-
tinuous verification by detecting anomalous behaviors that may
evade static verification, while also compensating for scenarios
where encryption and access controls cannot prevent insider
or adaptive attacks. Together, the four principles operate in a
feedback loop: behavioral anomalies detected by behavioral
analytics can trigger stricter LPA enforcement or additional
verification steps, while continuous verification and data con-
fidentiality and integrity reinforce trust and resilience in the
overall system. This synergy ensures that ZTFM provides a
holistic, dynamic, and zero-trust security posture for AI-driven
IoT.

V. TECHNICAL COMPONENTS OF ZTFMS

ZTFM is underpinned by a suite of integrated technical
components that work together to enforce strict security
postures across distributed systems. These components are
designed to ensure that trust is never assumed, and every in-
teraction is continuously verified and evaluated. From the mo-
ment entities request access, through the secure handling and
aggregation of data, to the detection of anomalous behaviors
and the preservation of data integrity, each element contributes
to a robust, end-to-end trust framework. This section provides
an in-depth look at the core technical elements of ZTFM and
their roles in a resilient zero-trust architecture.

IOT Smart Sensor Devices

Cloud Data Controller

Weak  k-
anonymization

adversary

Data consumer 
(Potential adversary)

Attribute 
inference 

attack

Fig. 10. Overview of a potential privacy breach in blockchain-based IoT
data sharing [121]. This attacker model illustrates the end-to-end flow of data
from IoT devices to adversarial consumers, emphasizing the risks of using
weak anonymization and highlighting the need for stronger privacy-preserving
mechanisms in Zero-Trust IoT ecosystems.

A. Authentication and Authorization

Robust identity verification is critical for securing FL in
IoT, ensuring that only trusted participants join model train-
ing [144]. In the context of ZTFM, this prevents unauthorized
devices from introducing poisoned updates or launching in-
ference attacks on FMs. Mechanisms, such as multi-factor
authentication, digital certificates, and identity management
systems [121], can help secure participation, while integrating
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TABLE VI
TECHNICAL COMPONENTS OF ZTFM IN IOT

Technology Advantanges Challenges in IoT
Authentication & Authorization [120],
[121], [124], [133], [134]

Robust security via multi-factor, blockchain, AI-
driven verification; dynamic continuous validation

Increased complexity; computational over-
head; possible latency

Secure Aggregation [121], [122], [135]–
[137]

Data confidentiality; protection against malicious up-
dates; decentralized aggregation enhances resilience

Communication overhead; potential accu-
racy loss due to privacy mechanisms; com-
putational complexity

Anomaly Detection [39], [122], [123],
[135], [138]

Early threat identification; real-time response; detec-
tion of adversarial activities

False positives; resource-intensive; requires
continuous monitoring

Blockchain [121], [126], [139]–[142] Immutable auditability; transparency; decentralized
trust and security management

High energy and computational overhead;
scalability limitations; latency in transaction
validation

Trusted Execution Environments (TEEs)
[127], [128], [143]

Strong isolation of sensitive computations; protection
against tampering and leakage

Hardware dependency; potential perfor-
mance overhead; complexity in deployment
and maintenance

Encryption & Secure Communication
[129]–[131]

Ensures data confidentiality; protects against inter-
ception; strong cryptographic security

Latency and overhead due to encryption
processing; complexity in key management;
resource-intensive

……

Broadcast m
odel to

autonom
ous vehicles

Upload local m
odel

U
pload local m

odel

Upload local m
odel

D
eliver poisoned
global m

odel

Deliver poisoned

global m
odel

Aggregation Server

Adversary

Fig. 11. Workflow of an FL poisoning attack presented in [121]. The
adversary manipulates the local training process to upload poisoned models.
The aggregation server fails to detect the malicious updates and integrates
them into the global model, which is then disseminated to all connected
devices, compromising system integrity.

local differential privacy, FL, and blockchain ensures scalable,
tamper-resistant verification across IoT environments. The
AIDL-XTS model developed in [120] demonstrates how AI
models (e.g., CNN-BiLSTM) can profile user and device be-
havior for continuous trust scoring, which aligns with ZTFM’s
need for adaptive, real-time verification. Moreover, proxy
smart contracts [124] validate transactions before finalization,
and can offer a blueprint for securing model updates and
access decisions in distributed FMs.

FL-based dynamic access control frameworks [133]
and continuous verification engines [134], [145] showcase
how zero-trust principles like behavior analysis, micro-
segmentation, and contextual access can enhance ZTFM re-
silience in IoT systems. Continuous authentication and ac-
cess control have been shown to improve cyber resilience

in large-scale IoT networks [126], reinforcing dynamic trust
management for FMs in adversarial, resource-constrained en-
vironments. These studies highlight that existing zero-trust
solutions, though not explicitly designed for FMs, offer mecha-
nisms that ZTFM extends for securing FM-based IoT systems.

B. Secure Aggregation

Aggregation protocols ensure confidentiality by securely
combining model updates from participants without exposing
sensitive data, employing differential privacy to prevent re-
construction attacks while maintaining model accuracy [121].
Blockchain-based FL methods proposed in [122] counteract
malicious client updates, reinforcing global learning security.
Blockchain integrated with dynamic zero-trust FL [135] en-
hances data privacy and security within industrial IoT envi-
ronments. Moreover, privacy-preserving aggregation protocols
coupled with main-side blockchain architectures further secure
consumer IoT data [136].

A framework for zero-trust verification of industrial IoT
(IIoT) wireless transmission nodes was developed in [135],
which utilizes FL to achieve zero-trust rule training and ter-
minal model training, while employing blockchain technology
for on-chain aggregation and cloud backup of the models. This
approach enhances the accuracy and availability of the zero-
trust rules while safeguarding the security of IIoT nodes.

C. Anomaly Detection

Anomaly detection for FMs within a zero-trust architecture
differs fundamentally from traditional anomaly detection in
IoT systems. Traditional IoT anomaly detection identifies
irregular patterns in sensor data, network traffic, or device
behavior using predefined rules or lightweight models, often
limited to narrow contexts and static trust assumptions. In
contrast, anomaly detection for FMs in zero-trust environ-
ments operates at multiple abstraction levels, detecting not
only data-level anomalies but also adversarial manipulations,
distribution shifts, unauthorized model access, or malicious
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behavior embedded in complex model interactions. This re-
quires continuous verification of both data and model behavior,
leveraging behavioral analytics, provenance tracking, and trust
scoring. Moreover, zero-trust detection has to account for
the higher adaptability of FMs, ensuring model integrity and
confidentiality even under stealthy, sophisticated threats that
go beyond outliers or threshold violations targeted in legacy
IoT anomaly systems.

Advanced algorithms detect and isolate anomalies such
as adversarial updates and unexpected communication pat-
terns, safeguarding collaborative learning integrity [146]. The
DP-RFECV-FNN framework [123] leverages differential pri-
vacy and deep learning to classify and prevent unauthorized
Android malware in IoT networks. Continuous monitoring
combined with AI-driven dynamic trust algorithms ensures
real-time risk evaluation and access control in 5G/6G net-
works [138]. Additionally, ML techniques proposed in [135]
detect anomalies in industrial IoT data streams, effectively
identifying internal and external threats. CNN and BiL-
STM integrated frameworks further enhance anomaly detec-
tion by capturing spatial-temporal patterns in evolving cyber
threats [39]. Pokhrel et al. [122] introduced a robust zero-
trust architecture integrating blockchain and FL, enhancing
anomaly detection and securing decentralized IoT networks.
A privacy-preserving AI-driven malware detection framework
was proposed in [123] for IoT-based medical devices run-
ning on Android. Integrating differential privacy and zero-
trust security ensures secure, decentralized malware detection,
safeguarding sensitive patient data and healthcare network
integrity while maintaining high accuracy.

A zero-trust framework for smart grid infrastructures was
proposed in [147], which integrates IT and OT security mecha-
nisms to enhance monitoring and defense against sophisticated
cyber threats, such as ransomware. By leveraging EigenGame
for data integration and quantum reinforcement learning for
malicious behavior detection, the framework strengthens cy-
bersecurity in IIoT-enabled smart grids, ensuring reliable sys-
tem protection and threat mitigation.

D. Blockchain

Blockchains provide immutable transaction records, enhanc-
ing transparency and auditability in collaborative AI model
training [121], [148], [149]. For instance, Kim et al. [139]
demonstrated blockchain applications in securing FL, ensuring
transparency in collaborative AI updates. Blockchain-based
protocols proposed by Sullivan et al. [140] securely endorse
real-time vehicle trajectory data. Blockchain integration within
zero-trust architecture improves transparency, security, and
access control for scientific peer review and data sharing [141],
while Jain et al. [142] highlighted blockchain’s role in secur-
ing healthcare data alongside AI-driven threat detection. Liu
et al. [126] offered a comprehensive bibliometric analysis,
identifying significant blockchain-based trends in zero-trust
IoT security research, emphasizing its effectiveness against
heterogeneous device environments.

A blockchain and smart contract-based edge-IoT framework
was proposed in [150], which enforces zero-trust security by

managing IoT device behavior through a credit-based resource
allocation system, ensuring secure access control, automated
policy enforcement, and scalable security in decentralized IoT
networks. A blockchain-based middleware for management
in IoT was presented in [151], which uses a novel zero-
trust hierarchical mining process that allows validating the
infrastructure and transactions at different levels of trust.

In large-scale IoT environments, the scalability of
blockchain is challenged by limitations in transaction through-
put, latency, and storage, which are exacerbated by the con-
strained nature of edge devices. Traditional blockchain archi-
tectures, such as those relying on proof-of-work or global con-
sensus, are ill-suited for IoT systems that require lightweight
and low-latency operations. To support scalable integration,
the ZTFM framework should adopt more efficient consensus
protocols to reduce computational overhead and improve trans-
action finality. Moreover, hierarchical or sharded blockchain
architectures, along with off-chain computation and storage
(e.g., state channels or sidechains), can help distribute the load
across the network. These techniques can collectively enable
blockchain to maintain trust, immutability, and auditability
without overwhelming the limited resources of large-scale,
heterogeneous IoT deployments.

E. Trusted Execution Environment

Hardware-based TEEs protect sensitive computations and
model parameters from tampering or leakage [152]. The
applicability of TEEs in decentralized AI systems is ex-
plored extensively, highlighting secure computational capabil-
ities [128], [143]. For example, Vomvas et al. [127] proposed
a vertical extension termed zero-trust execution for beyond-
5G networks, using TEEs to secure execution environments
and establish trust in untrusted contexts. In addition, Aiello et
al. [137] examined the secure access service edge framework,
integrating SD-WAN, ZTNA, SWG, and CASB, emphasiz-
ing identity-driven security, micro-segmentation, and real-time
threat intelligence to address network performance and data
protection challenges.

F. Encryption and Secure Communication:

End-to-end encryption protocols, such as TLS, safeguard
data confidentiality and integrity, mitigating interception risks
during data transmission [153]. Gharib et al. [129] in-
troduced SCC5G, a Post-Quantum Cryptography (PQC)-
based architecture ensuring encrypted and authenticated 5G
mission-critical communications, utilizing CRYSTALS-Kyber
and CRYSTALS-Dilithium cryptographic schemes. Tseng et
al. [131] proposed Encrypted Data Processing (EDAP), which
employs processor-level encryption to secure data during ex-
ecution, eliminating implicit trust in cloud platforms and hy-
pervisors. Additionally, Rodigari et al. [130] assessed mutual
TLS (mTLS) in zero-trust networks, confirming its security
effectiveness despite moderate computational overheads in
multi-cloud deployments. A zero-trust architecture optimized
for industrial environments was proposed in [154], integrat-
ing micro-segmentation and software-defined networking to
enhance security in power grids, transportation systems, and
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industrial control systems. By enabling dynamic network man-
agement, granular access control, and breach containment, the
framework strengthens cybersecurity in highly heterogeneous
and interconnected industrial networks.

G. Lessons Learned
Authentication and authorization mitigate risks of unautho-

rized access, which can lead to model and data poisoning
or backdoor insertion during federated updates. By enforc-
ing strong identity verification and role-based access control,
authentication and authorization can reduce the likelihood of
adversaries compromising IoT nodes or injecting malicious
updates. Encryption and secure communication can further
strengthen this protection by safeguarding data in transit and
at rest, countering threats, such as model inference attacks and
data tampering. Moreover, secure aggregation plays a critical
role in federated FM settings by preventing malicious actors
from inferring individual model updates or injecting poisoned
gradients during aggregation, thereby reducing vulnerability to
Byzantine failures and free-riding attacks.

Beyond access and confidentiality controls, advanced mech-
anisms, such as anomaly detection for FMs and blockchains,
focus on integrity and trust management. Anomaly detection
identifies abnormal patterns in FM updates or IoT node be-
havior, providing an essential defense against stealthy threats,
such as backdoor attacks, model poisoning, and compro-
mised nodes that evade traditional verification methods. In
particular, blockchain introduces an immutable, decentralized
ledger for recording model updates and transactions, ensuring
accountability and preventing rollback or tampering attacks
in distributed systems. In addition, TEEs provide hardware-
based isolation for sensitive FM operations, securing model
parameters and intermediate computations against inference
and manipulation attacks.

Most current solutions have addressed some isolated aspects
of zero trust or FMs, and often overlooked the dual role
of FMs as both targets and enablers of trust enforcement.
ZTFM can potentially bridge this gap by positioning FMs
as active agents within the trust pipeline, enabling real-time
threat detection, dynamic access control, and adaptive policy
enforcement based on contextual understanding.

Effective ZTFM implementations necessitate the holis-
tic integration of multiple technologies, e.g., authentication,
anomaly detection, blockchain, TEEs, and encryption, into a
unified trust framework. While mechanisms like multi-factor
authentication, continuous verification, and differential privacy
strengthen security, they introduce computational overheads.
Designing lightweight and adaptive solutions remains an on-
going challenge in resource-constrained IoT environments.

Last but not least, static access controls are insufficient in
dynamic IoT systems. Techniques, such as behavioral analytics
and contextual policy adaptation, are crucial for maintaining
continuous trust in the presence of evolving threats. While
many works focus on standard security goals, robust defenses
against adversarial attacks targeting FMs, such as model
poisoning, inference leakage, and stealthy backdoors, are still
in their early stages. There is an urgent need for ZTFM-specific
adversarial defense mechanisms.

Fig. 12. Illustration of the zero trust multi-cloud architecture with distributed
policy enforcement via proxies developed in [130], enabling secure commu-
nication between services across GKE and EKS clusters.

VI. OPEN RESEARCH CHALLENGES FOR ZTFM IN IOT

Despite the progress in ZTFM, several critical research chal-
lenges remain unresolved when applying these models to IoT
due to the highly distributed and heterogeneous nature of IoT
devices, severe resource constraints, scalable and decentralized
network conditions, diverse sensitivity and privacy levels of
IoT data, and the necessity of lightweight yet robust con-
tinuous verification and adaptive security mechanisms across
decentralized deployments. Based on our study, we identify the
following open challenges that demand further investigation:

1) Lightweight Cryptographic Primitives for Trust-Aware
AI: Cryptographic methods such as homomorphic encryption,
zero-knowledge proofs, and SMPC are core enablers of ZTFM
but are resource-intensive for IoT devices. A key challenge
lies in developing lightweight cryptographic protocols [155]
that maintain rigorous security guarantees while being com-
putationally feasible for constrained edge nodes. Emerging
directions include post-quantum cryptography [156] tailored
for FL and efficient lattice-based encryption [157] adapted to
non-IID data distributions in IoT.

Implementing lightweight cryptography in ZTFM-based IoT
environments is challenging due to the severe resource con-
straints of edge and IoT devices. While traditional crypto-
graphic schemes, such as homomorphic encryption or secure
multiparty computation, provide strong confidentiality and
integrity guarantees, their computational and memory over-
heads make them impractical for real-time FM inference or
federated training on low-power devices. These bottlenecks
become more pronounced when combined with zero-trust prin-
ciples, which require frequent re-authentication, data integrity
checks, and continuous verification across a large number of
heterogeneous nodes. Moreover, FM-specific characteristics,
such as large parameter sizes and the need for secure gra-
dient exchange, exacerbate bandwidth and latency constraints.
Achieving a balance between cryptographic strength and com-
putational feasibility remains a key bottleneck for the practical
deployment of ZTFM in AI-driven IoT.

2) Scalable and Adaptive Trust Reasoning: As ZTFM
systems scale across diverse IoT networks, trust scoring must
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evolve to account for context, temporal changes, and inter-
node variability. One challenge is designing hierarchical, de-
centralized trust models that incorporate behavioral analytics,
reputation systems, and federated signals without incurring
excessive synchronization overhead. Graph-based trust propa-
gation [108] and dynamic Bayesian belief updating [158] are
promising but underexplored directions. Specifically, graph-
based trust propagation models IoT nodes and their inter-
actions as a trust graph, where edges represent trust scores
that propagate through the network. While this facilitates
decentralized reasoning, maintaining accurate, attack-resilient
propagation under conditions like Sybil attacks or collusion is
complex. Bayesian belief updating, on the other hand, offers a
probabilistic framework for revising trust scores based on new
evidence, supporting dynamic adaptation. However, designing
priors, handling high-dimensional trust evidence, and prevent-
ing adversarial manipulation of updates (e.g., by injecting
false trust signals) remain open problems. Both methods are
required to balance accuracy, resilience, and computational
efficiency to function effectively within ZTFM.

Trust reasoning under zero-trust principles has to dynam-
ically adapt to evolving behaviors, partial observability, and
non-IID data distributions in federated environments. The
challenge lies in constructing scalable trust models that can
aggregate evidence from diverse sources (e.g., device repu-
tation, behavioral analytics, and model updates) without in-
curring excessive communication or computational overhead.
Traditional trust models assume relatively stable relationships,
but FM-IoT systems are highly dynamic, where nodes join and
leave frequently, and adversaries may behave benignly before
launching attacks. Adaptive trust reasoning, therefore, needs
to detect subtle shifts in behavior and incorporate uncertainty,
all while operating in decentralized settings without a central
authority. This requirement for distributed, context-aware, and
lightweight reasoning significantly complicates the design of
trust frameworks for ZTFM.

In addition, as IoT deployments scale across domains and
administrative boundaries, trust federation becomes critical to
enable interoperability between heterogeneous systems while
preserving security. Trust federation protocols aim to allow
independent IoT networks or FM-enabled clusters to share
trust credentials and verify each other’s entities without cen-
tralized control. However, achieving this in a zero-trust context
is inherently difficult: the protocols need to enforce mutual
authentication, prevent privilege escalation across domains,
and avoid single points of failure. In particular, federated
trust frameworks should reconcile diverse security policies and
trust semantics while remaining lightweight enough for real-
time IoT operations. Standardization and formal verification
of such protocols are still lacking, making trust federation an
unresolved challenge for ZTFM deployments.

3) Cross-Domain Interoperability and Policy Federation:
ZTFM deployments across healthcare, manufacturing, and
transportation sectors face challenges due to heterogeneity in
policies, data formats [159], and access requirements [160].
A proposed research direction is to design extensible policy
languages and cross-domain security ontologies that can sup-
port secure interoperation across trust domains. Additionally,

trust federation protocols that preserve local autonomy while
enabling global policy compliance are essential.

4) Threat-Resilient Federated Training Architectures: Fed-
erated training of FMs across IoT nodes is inherently vul-
nerable to sophisticated adversarial tactics, such as model
poisoning, backdoor attacks, and adaptive manipulation of
gradient updates [161]. Designing threat-resilient architectures
for ZTFM requires moving beyond static defenses such as
anomaly detection or simple robust aggregation. Adversaries
can exploit heterogeneity and non-IID data distributions to
craft poisoned updates that appear statistically benign yet
degrade model performance or insert hidden triggers [162].
In addition, the intermittent connectivity and dynamic par-
ticipation of IoT nodes create opportunities for free-riding
attacks and selective poisoning. To counter these, future ZTFM
systems need adaptive, context-aware aggregation algorithms
that incorporate behavioral analytics and trust scores, as well
as distributed monitoring, to detect coordinated attacks across
multiple nodes without introducing prohibitive communication
or computational costs.

5) Fine-Grained Resource-Aware Security Orchestration:
IoT environments often operate under strict constraints in
bandwidth, memory, and compute resources [163], [164].
This typically includes legacy devices that lack support for
modern security mechanisms. A major deployment challenge
for ZTFMs is backward compatibility, which is the abil-
ity to enforce advanced security features, such as micro-
segmentation, continuous verification, and behavioral scoring,
without excluding or overwhelming older devices. Achieving
this requires resource-adaptive orchestration strategies, such
as dynamic policy offloading, opportunistic scheduling of
security tasks, and energy-aware trust checkpoints. These tech-
niques are essential for maintaining backward compatibility
while optimizing the trade-offs between security and utility in
heterogeneous IoT systems [165]. Without such consideration,
zero-trust enforcement risks fragmenting the device ecosystem
and reducing the overall effectiveness of the security model.

Zero-trust enforcement, e.g., continuous authentication, en-
cryption, and behavioral monitoring, introduces nontrivial
overhead that can overwhelm resource-constrained nodes.
Fine-grained security orchestration aims to dynamically al-
locate security tasks across the edge-cloud continuum based
on device capabilities, network conditions, and threat levels.
For example, resource-intensive cryptographic operations or
anomaly detection models may be offloaded to edge servers,
while lightweight verification checks remain local. However,
determining the optimal division of responsibilities in real time
without compromising trust or latency guarantees is a complex
optimization problem. Moreover, dynamic orchestration itself
has to remain secure against adversarial manipulation of
resource reports or task allocation decisions.

6) Auditability and Explainability in Zero-Trust Decisions:
As ZTFM decisions govern sensitive access control and col-
laboration workflows, the lack of transparent decision paths
limits trust and compliance [166]. We propose integrating ex-
plainable AI techniques into ZTFM enforcement modules, en-
abling audit trails, user-centric justification of denial/approval,
and provenance tracking of policy adaptation in distributed
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environments [167]. However, integrating explainable AI into
ZTFM is difficult since decisions often depend on complex
behavioral analytics or probabilistic trust models, which are in-
herently opaque. Designing interpretable trust models without
sacrificing detection accuracy, maintaining immutable audit
logs for compliance, and ensuring that audit mechanisms
themselves are secure and privacy-preserving represent signif-
icant technical hurdles. Furthermore, balancing explainability
with real-time decision-making performance adds an addi-
tional layer of complexity, particularly in highly dynamic IoT
environments where delays can undermine both usability and
security.

Summary. Collectively, these open challenges highlight the
need for multidisciplinary solutions that combine security,
cryptography, systems design, and AI to realize scalable,
interpretable, and efficient ZTFM deployment in real-world
IoT ecosystems.

VII. CONCLUSION

This paper establishes ZTFMs as a transformative approach
to securing AI-driven IoT systems. By embedding zero-trust
principles, such as LPA, continuous verification, data con-
fidentiality, and behavioral analytics, into the training and
deployment of FMs, ZTFMs provide a principled framework
for addressing the unique security and trust challenges of
decentralized, heterogeneous IoT environments. The struc-
tured synthesis of ZTFMs was presented with formalized
foundational principles. A unified technical architecture was
proposed, which integrates FL, blockchain-based identity man-
agement, micro-segmentation, and TEEs. Our analysis of
emerging threats and corresponding defense strategies revealed
key limitations in current practices and uncovered several open
research directions, including scalable secure orchestration,
lightweight multiparty computation, interpretable threat attri-
bution, and AI-driven trust calibration.
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[18] S. Yu, J. P. Muñoz, and A. Jannesari, “Federated foundation models:
Privacy-preserving and collaborative learning for large models,” arXiv
preprint, arXiv:2305.11414, 2023.

[19] H. Egerton, M. Hammoudeh, D. Unal, and B. Adebisi, “Applying zero
trust security principles to defence mechanisms against data exfiltration
attacks,” Security and Privacy in the Internet of Things: Architectures,
Techniques, and Applications, pp. 57–89, 2021.

[20] K. Li, Z. Zhang, A. Pourkabirian, W. Ni, F. Dressler, and O. B. Akan,
“Towards resilient federated learning in cyberedge networks: Recent
advances and future trends,” arXiv preprint, arXiv:2504.01240, 2025.

[21] Z. Bao, D. He, M. K. Khan, M. Luo, and Q. Xie, “Pbidm: Privacy-
preserving blockchain-based identity management system for indus-
trial internet of things,” IEEE Transactions on Industrial Informatics,
vol. 19, no. 2, pp. 1524–1534, 2023.

[22] N. Basta, M. Ikram, M. A. Kaafar, and A. Walker, “Towards a zero-trust
micro-segmentation network security strategy: An evaluation frame-
work,” IEEE/IFIP Network Operations and Management Symposium,
pp. 1–7, 2022.

[23] P. Jauernig, A.-R. Sadeghi, and E. Stapf, “Trusted execution envi-
ronments: Properties, applications, and challenges,” IEEE Security &
Privacy, vol. 18, no. 2, pp. 56–60, 2020.

[24] I. Makhdoom, M. Abolhasan, J. Lipman, R. P. Liu, and W. Ni,
“Anatomy of threats to the Internet of Things,” IEEE communications
surveys & tutorials, vol. 21, no. 2, pp. 1636–1675, 2018.

[25] J. Kindervag et al., “Build security into your network’s dna: The zero
trust network architecture,” Forrester Research Inc, vol. 27, pp. 1–16,
2010.

[26] R. Bommasani, D. A. Hudson, E. Adeli et al., “On the opportunities
and risks of foundation models,” arXiv preprint, arXiv:2108.07258,
2021.

[27] R. Liu, Q. Zhang, T. Han, B. Yang, W. Zhang, S. Yin, and D. Zhou,
“Survey on foundation models for prognostics and health management
in industrial cyber-physical systems,” IEEE Transactions on Industrial
Cyber-Physical Systems, vol. 2, pp. 264–280, 2024.

[28] H. Liu, Y. Wang et al., “Trustworthy AI: A computational perspective,”
ACM Transactions on Intelligent Systems and Technology, vol. 14,
no. 1, pp. 1–59, 2022.

[29] N. F. Syed, S. W. Shah, A. Shaghaghi, A. Anwar, Z. Baig, and R. Doss,
“Zero trust architecture (ZTA): A comprehensive survey,” IEEE access,
vol. 10, pp. 57 143–57 179, 2022.

[30] F. Mensah, “Zero trust architecture: A comprehensive review of prin-
ciples, implementation strategies, and future directions in enterprise
cybersecurity,” International Journal of Academic and Industrial Re-
search Innovations (IJAIRI), vol. 10, pp. 339–346, 2024.

[31] M. Merenda, C. Porcaro, and D. Iero, “Edge machine learning for AI-
enabled IoT devices: A review,” Sensors, vol. 20, no. 9, p. 2533, 2020.



21

[32] Y. Ashibani, D. Kauling, and Q. H. Mahmoud, “Design and implemen-
tation of a contextual-based continuous authentication framework for
smart homes,” Applied System Innovation, vol. 2, no. 1, p. 4, 2019.

[33] Z. Xu, B. Di, and L. Song, “Design of cloud-edge-gateway collab-
orative zero-trust architecture and workflow for smart factories,” in
2024 IEEE International Workshop on Radio Frequency and Antenna
Technologies (iWRF&AT), 2024, pp. 335–339.

[34] L. Li, W. Wang, X. Zhou, H. Qu, W. Ni, and A. Jamalipour, “A
trustworthy IoT-based supply chain traceability system with semantic
multichain and preblockchain data verification,” IEEE Internet of
Things Journal, vol. 12, no. 14, pp. 28 245–28 258, 2025.

[35] N. Alsuwaidi, N. Alharmoodi, and H. A. Hamadi, “The transformative
impact of zero-trust architecture on healthcare security,” in 2024 2nd
International Conference on Cyber Resilience (ICCR), 2024, pp. 1–8.

[36] B. Mao, Y. Liu, Z. Wei, H. Guo, Y. Xun, J. Wang, J. Liu, and N. Kato,
“A blockchain-enabled cold start aggregation scheme for federated
reinforcement learning-based task offloading in zero trust leo satellite
networks,” IEEE Journal on Selected Areas in Communications, pp.
1–11, 2025.

[37] R. Cheng, S. Chen, and B. Han, “Toward zero-trust security for the
metaverse,” IEEE Communications Magazine, vol. 62, no. 2, pp. 156–
162, 2024.

[38] S. Hu, X. Yuan, W. Ni, X. Wang, E. Hossain, and H. Vincent Poor,
“OFDMA-F²L: Federated learning with flexible aggregation over an
OFDMA air interface,” IEEE Transactions on Wireless Communica-
tions, vol. 23, no. 7, pp. 6793–6807, 2024.

[39] D. Javeed, M. S. Saeed, M. Adil, P. Kumar, and A. Jolfaei, “A federated
learning-based zero trust intrusion detection system for Internet of
Things,” Ad Hoc Networks, vol. 162, p. 103540, 2024.

[40] X. Yuan, W. Ni, M. Ding, K. Wei, J. Li, and H. V. Poor, “Amplitude-
varying perturbation for balancing privacy and utility in federated
learning,” IEEE Transactions on Information Forensics and Security,
vol. 18, pp. 1884–1897, 2023.

[41] K. Wei, J. Li, C. Ma, M. Ding, W. Chen, J. Wu, M. Tao, and H. V.
Poor, “Personalized federated learning with differential privacy and
convergence guarantee,” IEEE Trans. Inf. Forensics Secur., vol. 18, pp.
4488–4503, 2023.

[42] L. Lyu, H. Yu, X. Ma, C. Chen, L. Sun, J. Zhao, Q. Yang, and P. S. Yu,
“Privacy and robustness in federated learning: Attacks and defenses,”
IEEE Trans. Neural Networks Learn. Syst., vol. 35, no. 7, pp. 8726–
8746, 2024.

[43] M. Jere, T. Farnan, and F. Koushanfar, “A taxonomy of attacks on
federated learning,” IEEE Secur. Priv., vol. 19, no. 2, pp. 20–28, 2021.

[44] D. Huang, Y. Na, Y. Liu, Z. Zhang, and B. Mi, “Overview of
cooperative fault-tolerant control driven by the full information chain of
intelligent connected vehicle platoons under the zero-trust framework:
Opportunities and challenges,” IEEE Intelligent Transportation Systems
Magazine, vol. 16, no. 1, pp. 22–39, 2024.

[45] H. Joshi, “Emerging technologies driving zero trust maturity across
industries,” IEEE Open Journal of the Computer Society, vol. 6, pp.
25–36, 2025.

[46] A. I. Weinberg and K. Cohen, “Zero trust implementation in
the emerging technologies era: Survey,” 2024. [Online]. Available:
https://arxiv.org/abs/2401.09575

[47] B. Mao, J. Liu, Y. Wu, and N. Kato, “Security and privacy on 6g
network edge: A survey,” IEEE Communications Surveys & Tutorials,
vol. 25, no. 2, pp. 1095–1127, 2023.

[48] J. Du, T. Lin, C. Jiang, Q. Yang, C. F. Bader, and Z. Han, “Distributed
foundation models for multi-modal learning in 6G wireless networks,”
IEEE Wireless Communications, vol. 31, no. 3, pp. 20–30, 2024.

[49] S. Guthula, R. Beltiukov, N. Battula, W. Guo, and A. Gupta,
“netFound: Foundation model for network security,” arXiv preprint,
arXiv:2310.17025, 2023.

[50] D. Xue, X. Fan, T. Chen, G. Lan, and Q. Song, “Leveraging foundation
models for zero-shot IoT sensing,” in ECAI 2024, 2024, pp. 3805–3812.

[51] O. Baris, Y. Chen et al., “Foundation models for CPS-IoT: Opportu-
nities and challenges,” arXiv preprint, arXiv:2501.16368, 2025.

[52] J. Gu and S. Yeung-Levy, “Foundation models secretly understand
neural network weights: Enhancing hypernetwork architectures with
foundation models,” arXiv preprint, arXiv:2503.00838, 2025.

[53] B. Yuan, Y. He et al., “Decentralized training of foundation models in
heterogeneous environments,” in Proc. NeurIPS, 2022.

[54] S. Xu, C. Kurisummoottil Thomas, O. Hashash, N. Muralidhar,
W. Saad, and N. Ramakrishnan, “Large multi-modal models (LMMs)
as universal foundation models for AI-native wireless systems,” IEEE
Network, vol. 38, no. 5, pp. 10–20, 2024.

[55] J. Zhou, Y. Chen, Z. Hong, W. Chen, Y. Yu, T. Zhang, H. Wang,
C. Zhang, and Z. Zheng, “Training and serving system of foundation
models: A comprehensive survey,” IEEE Open Journal of the Computer
Society, vol. 5, pp. 107–119, 2024.

[56] H. Hu, Z. Salcic, L. Sun, G. Dobbie, P. S. Yu, and X. Zhang,
“Membership inference attacks on machine learning: A survey,” ACM
Computing Surveys (CSUR), vol. 54, no. 11s, pp. 1–37, 2022.

[57] B. Shan, X. Yuan, W. Ni, X. Wang, R. P. Liu, and E. Dutkiewicz,
“Preserving the privacy of latent information for graph-structured data,”
IEEE Transactions on Information Forensics and Security, vol. 18, pp.
5041–5055, 2023.

[58] N. Wu, X. Yuan, S. Wang, H. Hu, and M. Xue, “Cardinality counting
in “Alcatraz”: A privacy-aware federated learning approach,” in Proc.
WWW, 2024, p. 3076–3084.

[59] Y. Wang, T. Sun et al., “Adversarial attacks and defenses in machine
learning-empowered communication systems and networks: A contem-
porary survey,” IEEE Communications Surveys & Tutorials, vol. 25,
no. 4, pp. 2245–2298, 2023.

[60] Z. Tian, L. Cui, J. Liang, and S. Yu, “A comprehensive survey on
poisoning attacks and countermeasures in machine learning,” ACM
Comput. Surv., vol. 55, no. 8, pp. 166:1–166:35, 2023.

[61] Y. Wan, Y. Qu, W. Ni, Y. Xiang, L. Gao, and E. Hossain, “Data and
model poisoning backdoor attacks on wireless federated learning, and
the defense mechanisms: A comprehensive survey,” IEEE Communi-
cations Surveys & Tutorials, vol. 26, no. 3, pp. 1861–1897, 2024.

[62] F. Nuding and R. Mayer, “Data poisoning in sequential and parallel
federated learning,” in Proc. IWSPA@CODASPY, 2022, pp. 24–34.

[63] M. Jagielski, A. Oprea, B. Biggio, C. Liu, C. Nita-Rotaru, and B. Li,
“Manipulating machine learning: Poisoning attacks and countermea-
sures for regression learning,” in 2018 IEEE Symposium on Security
and Privacy (SP), 2018, pp. 19–35.

[64] K. Li, X. Yuan, J. Zheng, W. Ni, F. Dressler, and A. Jamalipour,
“Leverage variational graph representation for model poisoning on
federated learning,” IEEE Trans. Neural Networks Learn. Syst., vol. 36,
no. 1, pp. 116–128, 2025.

[65] K. Li, J. Zheng, X. Yuan, W. Ni, Ö. B. Akan, and H. V. Poor,
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