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Abstract

In this thesis we propose, design, and evaluate a novel decentralized, adap-
tive and self-learning framework to efficiently support low-rate periodic traffic
applications in wireless sensor networks (WSNs). In many application areas
like: environmental monitoring, building automation, industrial automation,
aerospace applications wirelessly connected sensor nodes are expected to pe-
riodically report their sensor readings. One of the most widely used solutions
for such applications is WirelessHART, featuring multi-hop configurations with
strictly time- synchronized slotted operation and frequency hopping as its basic
mechanisms. High packet delivery ratio is achieved, as the frequency diversity
provides high robustness against frequency selective fading and interference,
while time slotting provides the possibility to push nodes into power saving
modes for most of the time (in fact, all the time while they are not sched-
uled to transmit or receive). A well-known disadvantage of this approach is
the necessity of complex schedule computations and its implications (i.e. the
complexity of deriving and deploying new schedules in case of traffic changes,
such that changes of traffic periodicity).

This issue was the main motivation of this work. Traffic rates may change
frequently due to the changes in the monitored environment (e.g. light inten-
sity changes between day and night, with most traffic occurring during twilight
times where the rate of change is the largest), which implies the need of an
agile adaptive traffic policy. The key question is therefore, how energy efficient
operation (i.e. high level of sleeping) can be achieved under such variable traf-
fic conditions - while ensuring low delay and high packet delivery ratio. In our
approach, no explicit time synchronization among the nodes is needed. Each
traffic relaying node (forwarder) starts its operation with excessively long wake-
up periods and estimates the suitable times for more aggressive sleeping and
shorter wake- up periods by computing the statistical parameters of the passing
traffic. Naturally, if the traffic periodicity and/or jitter changes, the node will
properly adapt to the new situation. This basic approach has been extended
to efficiently support numerous, and possibly intersecting packet flows. In full
understanding of the reliability advantages offered by the frequency hopping



solution in an equally autonomous way (i.e. without explicit signaling), this
feature has also been incorporated into our design.

For the purpose of performance evaluation, the newly developed approach
and WirelessHART have been extensively simulated (using realistic channel
traces available in literature); in addition measurements of real implementation
have also been performed. The solution has been shown to achieve its major
goal - flexibly and efficiently following the traffic changes. Our approach,
parameterized for minimum energy consumption, could be proven as clearly
superior to WirelessHART in this metric, as well as in end-to-end delay under
several test scenarios. Such aggressive power-saving characteristic has resulted
in a slightly worse packet delivery ratio. However, different parameterizations
allowing balancing different power saving modes vs. delivery ratios are also
possible.
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Zusammenfassung

In dieser Arbeit entwickeln und untersuchen wir einen neuartigen dezentralen,
selbstlernenden und adaptiven Ansatz, um hohe Zuverlassigkeit, geringe Latenz
und Energieeffizienz fiir niederratigen periodischen Datenverkehr in drahtlosen
Sensornetzen zu erreichen. Mit diesem Ansatz zielen wir auf Anwendungen in
den Feldern der Umweltbeobachtung, Gebaudeautomation, Industrieautoma-
tisierung, oder Anwendungen in der Luft- und Raumfahrt. In diesen Anwen-
dungsklassen werden oft eine Vielzahl von Sensorknoten in einem vorgegebenen
raumlichen Gebiet plaziert um periodisch eine Vielzahl physikalischer Signale
zu iibertragen.

Viele Sensornetze haben bestimmte Beschrankungen gemein. Ein Beispiel
ist die relative geringe Ubertragungsreichweite eines Sensorknotens, welche
hilft, seine Lebensdauer zu verlangern. Eine andere wichtige Eigenschaft folgt
aus der grossen Anzahl der Sensorknoten in vielen Anwendungen. Sensor-
knoten konnen dem Netz zu beliebigen Zeitpunkten beitreten oder es ver-
lassen, und die drahtlosen Verbindungen zwischen den Knoten konnen sich
iiber die Zeit verandern. Somit sollten die Kommunikationsprotokolle selbst-
organisierend sein und ohne menschlichen Eingriff auskommen. Weiterhin soll-
ten Protokolle fiir Sensornetze keine iiberméssigen Anforderungen in puncto
Rechenleistung oder Speicherverbrauch stellen.

Dariiber hinaus wird die Zuverlassigkeit der Kommunikation in Sensor-
netzen durch Phanomene wie Mehrwegeschwund und schmalbandige Inter-
ferenz eingeschrankt. Geringe Zuverlassigkeit fithrt zu Paketverlusten, was
wiederum energetisch aufwindige Ubertragungswiederholungen und grossere
Latenzen nach sich zieht. Ausserdem haben Sensorknoten unterschiedliche
Senderaten und diese konnen sich mit der Zeit andern. Ein moglicher Grund
fiir gedinderte Senderaten sind Verdnderungen in der Umwelt (zum Beispiel
senden Helligkeitssensoren mehr Daten wahrend der Dammerung, weil die
Verdnderungsrate dann am grossten ist). Diese Variabilitdt in den Sender-
aten verlangt nach einer Adaption des Netzes.

Eine Schliisselfrage ist somit, wie (energiesparende) Schlafaktivitaten am
besten unterstiitzt werden konnen, wahrend das Netz gleichzeitig eine hohe



Kommunikationszuverlassigkeit, geringe Latenzen, und eine gute Adaptivitat
an Lastanderungen aufweist.

In dieser Arbeit entwickeln und untersuchen wir eine neuartige Losung, um
diese Ziele zu erreichen. Im Gegensatz zu aktuellen TDMA-basierten Systemen
wie WirelessHART (welches einigen Verwaltungsaufwand fiir Zeitsynchronisa-
tion und andere Zwecke betreibt) bendtigt unser Ansatz keine aufwéndigen
Management-Protokolle, sondern benutzt ausschliesslich die Periodizitat des
eigentlichen Datenverkehrs.

Zwei wesentliche Ideen werden eingefiihrt. Erstens: Sensorknoten, die
Pakete weiterleiten tauschen keine Informationen iiber die Periode und iiber
die Zeitbasis aus, sondern schatzen die Periode und die durchschnittlichen
Schwankungen derselben direkt aus Beobachtungen des Datenverkehrs. Da-
rauf basierend bestimmt der Knoten dann die Zeiten zu denen er schlafen
kann und zu denen er wach sein muss, um das néchste Paket zu empfangen.
Zweitens: Alle Knoten des Sensornetzes (Quellen und Weiterleitungsknoten)
wechseln fiir jedes neue Paket die Ubertragungsfrequenz. Hierbei sind Quel-
lenknoten unabhangig voneinander, d.h. sie wahlen ihre eigenen Perioden und
Kanéle autonom. Ein Knoten, der Pakete weiterleitet, benutzt die geschéatzten
Perioden dann auch, um zu bestimmen wann er als nachstes den Kanal wech-
seln muss.

Unser Ansatz erzielt gegeniiber einem Vergleichssystem mit nur einem
einzigen Kanal erhebliche Verbesserungen in der Energieeffizienz und der Zu-
verlassigkeit. Auch im Vergleich zu einem WirelessHART-basierten Vergle-
ichssystem ist unser Ansatz in puncto Energie, Latenz und Adaptierbarkeit
iiberlegen. Fiir unsere Auswertungen haben wir Experimente und realistis-
che trace-basierte Simulationen benutzt, und zwar sowohl fiir unseren eigenen
Ansatz als auch fir die Vergleichssysteme.
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Introduction

Wireless Sensor Networks (WSNs) are composed of an inexpensive embedded
devices — called sensor nodes — capable of sensing, computation, and commu-
nicating together in an ad hoc manner [7, 87, 21]. They have changed the way
we interact with our physical world, since they allow computation very close
to physical events of interest. WSNs are being extensively used in different
domains ranging from monitoring environments, controlling our houses, cars,
manufacturing plants [31, 181, 154], etc. Often sensor nodes are significantly
constrained in terms of available memory, computational power and, most im-
portantly, the amount of energy available to them. Due to these constraints,
sensor networks often share certain characteristics. One example is the rela-
tively short transmit range of a sensor node, which is useful to save energy.
An immediate implication of the short transmission range is that many sensor
networks applications are in fact multi-hop wireless networks. Therefore, in-
termediate nodes (or forwarders) are needed to relay packets on behalf of other
nodes to the destination node, which in many scenarios is a centralized sink
node. Another important characteristic can be justified from the envisioned
large-scale in terms of numbers of sensor nodes in a WSN deployment. Sensor
nodes may join, move, be switched off or leave the network, and the wireless
links between them can experience substantial fluctuations, so the communica-
tion protocols should be self-organizing and operating without (much) human
intervention. Furthermore, WSN protocols should not impose excessive com-
putational burden or require too much memory to save state information.

1.1 Motivation and Goals

In many application areas of multi-hop WSN’s such as monitoring applica-
tions, building automation, industrial control, and aerospace applications,
the network traffic is dominated by the presence of periodic data sources
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[154, 159, 54, 32]. For example, temperature sensor nodes can transmit their
sampled readings once a minute, light sensors can transmit their reading ev-
ery few seconds, and so on. The generated data samples are often delivered
through a set of forwarder nodes to a dedicated gateway or sink node, which
analyzes the periodic data and presents it to a human user or computes re-
sponses. In many of these applications it is also required to achieve good
timeliness and high reliability of data delivery, i.e. it is necessary that some
large fraction of all packets reaches the sink within some specified maximum
time. At the same time, there is possibly conflicting requirement of energy
efficiency when most or all of the nodes operate on batteries. Therefore, com-
municating the sensed data timely and reliably while consuming the minimum
amount of energy is very essential.

One of the key approaches to achieve energy-saving is to let the sensor
nodes switch to an energy-conserving sleep state whenever possible. In this
sleep state several parts of the node circuitry, including the wireless transceiver,
are switched off, as often the transceiver consumes the most energy on a sensor
node [9, 139, 149, 60]. This leads to substantial energy savings but disables
the communication ability of a node. The fraction of time where the node is
awake is called its duty cycle, and from the perspective of energy-efficiency this
duty cycle should be kept as small as possible.

For a source node generating the periodic data there is no problem: the
node wakes up, samples its sensor(s), transmits a packet and returns to sleep
mode. However, in a multi-hop network other nodes are needed to forward
the packets to a sink node. To be most energy-efficient, a forwarder should
wake up just before a periodic packet arrives, do the necessary forwarding
work and enters sleep mode again. However, in general the time difference
between packet inter-arrival times (the jitter) as seen by a forwarder node
is not ideally regular and so the arrival times are not know precisely. The
random components in the inter-arrival time are for example due to usage
of randomized Medium Access Control (MAC) protocols, time-varying cross-
traffic resulting in queueing effects, retransmissions, blocking of interrupts by
node operating systems, etc. Intuitively, one might expect that, the amount
of jitter (for example expressed as the deviation from the perfect period) is a
function of the number of hops a packet traverses.

One particular way to schedule the wakeup times for forwarders rests on
the Time Division Multiple Access (TDMA) MAC protocol scheme, in which
time is sub-divided into subsequent superframes, and these are further sub-
divided into individual time slots, which then are assigned on an exclusive
basis to pairs of nodes. The TDMA approach has, amongst others, been
adopted for example in the recently standardized industrial wireless sensor
network technologies WirelessHART [66] and ISA-100.11a [8]. With TDMA,

each node is allowed to sleep in those time slots in which it neither transmits
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nor receives, and these are known to the node through its TDMA schedule.

It is a long-standing debate in the realm of wireless sensor networks how the
sleeping opportunities achieved through adopting the TDMA principle on the
one hand compare to the complexity and energy cost of TDMA protocols on
the other hand. TDMA protocols use an explicit time synchronization proto-
col in order to be able to switch between different channels and communicate.
The existing WirelessHART and ISA-100.11a standards both use a central-
ized coordinator (an expensive hardware) for calculating TDMA schedules.
This coordinator collects load and topology data, computes a TDMA schedule
for each node and disseminates these schedules back into the network. This
involves extensive signalling overheads, thus increasing energy-consumption
[90, 94, 93]. There are further overheads for synchronization purposes. For
example, in the WirelessHART standard nodes need to resynchronize every
30s even if there is no need to send data packets in the near future. More-
over, because nodes set-up schedules to communicate between each other in
advance, adaptivity of network topology or to the changes of traffic demands
is expected to be costly in terms of energy and delay [34, 143]. Does all the
TDMA overhead pay out [12, 141, 183], or is it possible to carry out periodic
data transmission without all the overheads of TDMA while still maintaining
its main benefits of achieving sleep times for nodes and supporting periodic
data?

1.2 Autonomous Framework Architecture

A key goal of this thesis is to shed light on this question by comparing the
TDMA-based state-of-the-art WirelessHART industrial wireless sensor net-
work (a commercially successful representative of this class of networks) against
an alternative design developed in this thesis, called the autonomous frame-
work, organized around several components and designed to support high reli-
ability, low delay and low energy consumption for periodic traffic applications.

Instead of relying on pre-computed schedules and deterministic medium ac-
cess, the key approach in the autonomous framework is to allow forwarders to
autonomously learn and estimate the periods of all traffic lows going through
them and to determine their wakeup and sleep times accordingly. In particu-
lar, a forwarder alternates between two different states: In the learning state
a forwarder is switched on all the time and observes all packets from its neigh-
bors. After a number of observations the forwarder is able to estimate the
period and the relevant quantiles. Once these estimates are reliable enough,
the forwarder enters the other state, called the operational state. In the
operational state the forwarder follows the sleep/wakeup cycle, where it wakes
up and sleep just at the right time.
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Furthermore, the forwarder observes the packet loss rate in the operational
state and continues to update the estimates of the period and the quantiles (we
refer to this as statistics update). If the packet loss rate grows too large, the
forwarder returns to the learning state in order to re-estimate period and quan-
tiles. This allows forwarders to adapt to changes in topology or load scenario.
This approach does not need centralized scheduling or time synchronization,
and consequently does not employ a deterministic MAC protocol, instead, we
rely on a CSMA-type MAC.

In designing the autonomous framework it clearly was not sufficient to focus
on energy consumption alone, as transmission reliability is very important as
well. Reliability in WSNs can be low because of path loss, multi-path fading,
or narrow-band interference [172, 188, 175]. Low communication reliability
causes packets to be lost, and therefore retransmission of lost packets is usually
needed, which in turn leads to increased energy-consumption [138].

A popular approach to improve reliability is to exploit frequency diver-
sity by channel hopping, i.e. periodically changing the communication chan-
nel. Channel hopping is known to substantially improve communication re-
liability in wireless networks [36, 89], and therefore it has been adopted in
recent standards for industrial wireless sensor networks, for example Wireless-
Highway Addressable Remote Transducer (HART) and International Society
of Automation (ISA)-100.11a [99, 66, 83, 28, 58]. Both WirelessHART and
ISA100.11a rest on a TDMA approach with slow frequency-hopping, i.e. slot-
by-slot frequency hopping.

Figure 1.1 depicts the high level architecture of our autonomous frame-
work which includes: estimation and identification of the flows, asynchronous
channel hopping, local dynamic multiple sleep state scheduling, an on-the-fly
traffic adaptation mechanism and an overlapping controller. We explain these
components in more detail:

Multi-flows estimation and adaptation: Each node autonomously identi-
fies periodic flows passing through it, estimates their periods and adapts
its duty cycle accordingly. Each forwarder node acquires knowledge
about the traffic characteristics by observing the mean packet arrival
time and its jitter over time. These two parameters are estimated with
the help of sequence numbers and timestamps and their corresponding
values are updated after each packet arrival.

Asynchronous channel hopping: This novel mechanism allows the source
nodes and all forwarders to switch channels for each new periodic packet.
Source nodes are independent of each other, i.e. they choose their own
transmission periods and channels autonomously. A forwarder uses the
estimated traffic periods also for figuring out the times when it needs to
switch the channel. The main idea of the asynchronous channel hopping

8



1. INTRODUCTION

is to use both the flow period information and packet sequence number
for selecting the next channel. Specifically, we use a translation function
to map the packet sequence number and other parameters to the next
channel. We also address the issue of collision due to frequencies overlap.

Local dynamic multiple sleep states scheduling: This mechanism exploits
the several different sleep states provided by the chosen radio transceiver
(which in this respect is a 