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Abstract

In this thesis we propose, design, and evaluate a novel decentralized, adap-
tive and self-learning framework to efficiently support low-rate periodic traffic
applications in wireless sensor networks (WSNs). In many application areas
like: environmental monitoring, building automation, industrial automation,
aerospace applications wirelessly connected sensor nodes are expected to pe-
riodically report their sensor readings. One of the most widely used solutions
for such applications is WirelessHART, featuring multi-hop configurations with
strictly time- synchronized slotted operation and frequency hopping as its basic
mechanisms. High packet delivery ratio is achieved, as the frequency diversity
provides high robustness against frequency selective fading and interference,
while time slotting provides the possibility to push nodes into power saving
modes for most of the time (in fact, all the time while they are not sched-
uled to transmit or receive). A well-known disadvantage of this approach is
the necessity of complex schedule computations and its implications (i.e. the
complexity of deriving and deploying new schedules in case of traffic changes,
such that changes of traffic periodicity).

This issue was the main motivation of this work. Traffic rates may change
frequently due to the changes in the monitored environment (e.g. light inten-
sity changes between day and night, with most traffic occurring during twilight
times where the rate of change is the largest), which implies the need of an
agile adaptive traffic policy. The key question is therefore, how energy efficient
operation (i.e. high level of sleeping) can be achieved under such variable traf-
fic conditions - while ensuring low delay and high packet delivery ratio. In our
approach, no explicit time synchronization among the nodes is needed. Each
traffic relaying node (forwarder) starts its operation with excessively long wake-
up periods and estimates the suitable times for more aggressive sleeping and
shorter wake- up periods by computing the statistical parameters of the passing
traffic. Naturally, if the traffic periodicity and/or jitter changes, the node will
properly adapt to the new situation. This basic approach has been extended
to efficiently support numerous, and possibly intersecting packet flows. In full
understanding of the reliability advantages offered by the frequency hopping



solution in an equally autonomous way (i.e. without explicit signaling), this
feature has also been incorporated into our design.

For the purpose of performance evaluation, the newly developed approach
and WirelessHART have been extensively simulated (using realistic channel
traces available in literature); in addition measurements of real implementation
have also been performed. The solution has been shown to achieve its major
goal - flexibly and efficiently following the traffic changes. Our approach,
parameterized for minimum energy consumption, could be proven as clearly
superior to WirelessHART in this metric, as well as in end-to-end delay under
several test scenarios. Such aggressive power-saving characteristic has resulted
in a slightly worse packet delivery ratio. However, different parameterizations
allowing balancing different power saving modes vs. delivery ratios are also
possible.
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Zusammenfassung

In dieser Arbeit entwickeln und untersuchen wir einen neuartigen dezentralen,
selbstlernenden und adaptiven Ansatz, um hohe Zuverlässigkeit, geringe Latenz
und Energieeffizienz für niederratigen periodischen Datenverkehr in drahtlosen
Sensornetzen zu erreichen. Mit diesem Ansatz zielen wir auf Anwendungen in
den Feldern der Umweltbeobachtung, Gebäudeautomation, Industrieautoma-
tisierung, oder Anwendungen in der Luft- und Raumfahrt. In diesen Anwen-
dungsklassen werden oft eine Vielzahl von Sensorknoten in einem vorgegebenen
räumlichen Gebiet plaziert um periodisch eine Vielzahl physikalischer Signale
zu übertragen.

Viele Sensornetze haben bestimmte Beschränkungen gemein. Ein Beispiel
ist die relative geringe Übertragungsreichweite eines Sensorknotens, welche
hilft, seine Lebensdauer zu verlängern. Eine andere wichtige Eigenschaft folgt
aus der grossen Anzahl der Sensorknoten in vielen Anwendungen. Sensor-
knoten können dem Netz zu beliebigen Zeitpunkten beitreten oder es ver-
lassen, und die drahtlosen Verbindungen zwischen den Knoten können sich
über die Zeit verändern. Somit sollten die Kommunikationsprotokolle selbst-
organisierend sein und ohne menschlichen Eingriff auskommen. Weiterhin soll-
ten Protokolle für Sensornetze keine übermässigen Anforderungen in puncto
Rechenleistung oder Speicherverbrauch stellen.

Darüber hinaus wird die Zuverlässigkeit der Kommunikation in Sensor-
netzen durch Phänomene wie Mehrwegeschwund und schmalbandige Inter-
ferenz eingeschränkt. Geringe Zuverlässigkeit führt zu Paketverlusten, was
wiederum energetisch aufwändige Übertragungswiederholungen und grössere
Latenzen nach sich zieht. Ausserdem haben Sensorknoten unterschiedliche
Senderaten und diese können sich mit der Zeit ändern. Ein möglicher Grund
für geänderte Senderaten sind Veränderungen in der Umwelt (zum Beispiel
senden Helligkeitssensoren mehr Daten während der Dämmerung, weil die
Veränderungsrate dann am grössten ist). Diese Variabilität in den Sender-
aten verlangt nach einer Adaption des Netzes.

Eine Schlüsselfrage ist somit, wie (energiesparende) Schlafaktivitäten am
besten unterstützt werden können, während das Netz gleichzeitig eine hohe



Kommunikationszuverlässigkeit, geringe Latenzen, und eine gute Adaptivität
an Laständerungen aufweist.

In dieser Arbeit entwickeln und untersuchen wir eine neuartige Lösung, um
diese Ziele zu erreichen. Im Gegensatz zu aktuellen TDMA-basierten Systemen
wie WirelessHART (welches einigen Verwaltungsaufwand für Zeitsynchronisa-
tion und andere Zwecke betreibt) benötigt unser Ansatz keine aufwändigen
Management-Protokolle, sondern benutzt ausschliesslich die Periodizität des
eigentlichen Datenverkehrs.

Zwei wesentliche Ideen werden eingeführt. Erstens: Sensorknoten, die
Pakete weiterleiten tauschen keine Informationen über die Periode und über
die Zeitbasis aus, sondern schätzen die Periode und die durchschnittlichen
Schwankungen derselben direkt aus Beobachtungen des Datenverkehrs. Da-
rauf basierend bestimmt der Knoten dann die Zeiten zu denen er schlafen
kann und zu denen er wach sein muss, um das nächste Paket zu empfangen.
Zweitens: Alle Knoten des Sensornetzes (Quellen und Weiterleitungsknoten)
wechseln für jedes neue Paket die Übertragungsfrequenz. Hierbei sind Quel-
lenknoten unabhängig voneinander, d.h. sie wählen ihre eigenen Perioden und
Kanäle autonom. Ein Knoten, der Pakete weiterleitet, benutzt die geschätzten
Perioden dann auch, um zu bestimmen wann er als nächstes den Kanal wech-
seln muss.

Unser Ansatz erzielt gegenüber einem Vergleichssystem mit nur einem
einzigen Kanal erhebliche Verbesserungen in der Energieeffizienz und der Zu-
verlässigkeit. Auch im Vergleich zu einem WirelessHART-basierten Vergle-
ichssystem ist unser Ansatz in puncto Energie, Latenz und Adaptierbarkeit
überlegen. Für unsere Auswertungen haben wir Experimente und realistis-
che trace-basierte Simulationen benutzt, und zwar sowohl für unseren eigenen
Ansatz als auch für die Vergleichssysteme.
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CHAPTER1
Introduction

Wireless Sensor Networks (WSNs) are composed of an inexpensive embedded
devices – called sensor nodes – capable of sensing, computation, and commu-
nicating together in an ad hoc manner [7, 87, 21]. They have changed the way
we interact with our physical world, since they allow computation very close
to physical events of interest. WSNs are being extensively used in different
domains ranging from monitoring environments, controlling our houses, cars,
manufacturing plants [31, 181, 154], etc. Often sensor nodes are significantly
constrained in terms of available memory, computational power and, most im-
portantly, the amount of energy available to them. Due to these constraints,
sensor networks often share certain characteristics. One example is the rela-
tively short transmit range of a sensor node, which is useful to save energy.
An immediate implication of the short transmission range is that many sensor
networks applications are in fact multi-hop wireless networks. Therefore, in-
termediate nodes (or forwarders) are needed to relay packets on behalf of other
nodes to the destination node, which in many scenarios is a centralized sink
node. Another important characteristic can be justified from the envisioned
large-scale in terms of numbers of sensor nodes in a WSN deployment. Sensor
nodes may join, move, be switched off or leave the network, and the wireless
links between them can experience substantial fluctuations, so the communica-
tion protocols should be self-organizing and operating without (much) human
intervention. Furthermore, WSN protocols should not impose excessive com-
putational burden or require too much memory to save state information.

1.1 Motivation and Goals

In many application areas of multi-hop WSN’s such as monitoring applica-
tions, building automation, industrial control, and aerospace applications,
the network traffic is dominated by the presence of periodic data sources
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[154, 159, 54, 32]. For example, temperature sensor nodes can transmit their
sampled readings once a minute, light sensors can transmit their reading ev-
ery few seconds, and so on. The generated data samples are often delivered
through a set of forwarder nodes to a dedicated gateway or sink node, which
analyzes the periodic data and presents it to a human user or computes re-
sponses. In many of these applications it is also required to achieve good
timeliness and high reliability of data delivery, i.e. it is necessary that some
large fraction of all packets reaches the sink within some specified maximum
time. At the same time, there is possibly conflicting requirement of energy
efficiency when most or all of the nodes operate on batteries. Therefore, com-
municating the sensed data timely and reliably while consuming the minimum
amount of energy is very essential.

One of the key approaches to achieve energy-saving is to let the sensor
nodes switch to an energy-conserving sleep state whenever possible. In this
sleep state several parts of the node circuitry, including the wireless transceiver,
are switched off, as often the transceiver consumes the most energy on a sensor
node [9, 139, 149, 60]. This leads to substantial energy savings but disables
the communication ability of a node. The fraction of time where the node is
awake is called its duty cycle, and from the perspective of energy-efficiency this
duty cycle should be kept as small as possible.

For a source node generating the periodic data there is no problem: the
node wakes up, samples its sensor(s), transmits a packet and returns to sleep
mode. However, in a multi-hop network other nodes are needed to forward
the packets to a sink node. To be most energy-efficient, a forwarder should
wake up just before a periodic packet arrives, do the necessary forwarding
work and enters sleep mode again. However, in general the time difference
between packet inter-arrival times (the jitter) as seen by a forwarder node
is not ideally regular and so the arrival times are not know precisely. The
random components in the inter-arrival time are for example due to usage
of randomized Medium Access Control (MAC) protocols, time-varying cross-
traffic resulting in queueing effects, retransmissions, blocking of interrupts by
node operating systems, etc. Intuitively, one might expect that, the amount
of jitter (for example expressed as the deviation from the perfect period) is a
function of the number of hops a packet traverses.

One particular way to schedule the wakeup times for forwarders rests on
the Time Division Multiple Access (TDMA) MAC protocol scheme, in which
time is sub-divided into subsequent superframes, and these are further sub-
divided into individual time slots, which then are assigned on an exclusive
basis to pairs of nodes. The TDMA approach has, amongst others, been
adopted for example in the recently standardized industrial wireless sensor
network technologies WirelessHART [66] and ISA-100.11a [8]. With TDMA,
each node is allowed to sleep in those time slots in which it neither transmits
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1. INTRODUCTION

nor receives, and these are known to the node through its TDMA schedule.

It is a long-standing debate in the realm of wireless sensor networks how the
sleeping opportunities achieved through adopting the TDMA principle on the
one hand compare to the complexity and energy cost of TDMA protocols on
the other hand. TDMA protocols use an explicit time synchronization proto-
col in order to be able to switch between different channels and communicate.
The existing WirelessHART and ISA-100.11a standards both use a central-
ized coordinator (an expensive hardware) for calculating TDMA schedules.
This coordinator collects load and topology data, computes a TDMA schedule
for each node and disseminates these schedules back into the network. This
involves extensive signalling overheads, thus increasing energy-consumption
[90, 94, 93]. There are further overheads for synchronization purposes. For
example, in the WirelessHART standard nodes need to resynchronize every
30s even if there is no need to send data packets in the near future. More-
over, because nodes set-up schedules to communicate between each other in
advance, adaptivity of network topology or to the changes of traffic demands
is expected to be costly in terms of energy and delay [34, 143]. Does all the
TDMA overhead pay out [12, 141, 183], or is it possible to carry out periodic
data transmission without all the overheads of TDMA while still maintaining
its main benefits of achieving sleep times for nodes and supporting periodic
data?

1.2 Autonomous Framework Architecture

A key goal of this thesis is to shed light on this question by comparing the
TDMA-based state-of-the-art WirelessHART industrial wireless sensor net-
work (a commercially successful representative of this class of networks) against
an alternative design developed in this thesis, called the autonomous frame-
work, organized around several components and designed to support high reli-
ability, low delay and low energy consumption for periodic traffic applications.

Instead of relying on pre-computed schedules and deterministic medium ac-
cess, the key approach in the autonomous framework is to allow forwarders to
autonomously learn and estimate the periods of all traffic flows going through
them and to determine their wakeup and sleep times accordingly. In particu-
lar, a forwarder alternates between two different states: In the learning state
a forwarder is switched on all the time and observes all packets from its neigh-
bors. After a number of observations the forwarder is able to estimate the
period and the relevant quantiles. Once these estimates are reliable enough,
the forwarder enters the other state, called the operational state. In the
operational state the forwarder follows the sleep/wakeup cycle, where it wakes
up and sleep just at the right time.
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Furthermore, the forwarder observes the packet loss rate in the operational
state and continues to update the estimates of the period and the quantiles (we
refer to this as statistics update). If the packet loss rate grows too large, the
forwarder returns to the learning state in order to re-estimate period and quan-
tiles. This allows forwarders to adapt to changes in topology or load scenario.
This approach does not need centralized scheduling or time synchronization,
and consequently does not employ a deterministic MAC protocol, instead, we
rely on a CSMA-type MAC.

In designing the autonomous framework it clearly was not sufficient to focus
on energy consumption alone, as transmission reliability is very important as
well. Reliability in WSNs can be low because of path loss, multi-path fading,
or narrow-band interference [172, 188, 175]. Low communication reliability
causes packets to be lost, and therefore retransmission of lost packets is usually
needed, which in turn leads to increased energy-consumption [138].

A popular approach to improve reliability is to exploit frequency diver-
sity by channel hopping, i.e. periodically changing the communication chan-
nel. Channel hopping is known to substantially improve communication re-
liability in wireless networks [36, 89], and therefore it has been adopted in
recent standards for industrial wireless sensor networks, for example Wireless-
Highway Addressable Remote Transducer (HART) and International Society
of Automation (ISA)-100.11a [99, 66, 83, 28, 58]. Both WirelessHART and
ISA100.11a rest on a TDMA approach with slow frequency-hopping, i.e. slot-
by-slot frequency hopping.

Figure 1.1 depicts the high level architecture of our autonomous frame-
work which includes: estimation and identification of the flows, asynchronous
channel hopping, local dynamic multiple sleep state scheduling, an on-the-fly
traffic adaptation mechanism and an overlapping controller. We explain these
components in more detail:

Multi-flows estimation and adaptation: Each node autonomously identi-
fies periodic flows passing through it, estimates their periods and adapts
its duty cycle accordingly. Each forwarder node acquires knowledge
about the traffic characteristics by observing the mean packet arrival
time and its jitter over time. These two parameters are estimated with
the help of sequence numbers and timestamps and their corresponding
values are updated after each packet arrival.

Asynchronous channel hopping: This novel mechanism allows the source
nodes and all forwarders to switch channels for each new periodic packet.
Source nodes are independent of each other, i.e. they choose their own
transmission periods and channels autonomously. A forwarder uses the
estimated traffic periods also for figuring out the times when it needs to
switch the channel. The main idea of the asynchronous channel hopping
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is to use both the flow period information and packet sequence number
for selecting the next channel. Specifically, we use a translation function
to map the packet sequence number and other parameters to the next
channel. We also address the issue of collision due to frequencies overlap.

Local dynamic multiple sleep states scheduling: This mechanism exploits
the several different sleep states provided by the chosen radio transceiver
(which in this respect is a representative for a large class of transceivers
supporting multiple sleep states) and utilizes them in efficient manner.
The idea is to let each individual node determine the appropriate sleep
mode that would still allow it to be awake when needed dynamically,
based on local information of the expected traffic.

On-the-fly traffic adaptation mechanism: Depending on the underlying
application, source nodes may increase or decrease their traffic period-
icity. In order to enable the forwarders to react and adapt to the new
change in an agile manner, we developed very efficient approach which
relies only on local information and operates without any centralized
components. Thus, it allows the source nodes to increase or decrease
their packet generation rate based on their sensing requirements. The
key idea is that the source node notifies its neighbor about the new traffic
period by just setting up a single bit, abbreviated as LB (Learning Bit).
When a forwarder receiving data packet with LB set, it immediately en-
ters the learning phase to start the process of estimating a new traffic
characteristics, otherwise it stays in the operational phase.

Multi-flows overlapping controller: Forwarders might be placed on the
routes for several distinct sources and must adapt both the sleep/wakeup
windows and also the frequency, especially in situations where packets of
different source flows are expected to arrive at about the same time at a
forwarder. The basic idea to eliminate such a collision due to the traffic
overlap is to estimate the traffic characteristics for each flow separately;
each flow is distinguished from the others by using a unique flow ID.

To detect whether there is a potential overlap in the next cycle, the node
compares the next expected time intervals among the different flows.
Upon a detection of a potential overlap the node tries to resolve it by
piggybacking some information to the conflicting nodes beforehand.

We will compare the autonomous framework and WirelessHART for their
energy consumption, packet delay and their achievable reliability in a range
of scenarios with periodic traffic, and taking various real-world overheads into
consideration. Our results indicate that for scenarios with low to modest over-
all traffic loads the autonomous framework requires substantially less energy
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Figure 1.1: Autonomous components

and lower delay than WirelessHART while achieving similar reliability. More-
over the autonomous framework outperforms the centralized approach in terms
of adaptability to varying traffic conditions.

1.3 Contributions of the Thesis

In order to achieve sufficient communication reliability, low delay and good
energy-efficiency in resource constrained WSN devices in networks with pe-
riodic traffic, we have, as our first contribution, designed a decentralized,
self-learning and self-adaptive approach called the autonomous framework.
Our autonomous framework solution integrates several mechanisms, includ-
ing: asynchronous channel hopping, multi-flow traffic estimation and adap-
tation, local dynamic multiple sleep states scheduling, a control mechanism
for overlapping flows, and a mechanism to adapt to traffic changes. A more
detailed presentation of design objectives and associated research challenges
can be found in Chapter 3, the detailed design of the framework is presented
in Chapters 4 and 5.

The second main contribution is a detailed analysis of the energy con-
sumption characteristics of WirelessHART. More specifically, we have con-
ducted a study using the response surface methodology to determine how the
energy consumption depends on various system parameters like transceiver
power parameters, synchronization overhead etc. Through this analysis we
have identified the main factors contributing to the energy consumption of
WirelessHART. This knowledge is not only of intrinsic interest, it is also use-
ful to guide energy optimization of WirelessHART. By identifying the factors
contributing most to the overall energy consumption we can focus our efforts
to save energy to the most promising component. Based on the insights from
this analysis we also propose and analyze an energy management policy for
WirelessHART nodes, which allows them to autonomously exploit the multiple
sleep states of a representative radio transceiver (the popular IEEE 802.15.4-
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compliant ChipCon CC2420 [30]) and utilizes them in efficient manner. To
carry out this analysis, we have developed a realistic simulation model for
WirelessHART. We validate the WirelessHART simulation model using a real
WirelessHART evaluation Kit.

The third main contribution is a similar analysis of the autonomous frame-
work, again identifying the factors contributing most to its energy expenditure.
Similar to the WirelessHART analysis, we use a simulation model to analyze
the autonomous framework. It is important to note, however, that some of the
underlying assumptions and approaches for this framework have been validated
by experiments in a a real sensor network devices.

As our fourth main contribution we use the simulation models for both
systems together with real-world measurements and real-world connectivity
traces to conduct a detailed comparison study in terms of energy consumption,
packet delay, adaptability to varying traffic loads and achieved reliability for
different deployment and load scenarios.

1.4 Thesis Outline

The remainder of this thesis has the following structure:

Chapter 2: details the background and related literature for energy-efficiency
techniques for WSNs. It starts by identifying the fundamental compo-
nents that impact on the overall energy consumption, then it details and
discusses the low-energy medium access control protocols identified in
literature for both single and multi-channel solutions.

This chapter also provides an overview of the state-of-the-art Wire-
lessHART technology, explains theWirelessHART components and presents
the relevant details of its operation. This includes the channel-hopping
and time synchronization mechanisms adopted in theWirelessHART pro-
tocol.

Chapter 3: firstly presents a detailed problem statement, describes the main
research challenges and sketches the solution approach, together with
the system metrics, assumption and considered scenarios. Furthermore,
it contains an overview on the performance evaluation methodology used
on this thesis.

Chapter 4: presents the basic design of the autonomous framework and eval-
uates its performance in a single-flow scenario on a single channel. We
also present measurement results for the per-hop jitter, which help to
motivate key decisions in the approach taken for estimating traffic peri-
ods.
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Chapter 5: presents an extension of the autonomous framework to multi-flow
and multi-channel scenarios. In the first part of the chapter we present an
overview of the general autonomous framework, including the scheduling
of wake-up times. Important parts of the design will be given as state
diagrams. Then we present the design of the autonomous framework
and its state diagrams which includes an asynchronous channel hopping
scheme, estimation and adaptation algorithms, sleep/wakeup scheduling,
adaptive traffic policy and the multi-flows overlapping mechanism. In the
second part we conducted a trace based simulation to evaluate the au-
tonomous framework. We also conducted a sensitivity analysis using the
response surface methodology to analysis the impact of the autonomous
framework parameters on the energy consumption.

Chapter 6: presents a comprehensive performance evaluation of the Wire-
lessHART protocol, including a sensitivity analysis of the WirelessHART
energy consumption parameters using the response surface methodology.
We also propose and analyze an energy management scheme for TDMA
systems in which more advanced sleeping capabilities of the chosen radio
transceiver are utilized. In this scheme each node individually selects its
next sleep state according to its transmission/reception schedule. With
this scheme the energy consumption in the sleep state can be reduced
substantially. In this chapter, we also validate the simulation models
using real-word experiments.

Chapter 7: in this chapter we compare WirelessHART and the autonomous
framework in a range of scenarios for their energy consumption, packet
delay, adaptability to changing traffic rates and achieved reliability. This
allows us to identify the advantages and disadvantages of each approach.

Chapter 8: this chapter summarizes the contribution of the thesis and dis-
cusses the lessons learned. We also outline several future directions and
open issues for both our autonomous framework and the WirelessHART
system.

Details about the simulation models for WirelessHART and the autonomous
framework are given in Appendix A and Appendix B, respectively.

1.5 Publications

Journal Articles:

• Osama Khader, Andreas Willig and Adam Wolisz, ”Self-Learning and
Self-Adaptive Framework for Supporting High Reliability and Low En-

12



1. INTRODUCTION

ergy Expenditure in WSNs” Special issue of Telecommunication Systems
Journal, vol.x , no.x, To appear 2014.

• Osama Khader and Andreas Willig, ”An energy consumption analysis
of the Wireless HART TDMA protocol”. Journal of Computer commu-
nications, vol. 36, no. 7, april 2013.

Conference Proceedings:

• Osama Khader, Andreas Willig and Adam Wolisz, ”An Autonomous
Framework for Supporting Energy Efficiency and Communication Reli-
ability in WSNs”. In Proc. of the 6th Joint IFIP Wireless and Mobile
Networking Conference (WMNC2013), apr 2013 (Best Paper Award).

• Osama Khader, Andreas Willig and Adam Wolisz, ”WirelessHART
TDMA Protocol Performance Evaluation Using Response Surface Method-
ology”. In Proc. of the 6th International Conference on Broadband and
Wireless Computing, Communication and Applications (6th BWCCA
2011), oct 2011.

• Osama Khader, Andreas Willig and AdamWolisz, ”DistributedWakeup
Scheduling Scheme for Supporting Periodic Traffic in WSNs”. In Proc.
of the European Wireless Conference 2009 (EW ’09), ISBN: 978-3-8007-
3167-1, pp. 287-292 Aalborg, Denmark, may 2009.

Technical Reports:

• Osama Khader, Andreas Willig and Adam Wolisz, ”Self-learning and
adaptive scheme for Supporting periodic Multi-flows in Wireless Sensor
Networks”, TKN Technical Report Series TKN-13-002, Telecommunica-
tion Networks Group, Technical University Berlin, mar 2013.

• Osama Khader, Andreas Willig and Adam Wolisz, ”A Simulation
Model for the Performance Evaluation of WirelessHART TDMA Pro-
tocol”, TKN Technical Report Series TKN-11-001, Telecommunication
Networks.

• Osama Khader, Andreas Willig and Adam Wolisz ”Dynamic Adaptive
Wake-up Scheduling Scheme for Supporting Periodic Traffic in WSNs”,
TKN Technical Report Series TKN-08-012, Telecommunication Networks
Group, Technical University Berlin, nov 2008.

13



1.5. PUBLICATIONS

14



CHAPTER2
Background and Related

Literature

The constraints found in wireless sensor networks, like the restricted computa-
tional power and memory, the energy limitations and the reliance on wireless
communications, often call for application-specific network and protocol de-
signs. In this way the network architectures and operation of protocols can be
tailored to the traffic types and load generated by a specific application.

This chapter provides a discussion and overview of the related work for low
power approaches for both single and multi-channel solutions. In this chapter,
we also provide an overview of the state-of-the-art solution (WirelessHART),
which will be used as a benchmark against our autonomous framework solution.

2.1 Energy Consumption in Wireless Sensor

Networks

Wireless sensor networks are typically battery powered devices, therefore min-
imizing the energy usage is one of the main issues in WSN [6, 5]. In reality, the
network lifetime depends on energy consumption at each of the sensor nodes.
The four main factors influencing the energy consumption of an individual
sensor node are:

1. Radio transceiver.

2. Microprocessor.

3. Sensors and actuators.

4. Memories and other electronic circuits.
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Therefore, to extend lifetime of the WSN, efficient power management pro-
tocols must be considered in hardware, software and algorithm design. As
the transceiver consumes maximum amount of energy, including that in idle,
transmit and receive mode [152, 145, 35], therefore it is useful to enable the
radio to operate in low duty cycle. Low duty cycle is defined as the fraction
of time where the node is awake in the whole operation.

There are four important factors that contribute to the energy consumption
in WSN communication:

Idle listening: Occurs when the radio is on and listening on the channel but
no packets are received. It has been observed that the idle listening
consumes significant energy in the wireless sensor networks [182]. It
might consume up to 50% of the energy required for receiving [182, 153].

Collision: It is the second source of energy consumption and it happens
when collision occurs (two packets are transmitted at the same time
and they interfere with each other) in this case, node usually retransmits
the packet, that contributes to the energy wastage as well [74].

Control packet overhead: Signaling information helps to maintains the over-
all network operations. For example, signaling Acknowledgement (ACK)s,
RTS/CTS packets. Moreover control packets used for time synchroniza-
tion and maintaining the health of the network consume a significant
amount of energy [143, 34, 87].

Overhearing: As the wireless channel is a shared medium, nodes might listen
and receive neighbors communications although these communications
may not be designated to these particular nodes. Consequently, the
nodes should be switched off during the idle periods to save energy [154].

As a result of these factors, most of the energy management solutions are
typically addressed in MAC layer ([182, 150, 164, 46, 135, 11]), few of them in
network layer [38, 47, 103].

The MAC layer has two important roles:
Firstly, it controls the Radio transceiver states (listening, receiving, and

sleeping), hence it allows energy saving of the nodes. Secondly, it is in charge
of regulating channel access to a shared wireless medium as wireless media is
broadcast in nature. Therefore, MAC protocols are responsible for resolving
potential contention so that no nodes interfere with each others transmission.
Moreover,

In the next section, we discuss several low power MAC protocols which
address the four factors viz. idle listening, collision, control packet overhead
and overhearing discussed above.
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2.2 Low-PowerMedia Access Control Approaches

In this section, we present the related work in the area of energy-efficient
MAC protocols for wireless sensor network. The primary goal of low-power
MAC protocols is to put the radio into sleep mode as much as possible for
energy conservation. Several wireless sensor network MAC approaches have
been considered, which can be broadly classified into three main categories:
random-based protocols, framed-based protocols and schedule-based protocols
[104].

2.2.1 Random-Based Protocols

In the random-based MAC approaches, nodes may start a transmission at any
random time and must contend for the channel. Basically, nodes define shared
active and sleep periods. In the active periods nodes contend for the channel
to communicate using carrier sense multiple access with collision avoidance
protocol and in the sleep periods nodes can save energy by switching off the
radio. An example of random based protocol is the popular B-MAC protocol
[136]. In B-MAC ( see Figure 2.1), each node periodically wakes up and briefly
checks for the activity on the channel. If the channel is idle, the receiver goes
back to sleep. Otherwise, the receiver stays on and continues to listen until
the packet is received.

Figure 2.1: B-MAC communication example [184].

To rendezvous with receivers, senders preceded the data packets with long
preambles to catch the channel check period. The period of the preamble must
be longer than the sleeping period of the receiver, which ensures intersection
with the polling period. This technique is invoked Low-Power Listening (LPL).
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One of the advantages of B-MAC is that it reduces the idle listening be-
cause the radio is switched off for the duration of transmission of other node.
However, in B-MAC the sender node drains significant amount of energy due to
long preambles and occupation of the transmission channel for longer periods
of time.

WiseMAC [43, 77], is an another example of LPL protocols. It improves
the B-MAC by reducing the size of the preamble for unicast transmissions.
It assumes that some information about the receiver is given, otherwise long
preamble as B-MAC should be used. The receiver piggyback its next checking
time in the acknowledgment packet, allowing the sender node to send the next
packet with a short preamble. Each node maintains a timing information table
about its neighbors which is updated after each successful transmission. One of
limitations of this protocol are: first, when a node sends broadcast packets, it
has to use long preamble, even if it knows the checking interval times of all its
neighbors. The reason is that nodes asynchronously poll the channel, and only
long preambles ensure that all nodes can capture the packet. Moreover, due
to clock drift, a node can only send the second packet with a short preamble
if it closely follows the first one, otherwise it uses long preamble for low traffic
rate.

Authors in [11] and [148] introduce another protocol to reduce the pream-
ble length. In this protocol, a long preamble packet is replaced by a train
of strobe packets called micro-frames. Each strobe packet contains some in-
formation about the data packet. This includes information related to the
destination address, source address and a digest field to indicate the number
of strobe packets to be transmitted before the data packet. This protocol al-
lows the receiver node(s) to enter sleep mode once a strobe packet is received.
It then extracts and learns about the next data packet transmission from the
sequence number provided by the strobe packets about the next data packet
transmission, hence avoiding the node to listen to subsequent strobe packets.

X-MAC [20] uses the same idea to enhance B-MAC by providing shorter
preambles. Instead of sending one long preamble, a node broadcasts a train
of short strobe packets and listens between each strobe packet. Each strobe
packet includes the target node address. After receiving a strobe packet, a
node checks the address information of the strobe. If it is the node’s address,
it sends a short acknowledgment packet (called early ACK) and prepares to
receive a full data packet. Otherwise the node goes back to sleep. Once
the sender receives this early acknowledgment, it then transmits the packet
immediately (see Figure 2.2).

The train strobe protocols such as X-MAC achieve good energy savings
compared to the B-MAC under very low traffic rates [105], but their strobe
packets still occupying the wireless medium till the packet is eventually trans-
mitted. However, it is not an attractive solution in case of multi-flow traffic

18



2. BACKGROUND AND RELATED LITERATURE

Figure 2.2: X-MAC communication example [20].

scenarios, due to the long contention periods. Also, the interval between the
strobe packets can lead to collision when the new node starts to send new train
of strobe packets which may overlap with other strobe packet periods.

There are also other schemes in the literature that refer to similar approach
of the preamble sampling such as Receiver Initiated Cycled Receiver (RICER)
[111, 110].

In the RICER the communication is shifted from the sender side to the
receiver side. When the receiver node wants to receive a packet it transmits a
wakeup beacon packet to announce that it is awaken. The receiver immediately
switches to listening mode and waiting for a packet from the sender (for a pre-
defined time). If the receiver gets a packet, it forwards the packet immediately
otherwise, it enters the sleep mode. On the other hand, if the sender wants
to transmit a packet it stays awake and monitoring the channel waiting for a
beacon packet from the receiver. Upon the reception of the beacon packet, the
sender sends its data packet and waits for an acknowledgment. The idea of
the RICER is more or less similar to the preamble sampling. However instead
of transmitting long preamble packet, the sender keeps receiving. This is more
energy efficient compared to transmitting long preamble. The receive trans-
mits periodic wakeup beacon to announce its ready to receive packet. The
receiver also keeps listening for some time after each wakeup beacon transmis-
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sion. Therefore, the overhead expected to be large especially in lightly loaded
networks as the receive has to do that periodically.

Generally in the pure LPL MAC protocols [136], there is no need to coor-
dinate the cycles, and therefore there is no need of clock synchronization. The
major drawbacks of the LPL are: first long preambles significantly increases
the burden on transmission. Second, while LPL can be optimized for known
static periodic traffic, its performance may significantly degrade at varying
periodic traffic load.

2.2.2 Framed-Based Protocols

In framed-based protocols such as S-MAC [182, 183] and T-MAC [164], nodes
are required to be synchronized and time is organized into equal frame size.
As shown in Figure 2.3, each frame is divided into two time intervals. The
first time interval is meant for nodes to exchange synchronization information.
In the second interval the nodes may receive or send based on the Request
To Send (RTS)/Clear To Send (CTS), otherwise sleep mode is entered. This
approach is borrowed from the 802.11 Power Saving Mode (PS) [176, 129].

Figure 2.3: Example of framed-based structure

S-MAC uses a mechanism called virtual cluster to enable nodes to syn-
chronize on a common frame structure. Specifically, nodes transmit broadcast
synchronization packets at the beginning of each frame periodically. The node
waits a random time before it transmits the synchronization packet and if
it hears another synchronization packet then it cancels its transmission. It
then adjusts its clock to the received synchronization packet, after exchanging
the synchronization packet within the first interval of the frame. To account
for joining new nodes, a node must listen periodically (about 10 second ev-
ery 2 minutes). In the second interval of the frame a node may agree on
the data packet by exchanging request-to-send and clear-to-send packets. The
frame size of the S-MAC is in the order of 500ms to 1 second and depends
on the application requirements. In other words, the application should ex-
plicitly specify a fixed duty cycle before starting the S-MAC. This is the main
disadvantages of common active interval approach. In order to compute an
appropriate active interval, one has to understand the relationship between
idle listening and collisions. On one hand, short active interval may decrease
the idle listening however, it increases the probability of collision due to the
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increase of contention. On the other hand, long active interval may reduce the
contention and thus, the collision rates but at the cost of energy (increase idle
listening). Another potential drawback is the scalability. If the size of network
increases, S-MAC must maintain an increasing number of neighbors’ schedulers
or incur additional overhead by repeated rounds of resynchronization.

T-MAC [164], is an extension version of S-MAC. It includes an adaptive
duty cycle. In T-MAC, nodes are required to be synchronized and time is orga-
nized into equal and fixed frame size (615ms). Each frame is divided into two
time intervals. In the first time interval nodes can exchange synchronization
information. In the second interval a node may receive or send based on the
RTS /CTS. T-MAC uses time-out mechanism to dynamically determine the
end of the active period. To span a small contention period and an RTS/CTS
exchange the value of time-out set to 15ms. If the node does not detect any
activities in the channel within the time-out value (about 15ms), then the node
goes to sleep, otherwise it starts a new time-out window. T-MAC reduces the
energy consumption at the cost of reduce throughput and additional latency.
T-MAC also experiences similar issues as those discussed earlier in S-MAC
protocol

2.2.3 Schedule-Based Protocols

Schedule-based access or time division multiple access (TDMA) protocols al-
locate an exclusive time slot for data transmissions between node pairs. In
these protocols both slot assignment algorithms and tight clock synchroniza-
tion algorithms are important.

For example, LMAC [165] uses a simple random slot assignment algorithm
that ensures that nodes at two-hop distance do not use the same slot number.
It assumes a global time synchronization. Synchronization is performed with
every header that is sent. The drawback of LMAC’s is that nodes must always
listen to the control sections of all slots in a frame, including the unused ones.

Similar to the LMAC, TRaffic-Adaptive Medium Access protocol (TRAMA)
[140] uses distributed election scheme to assign time slots to each node on de-
mand. Thus it takes the traffic load for each node into account when assign-
ing the schedule table among neighbors. It assumes that all nodes are time
synchronize and organize the time into two different periods; random access
period and scheduled access period. The random access period is divided into
equal slots called signaling slots, and the scheduled access period is divided
into equal slots called transmission slots. These two periods are repeated over
time. The signaling slots within the random access period are used to form
two-hop topology information (using CSMA protocol). During the scheduled
access period the transmission slots are used to send data packet directly with-
out waiting for channel access, this reduces the idle listening and overhearing.
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The main issues for this protocol are: fist, complexity and memory require-
ment for maintaining scheduling information. Second, the assumption that
nodes are synchronized.

All these solutions including our previous publications [92] and [91] which
introduced a novel scheme for extending the sleep times of wireless sensor nodes
on-line and in decentralized way (discussed in Chapter 4) are restricted to work
in a single channel solution. In the next section we review the multi-channel
media access control protocols for WSNs.

2.3 Multi-Channel Media Access Control Pro-

tocols

In this section we present the state-of-the-art for channel hopping MAC pro-
tocols for WSNs. Multiple-channel implies the ability to change the frequency
channel of a node on a regular basis under a single radio interface. This be-
comes more practical and useful as the current WSN’s hardware provides the
basic functionality required in a very efficient way. For example MICAz [75],
Telos [137], Imote2 [3] and SHIMMER [22] which uses CC2420 radio chip [30],
support channel hopping capability. Moreover, the switching time for all the
IEEE 802.15.4-compliant [130] chips are less than 192μs, thus making this ap-
proach efficient. We do not study multi-channel MAC protocols that are based
on multi-Radio interface and therefore, we don’t considered them in this thesis
as they are not-economical and not-practical solutions for WSNs so far (at the
time of this writing). An interested reader is pointed to [4, 126, 179, 125, 23]
research works in which the hardware is assumed to handle different transmis-
sion and able to listen to multiple frequencies at the same time.

2.3.1 Challenges of Multi-Channel Solutions

In this section we discuss the challenges of the multi-channel communication
under single radio transceiver for WSNs. Unlike the traditional single chan-
nel solutions for transmitting and receiving packets, multi-channel solutions
exploit the available channels and switch between them to improve the com-
munication reliability [127, 178, 13]. However, multi-channel communication
needs to address the following major challenges:

Precise Common clock reference: In order for a pair of nodes to hop to
the same frequency channel to communicate, they need to have a com-
mon clock reference. This can be obtained using a time synchronization
protocol however, since hardware clocks are generally imprecise, time
synchronization is crucial, especially in multi-hop systems [44, 45]. There
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are two main factors that influence the local time accuracy. The first is
clock drift, which indicates the rate at which a clocks actual frequency
deviates from its nominal frequency; and the second is clock offset, which
is the difference from ideal time. A popular approach to maintain a com-
mon time reference across a set of nodes is to periodically exchange syn-
chronization packets, however an interesting question to answer is how
often to transmit such packets?. Determining the optimal periodicity of
the synchronization packet is also challenging and requires taking into
account the trade-off between clock accuracy and energy cost. High fre-
quent packet exchange result in more accurate synchronization, but also
in more network traffic and therefore more energy consumption. Low
frequent exchange does the opposite, it reduces the energy consumption
at the cost of clock accuracy.

Multi-channel quality monitoring: Another key challenge to address in
multi-channel solutions is the scanning and monitoring of channel qual-
ity. As discussed in Section 1.1, channel hopping mitigates the multi-path
prorogation and narrow-band interference caused by other closed radio
sources such as 802.11 which share the same radio frequency band as
802.15.4 (particularity when 802.14.5 node and 802.11 client transmit si-
multaneously on any overlapping frequency ). Also, Bluetooth and cord-
less devices operate in the same frequency band as 802.15.4 thus causing
interference [146]. Consequently, in order to enhance the communica-
tion reliability, periodic scanning and ranking of the available channels
is required. This is not only costly in terms of energy and time but also
memory, as each node should maintain statistics for each channel and
each link it communicates in.

Multi-channel discovery: Another important challenge in multi-channel pro-
tocols is network discovery in which a newly joint node has no prior
knowledge about the network. Particularly, when and in which channel
to operate, as the sender must know the channel in which the receiver is
listening to, so it selects the particular channel and start its activities.
As a result, there is a trade-off between energy efficiency and speed of
discovery. The required time and energy for a node to listen and switch
between different channels in order to join the network is considerably
high compared to the single channel solution. This is even become more
crucial when some of the nodes are not static (mobile) [40, 88].

2.3.2 State of the Art in Multi-Channel Protocols

Generally, in order for a pair of nodes to switch to a specific channel to commu-
nicate, they need to be tightly synchronized [170]. Thus, the current proposed
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multi-channel MAC protocols are limited to a time division multiple access
(TDMA) and should maintain a precise time information among their neigh-
bors.

Multi frequency media access control (MMAC) [151] uses the same tech-
nique proposed in IEEE 802.11 PSM [163]. Particularly, the time is divided
into beacon intervals which are repeated over time. Each beacon is subdi-
vided into two parts: channel negotiations part and data exchange part. In
the channel negotiation part the MMAC uses the same notion of the Ad hoc
Traffic Indication Message (ATIM) window of the IEEE 802.11. During the
ATIM window all nodes switch and listen to the default channel. If a node
has a packet to transmit then it has to negotiate with its next hop neighbor
about the channel to use during the ATIM window.

Figure 2.4: Example of MMAC structure [151].

As shown in Figure 2.4, the sender transmits an ATIM packet to the re-
ceiver, the receiver then selects a channel from its list and sends this informa-
tion using an ATIM-ACK packet to the sender. Upon receiving the ATIM-
ACK packet, the sender transmits back an ATIM-RES packet to confirm that
the specified channel in the ATIM-ACK is selected. If the sender can not select
the specified channel in the ATIM-ACK packet then it does not respond with
an ATIM-RES packet and waits for the next negotiation phase with different
channel suggestion. The sender transmits its data packets in the beginning of
the data exchange part. The main disadvantage of the MMAC is the long fixed
negotiation phase. Precisely, nodes are not allowed to transmit a data packet
during the ATIM window even if they have already selected the channel but
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they have to wait till the start of the data exchange phase.

Similar to TDMA protocols in a single channel solutions, Y-MAC [99] is a
TDMA based multi-channel MAC protocol. It divides time into superframes
and slots. Nodes are synchronized and slots are assigned to each sender and re-
ceiver nodes. The resynchronization period is 8 second. Y-MAC was evaluated
against LPL which uses single channel solution. In its evaluation 5 channels
were used and the periodic traffic was set to 10 second. The main drawbacks
of the Y-MAC protocol are that it has the same flexibility and scalability is-
sues as that like TDMA system (i.e., fixed scheduling slots assignment ), as it
assumes a static traffic scenarios.

Multi frequency media access control for wireless sensor networks (MMSN)
[189] uses synchronization protocol to assign time slots and channels at the
starting phase of the networks. Each node is scheduled to use two different
frequencies, for transmitting (must be the same as the destination frequency)
and receiving. Each time slot has two periods: broadcast contention part
and transmission period. In the contention period node competes for the same
default channel for broadcast packets and can transmit its own uni-cast packet
in the assigned channel. Since node receives and transmits on two different
channels in the same time slot, MMSN requires a very fast switching time
between transmission and reception channels.

Multi-Channel-MAC [81] is an improved version of the single channel L-
MAC [166]. It uses a TDMA protocol and the whole network is synchronized.
The slot assignment algorithm is run in a distributed manner, thus not relying
in a centralized manager. Slots are selected randomly, therefore it is possible
for multiple nodes to select the same slot which would be result in a collision.
This protocol is design specifically for small network size and does not perform
well in large network. Also because the slot assignment is computed only once,
it does not adapt to traffic change and topology.

Another protocol that uses TDMA-based medium access with multi-channel
mechanism, is the IEEE 802.15.4E TSCH (Time Synchronized Channel Hop-
ing) protocol which focuses on enhancing the well know IEEE802.15.4 protocol.
It uses the same physical layer of the IEEE802.15.4 but with modified MAC
layer. The IEEE802.15.4 and the TSCH protocols will be explained in Section
2.5 and Section 2.6, respectively.

A state-of-the-art solution for a TDMA-based system is the WirelessHART
standard [27]. WirelessHART combines frequency hopping with a TDMA
scheme utilizing a centralized a-priori slot allocation mechanism. In the next
sections we discuss WirelessHART standard which will be used later as a
benchmark against our autonomous solutions.
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2.4 Overview of WirelessHART

WirelessHART [63, 66, 64, 71] (abbreviated as WHART in the following) is one
of the first wireless communication standards specifically designed for process
automation applications. The standard has been finalized in 2007, and at the
beginning of 2010 it has been adopted as an International Electrotechnical
Commission (IEC) standard.

On the physical layer, WHART adopts radios that are compliant to the
IEEE 802.15.4 standard [79]. On top of the physical layer, WHART employs a
TDMA-based MAC protocol and additionally performs slow frequency hopping
(hopping on a per-packet basis). The frequency hopping-pattern is determined
from a well-known pseudo-random sequence. The TDMA slot allocation is
centrally controlled and slots are assigned at network configuration time.

 

Figure 2.5: WirelessHART basic network components [65].

2.4.1 The WirelessHART TDMA Scheme

In this section, we briefly discuss the WHART TDMA scheme. The timing
hierarchy of WHART has three levels. On the lowest level we have individual
time slots. Within one time slot one data packet and the accompanying
immediate acknowledgement packet are exchanged. A time slot in WHART
has a fixed length of 10 ms. A contiguous group of time slots of fixed length
form a superframe. On top of that, a contiguous group of superframes form
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a network cycle. Within each cycle each field device receives at least one
time slot for data transmission. However, certain devices may have more time
slots than other devices because they have more data to report or they have
additional forwarding duties. An individual field device receives a schedule
from the network manager informing him about those time slots where it
transmits and those slots where it receives. Furthermore, a field device must
maintain time synchronization to agree on slot boundaries with neighbored
devices.

2.4.2 Network Architecture

The network architecture of a WHART network features three different types
of components (compare Figure 2.5).

Field Device

The WHART field devices are used for collecting measurement data from the
field and for forwarding this data to a gateway node. They typically integrate
wireless communication, sensing, and computational facilities. A field device
might be either a genuine WHART device or it might be a legacy (wired)
HART device equipped with a HART-specific wired-to-wireless adapter.

Gateway

A gateway forms the boundary between a WHART segment and other (often
wired) parts of an automation network and is not energy-constrained. The
gateway is the point where all sensor data provided by WHART field devices
is collected and prepared for further processing. It enables communication
between host applications and field devices. There is only one gateway per
network and all the WHART devices are known to the gateway.

Network Manager

The network manager is a centralized unit which is integrated together
with the gateway. It has global information about the network topology, link
qualities and the traffic flows. Based on that, it computes a routing and a
TDMA schedule and disseminates it to the remaining participants. Slots in
the TDMA schedule are allocated hop by hop based, all other stations are
allowed to sleep during a slot.

The network manager not only allocates slots, but places those slots also on
different frequencies. The network manager has further responsibilities, includ-
ing the monitoring and health reporting of the WHART network and adapting
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the network to ongoing changes. The network manager is not assumed to be
energy-constrained.

2.4.3 TDMA Slot Allocation Algorithm

One of the main tasks in designing a TDMA protocol is the allocation of time
slots to sender-receiver pairs. Determining a throughput-optimal schedule for
TDMA slot assignment in multi-hop networks is an NP-complete problem even
in linear networks [2]. The WHART standard defines just the constraints for
slot assignment algorithm leaving the selection of slot allocation method open.
The defined constraints are:

1. Management slots have priority over data slots.

2. Each device gets three slots every 15 minutes for health reports.

3. Each device gets at least one slot every minute for management frames
(advertisement, join request/response, command request/response).

4. Each device gets a slot for keep-alive frames every 30 seconds.

5. Slots for stations having the fastest transmission periods must be allo-
cated first.

6. At least one backup slot should be allocated to each data slot to handle
a retry.

It can be clearly seen that WHART standard uses separate slots to be
scheduled for the management frames. However, piggybacking periodic keep
alive messages with periodic data frames would be more energy efficient.

2.4.4 Time Synchronization

WHART defines two types of time slots: namely dedicated time slots and
shared time slots. Here we consider only dedicated time slots, which are allo-
cated to one specific sender-receiver pair. The internal structure of a dedicated
slot is illustrated in Figure 2.6.

We first discuss the operation of a receiver node. It enters the receive state
at the beginning of its time slot. The receiver measures the exact time when
it has detected the start of the frame sent by the transmitter. The nominal
time for this to happen is TxOffset seconds after the start of the slot. Since
the time slot duration is fixed to 10 ms, a node can compute the start of the
next time slot from the frame arrival time according to:
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Figure 2.6: Dedicated slot timing [67].

TNextSlot = FrameArrivalT ime + 10ms− TxOffset (2.1)

The receiver computes the timing offset between the actual time when it
detected the start of the frame and the nominal time. When the receiver has
successfully received the frame, it turns its transceiver into transmit mode,
generates and sends an acknowledgement frame, and returns to receive mode.
This acknowledgement frame includes the measured offset and allows the trans-
mitter to adjust its local time accordingly.

The transmitter also starts a time slot when its transceiver being in receive
mode. After time TxOffset it turns its transceiver into transmit mode, sends
the data frame, switches back into receive mode and waits for the acknowledge-
ment. The measured offset contained in the acknowledgement is used by the
transmitter to re-calculate its local view on the start times of time slots and to
adjust its local clock. This approach to clock readjustment is the elementary
building block for WHARTs overall time synchronization scheme.

For proper operation of the TDMA algorithm neighboring nodes need to
agree on boundaries of time slots and therefore a clock synchronization al-
gorithm is needed. WHART uses the above described device-to-device ad-
justment method for this purpose, also known as Time Synchronized Mesh
Protocol (TSMP) [134]. To achieve network-wide synchronization, a synchro-
nization tree is built with the gateway as its root. Essentially, devices at depth
d in the tree synchronize their clocks to devices at depth d − 1. The gateway
has depth 0, its immediate neighbors have depth 1 and so on.
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2.4.5 WirelessHART Components

The state diagram for the WirelessHART TDMA protocol is shown in Figure
2.7. The TDMA machine specifies the overall operation, mainly link schedules,
and maintaining the time synchronization.

Network Layer

XMIT

TDMA Machine

Physical Layer

RECV

Physical Layer

Network Layer

XMIT

TDMA Machine

RECV

Network Device

Correspondent
Device

Figure 2.7: WirelessHART TDMA MAC components [67].

The transmitter engine (XMIT) is responsible for sending packets to the
corresponding node. The receiver engine (RECV) performs listening and re-
ceives an incoming packet. These two aspects are discussed in the following
sections.

XMIT engine

When a transmit slot starts, the device enters Talk state by invoking the
XMIT engine and transmits the packet. If the packet transmission fails then
the device tries to retransmit in the pre-assigned retransmission slots for the
device.

If the transmission is successful and if its not a broadcast packet, then Time
Division Multiple Access (TDMA) machine enters the wait-for-ACK state by
initializing the RxDelay timer to RxAckDelay and the receive window (RxWin-
dow) to AckWait and invoking the RECV engine. When a packet is to be
transmitted, the XMIT engine is invoked to perform the actual packet trans-
mission.

30



2. BACKGROUND AND RELATED LITERATURE

RECV engine

The receive path is managed by the RECV engine. This engine is invoked
to acquire a data or ACK packet that is being sent by one of the neighbors.
When the RECV engine is invoked, the transceiver is configured by selecting
the correct channel. In addition, the RxDelay timer is started and the Wait-
For-Rx-Start state is entered. During the RxDelay the transceiver is allowed
to settle and synchronize to the correct channel. The Wait-for-Rx-Start state
is left when the RxDelay timer expires.

The RxDelay timer is set by the TDMA machine to allow the receiver
to become active at the beginning of the receive window. The duration of
the receive window is controlled by the RxWait timer which is started after
the RxDelay timer expires. The node remains in the Listen for Packet state
until either 1) the start of a packet is detected or 2) the Rx timer expires and
an RxTimeout occurs. If there is no addressing error, the received packet is
validated, otherwise the RECV engine terminated indicating ”No response”.

2.4.6 WirelessHART state machine

In Figure 2.8 we show a schematic of the state machine that governs the
operation of field devices in the TDMA scheme. The state machine starts
when a device joins the network. Each device should be configured with a
superframe and link tables beforehand. After joining the network, the device
is in an Idle state.

One of the core functions inside the WirelessHART TDMA is slotTimeout
function. This function is invoked periodically at the beginning of each time
slot. In this function, the WirelessHART TDMA agent first decides whether
the slot is assigned to particular node by checking the communication tables.
If so then TDMA machine serves this event that indicates transmit or receive.
If the receiving slot times out the device enters Talk state for transmitting the
packet or otherwise it goes in the Listen state.

2.4.7 Routing in WirelessHART

According to the WHART specification (see [64]) there are two methods of
routing packets in a WHART network, graph routing and source routing.

Figure 2.9 illustrates the source routing in which a source node sets a
complete path of a set of forwarders toward the destination. For example to
send a packet from Source1 to the gateway (GW), Source1 includes an ordered
list (Source1− > F1− > F4− > GW ) of all forwarders devices through which
the packet must be forwarded to the final destination. Source routing is less
reliable as each pair of nodes has only one path available.
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Figure 2.8: WirelessHART TDMA state machine [67].
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Figure 2.9: WHART routing graphs.

Figure 2.10: WHART routing graphs.

In graph routing (see Figure 2.10), the network manager pre-computes (and
subsequently uploads to all nodes) a number of network graphs, so that any
node in such a graph has at least two neighbors through which it can send
frames to reach a given destination. When sending a frame, a node selects
a suitable graph depending on the destination and includes the graph-id into
the network-layer frame header. Both graph and source routing require the
network manager to explicitly pre-configure routing tables for each potential
destination by exploiting the link information provided by the nodes.

2.5 IEEE 802.15.4 Standard

The IEEE802.15.4 standard for Low-Rate Wireless Personal Area Networks
(LR-WPANs) was first ratified in 2013. It provides both physical layer (PHY)
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and media access control (MAC) specifications. The updated revision of the
standard was released in 2006 (IEEE802.15.4-2006 [130]) and is the de-facto
standard for low-power and short-range radio communications.

As shown in Table 2.1 the IEEE 802.15.4 may operate in three frequency
bands. Among the three band frequencies listed in Table 2.1, the 2.4 GHz
unlicensed Industrial, Scientific, Medical (ISM) frequency band is the most
popular for wireless sensor networks applications. It offers higher radio data
rate (compared to 868-969.6 MHz and 902 to 928 MHz), which reduces the
frame transmission time and thus the energy per transmitted and received bit
is lower.

Table 2.1: Frequency bands and data rates of IEEE802.15.4

Frequency bands and data rates of IEEE802.15.4

Frequency Bands Number of Channels Data Rate Channel spacing

868 to 969.6 MHz 1 (Channel 0) 20 kbps –

902 to 928 MHz 10 (Channel 1 to 10) 40 kbps 2 MHz

2.4 GHz 16 (Channel 11 to 26) 250 kbps 5 MHz

In the 2.4 GHz band the Direct Sequency Spread Spectrum (DSSS) is
adopted and can achieve up to 250kbit/s using the Offset Quadrature Phase-
Shift Keying (O-QPSK) modulation. Each 4 data bits are mapped to a 32 bit
sequence, denoted as a chip sequence. The data rate of the chip is 2 megachips
per second which is equivalent to 250Kbits/s.

2.5.1 IEEE802.15.4 Devices and Topologies

There are two types of network nodes defined in the 802.15.4 standard namely
Full-Function Devices (FFD) and Reduced-Function Devices (RFD). The FFD
node(s) implements full protocol functionalities and may operate in three dif-
ferent modes: as a Personal Area Network (PAN) coordinator, router or as
a device (compare Figure 2.11). The RFD can operate only as a device and
implements a reduced set of the full protocol functionalities. As shown in Fig-
ure 2.11, the FFD may connect to any IEEE802.15.4 devices within its radio
range. The FFD coordinator is the central entity of the network and respon-
sible for the whole network configuration. The router device can relay packets
on behave of other nodes and may connect to any FFD or RFD devices. The
RFD is the last element of the network, it may transmit or receive packets
but is not allowed to perform any routing activities. It should be connect to
FFD device and can not support child devices. The main functionality of RFD
device is to perform simple tasks such as sensing and data transfer for itself.

34



2. BACKGROUND AND RELATED LITERATURE

Figure 2.11: An example of IEEE802.15.4 topologies

As shown in Figure 2.11, the IEEE802.15.4 can support two main topolo-
gies, star topology and peer-to-peer topology. In the star toplogy (Figure 2.11
(a)) the RFD device can exchange information with the PAN coordinator only.
In the peer-to-peer device any FFD nodes can talk to any other node within its
radio rang and multi-hop netwok can be constructed. Moreover, peer-to-peer
is very flexible and can allow to construct any other topology such as tree or
mesh (see Figure 2.11 (b)).

2.5.2 IEEE802.15.4 Access Methods

The IEEE802.15.4 provides two main media access methods, CSMA and sched-
uled access. In both access method the coordinator can select among two
modes: beacon-enabled and non-beacon enabled. The beacon-enabled mode
is widely used in star topology in which a coordinator is connecting and man-
aging the whole network. In the beacon-enabled mode, time is splitted into
superframe which is repeated continuously. An example of a superframe struc-
ture is shown in Figure 2.12. Each superfreame is splitted into two period: an
active period and inactive period. The active period is divided into 16 slots
and the first slots is reserved for the beacon packet. At the beginning of each
active period (slot 1), the coordinator is broadcast beacons information about
its identity, synchronization, superframe structure and etc., without using any
mechanism of accessing the media (no waiting or random access method is
performed in this operation). The node may use the other slots to transmits
its data using ether contention access period (CAP) or contention free period
(CFP). During the CAP period the node allowed to transmit using a random
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access method (will be explained in the non-beacon mode). In the CFP, the
coordinator can reserve some Guaranteed Time slot (GTS) (up to seven slot
in each superfame) to particular device(s) in which a node transmits a packet
immediately without using any random access methods. All the nodes in the
network enter sleep mode during the inactive period. Please note that the
length of the superframe and its active and inactive periods are a configurable
parameters and are not specified in the standard (depends in the application
requirements).

Figure 2.12: An example of IEEE802.15.4 superframe structure [130]

In the other hand, non-beacon mode is mostly used in peer-to-peer net-
works in which no central coordinator is required. There is no explicit time
synchronization nor a superframe structure. All the operation of the network
done using a random access approach and therefore no GTS slots are used.
Since there is no time synchronization in the network, each node adapts a
carrier sensing multiple access with collision avoidance (CSMA-CA) protocol
to access the medium. When a node needs to transmit a packet, it first picks
a random back-off value, once the back-off time is elapsed, it then performs a
clear channel assessment (CCA) to check the channel activities. If the channel
is idle, the node imminently transmits its packet, otherwise the node repeat
the same procedure again but with different random back-off delay.

2.6 IEEE802.15.4e TSCH Protocol

Recently, another multi-channel TDMA-based solution is proposed. The Time
Slotted Channel Hopping (TSCH) mode of the IEEE 802.15.4e MAC protocol
[80] which is an amendment to the IEEE 802.15.4-2006 MAC protocol. The
main goal of the IEEE802.15.4e is to support for industrial applications re-
quirements such as communication reliability, low energy and security. The
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main idea of the TSCH mode of the IEEE802.15.4e TSCH protocol is the use
of the well known mechanism of channel hopping which enable the node to
switch between the available 16 channels of the IEEE802.15.4 radio. Similar
to the TSMP [134], WirelessHART [49] and ISA SP100.11a [84] standards the
nodes in the TSCH network are synchronized and follow a TDMA-based sched-
ule. In TSCH mode, the time is organized into superframe which continuously
repeated over time. Each superframe is split into fixed time slot in which a
node can be scheduled for specific activity (Tx,Rx,Listen,or Sleep). The size
of the time slot is long enough to transmit or receive one single packet and its
corresponding acknowledgment. One key challenge of the TSCH networks is
the slot assignment algorithm in which a time slots and channels to be defined
for each participant node.

The IEEE 802.15.4e standard assumes that the slot assignment algorithm
is exist and defined a prior. Based on this assumption the IEEE 802.15.4e
defined mechanisms in which a TSCH nodes can communicate and therefore
does not specify how to build and maintain a communication scheduler. Thus,
the TSCH mode brings several research challenges: first the need of slot as-
signment algorithms that take into account the application requirements such
as traffic demands, energy consumption, and delay into account while building
the communication scheduler.

Another questions that should be address as well are: the node discovery
(how to discover new node), scanning and ranking of the channels, adapt the
network to in going change such as traffic load and topology change, main-
taining clock synchronization and network statistics. All these challenges and
others are addressed in the currant active internet draft. In this draft a new
sub-layer denoted as 6top is defined.

As shown in Figure 2.13, the 6top sub-layer interacts between the network
and the MAC layers and responsible for the whole communications schedule.
As discussed in [157] and [171], 6top provides interfaces (data and manage-
ment) to network and MAC layers. It might includes scanning and motoring
of channels qualities, slot assignment algorithms, and etc.

The main advantage of the TSCH is its interoperability feature. For ex-
ample, TSMP, ISA100.11a, WirelessHART and IEEE802.15.4e using more or
less the same mechanisms of time synchronization and channel hopping but
they different protocols in that they do not inter-operate [108]; If a WHART
node deployed next to an ISA100 node, they will never communicate with each
other as they use different packet formats. However by employing the TSCH
mechanisms, these standards will be able to inter-operate.

Moreover the 6TSCH might reuse some of the existing protocols which al-
ready defined in the IETF, specifically, the following three groups: Routing
Over Low-power and Lossy networks (ROLL), Constrained RESTful Environ-
ments (CoRE) and Low power Wireless Personal Area Networks (6LoWPAN)
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Figure 2.13: Example of TSCH protocol stack [158].

to provide Internet connectivity for wireless sensor networks devices. The
ROLL working group is formed to provide a standardized routing protocol
for WSNs [76, 174]. The goal of the CoRE working group is to standardize
an application layer protocol for WSNs [147]. Finally, the aim of the 6LoW-
PAN working group is to enable end-to-end IPv6 connectivity for WSNs, par-
ticularly, it deals with the issue of integration of IPv6 datagrams with the
IEEE802.15.4 frame format [102]. This include header compression and frag-
mentation mechanisms to reduce the 1280 bytes of IPv6 packet to the 127
bytes of the IEEE802.15.4 packet size.

Another channel hopping approach was recently proposed by Al Nahas
et al., called MiCMac [124]. MiCMAC is an extension version of the low-
power listening that utilizes channel hopping without maintaining and explicit
time synchronization. In this protocol, the sender needs to make sure that the
receiver node is awake in the same channel before sending data; it thus transmit
periodic strobes for each channel. The sender also listens (for ACK from the
receiver) between each strobe in order to make sure that the receiver node
selects the same channel before sending the data packet. However, in MiCMAC
the sender and receiver nodes are expected to drain significant amount of
energy due to periodic strobes and occupation of the transmission channels for
hopping synchronization.

38



CHAPTER3
Scope of the Thesis

We organize this chapter around the following steps: We first give a high level
description of the research challenges, hypothesis and the system under consid-
eration. Then we present the methodology approaches common to subsequent
chapters for both our proposed solution, autonomous framework (Chapters 4,
5 and 7) and the benchmark protocol, WirelessHART (Chapters 6 and 7). We
also present the general performance evaluation approach, metrics and model
validations for both autonomous and WirelessHART systems.

3.1 Problem Statement and Design Objectives

We consider a multi-hop sensor network supposed to carry periodic traffic,
coming from different sources and at different rates. A very important design
goal is to run the network as energy-efficient as possible while supporting low
delay and high communication reliability. Figure 3.1 illustrates an example
of a multi-hop network which includes the three main players in our system
model. Source nodes send their data periodically to a single sink through a
number of forwarder nodes [41]. In most multi-hop wireless sensor network
scenarios [112, 14], forwarder nodes are responsible for two main tasks: (a)
obviously forwarding the data to the next hop reliably and (b) minimizing
their energy usage mainly by switching to an energy-conserving sleep state
as often as possible to prolong their (and the networks) lifetimes. There are
many definitions of the network lifetime in WSN literature. For example, the
authors in [168, 53] defined the network lifetime as, the time until the first
sensor node dies. In [118], the authors defined the network lifetime as the
time the area of interest is covered by at least N number of nodes. The time
each target is covered by at least single node [25]. The percentage of node
that have a path to the sink node [24]. The authors in [86, 117] combine two
factors to define the lifetime of WSN specifically, ”lifetime is defined as the
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Figure 3.1: An example of multi-hop network scenario

number of successful data gathering cycles that are possible until connectivity
and/or coverage are lost.”. We believe that, whatever the definition of network
lifetime, it is strongly related to the nodes’ energy consumption.

Despite the fact that source nodes transmit their data periodically, the
time differences between packet arrival times seen by a forwarder are not ide-
ally regular but have a random component, see [29, 92, 96] and Chapter 4. As
discussed before, this might be caused by the randomized operations of MAC
protocols, time-varying cross-traffic (resulting in queueing effects), or Operat-
ing System (OS) imperfections (i.e. interrupts handling). We defined the jitter
as the deviation from the ideal time of the traffic periodicity. Intuitively, one
might expect that the amount of jitter is a function of the number of hops a
packet traverses. To accommodate this, a forwarder would have to wake-up
earlier and for longer time than a forwarder closer to the source.

Moreover, source nodes may increase or decrease their traffic period upon
the occurrence of new event of interest or upon re-configuration. For instance a
source node may start with very light traffic load (sampling temperature every
1 minute) and when the source node detects an event of interest then it begins
to report its readings at a higher rate (for example: sensing and reporting a
light sensor each 1sec).

Furthermore, wireless sensor nodes may decide to change their traffic rate
not only to cope with a change of an event of interest but also to prevent
partitioning of the whole network due to battery depletion of forwarder nodes
important for connectivity. For example, a node might decide to change its
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traffic rate to a lower one temporarily, when the battery drops below a certain
level [26, 156, 1].

Therefore, decreasing the sampling rate in such situation not only increases
the network lifetime but also ensures enough time for maintaining the network
(for instance replacing batteries), and maintain the fine granularity of the in-
formation gathered from such source nodes. Thus, the periodicity of data
sensing and reporting may be different over time and it depends on the appli-
cation and the capabilities of the source nodes. Hence, allowing the forwarder
node to adapt to the traffic change in an agile manner while consuming the
least amount of energy during this phase is another important design goal.

Another important design objective is to support communication reliability
which is defined as the percentage of the successfully received packets relative
to the total transmitted packets. One important approach to improve reliabil-
ity is to exploit frequency diversity by periodically changing the communication
channel. As previously discussed, channel hopping is known to substantially
improve communication reliability in WSNs and it has been adopted in recent
standards for industrial wireless sensor networks, for example Wireless-HART
and ISA100.11a [99, 66, 189, 83, 28]. To achieve similar levels of reliability
and to also ensure a fair comparison of our autonomous framework to Wire-
lessHART a frequency-hopping approach is adopted.

The following points summarize the main requirements and weaknesses of
centralized TDMA protocols in multi-hop WSNs:

Tight time synchronization: TDMA-based protocols require a tight time
synchronization in order to be able to switch between different chan-
nels at the right times and to avoid overlaps of time slots [170]. Such
tight time synchronization requires specialized protocol mechanisms for
time synchronization, which add to the overall overhead. For example,
many protocols (including WirelessHART) rely on periodically exchang-
ing packets containing timestamps [57, 177]. In low-traffic scenarios these
synchronization packets might even require more energy than the actual
data packets [10]. For instance and according to the WirelessHART stan-
dard, nodes need to re-synchronize every 30s, even if there is no need to
send data packets in the near future [64]. Thus, re-synchronization pack-
ets not only increase energy consumption but also the packet delay as
well [114].

Signalling overhead: In centralized TDMA protocols scheduling decisions
are made at a single point, the network manager. It requires both global
knowledge of topology and traffic demand of each node, which the net-
work manager needs to collect from the network nodes, costing time
and energy. In the other direction, the coordinator needs to dissemi-
nate the computed schedules back to the nodes. Moreover, each node
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needs to periodically send control packets (each 30 second according the
WirelessHART standard) not only for forming the network but also for
maintaining the overall operation of the network, this could include: link
status reports, health report updates and keep-alive packets. This con-
trol overhead is costly in terms of energy and communication resources
[143, 34, 87].

Centralized network manager: Any change in traffic demands requested
by a sensor node needs to be signaled to the central network manager,
which computes a new schedule (possibly affecting other nodes as well)
and disseminates them. This can incur a substantial delay and over-
head before changes become effective. Furthermore, a central network
manager also represents a single point of failure [76].

Implementation Complexity: In general, centralized TDMA protocols for
multi-hop wireless networks require a high implementation complexity
as they rely on both tight time synchronization and slot time assign-
ment algorithms [98, 34, 57]. Generally speaking, code size is one direct
indication of the complexity of a protocol. Reducing protocol complex-
ity reduces the code size, the amount of dynamic memory needed and
the probability of inconsistent network state [131]. This is important
since wireless sensor nodes usually operate with very limited memory
(RAM and ROM) size. The author of [59] shows that implementing a
reduced version of WirelessHART using Tmote Sky [122] nodes requires
about 11,876 bytes which is approximately 8 times more than a classi-
cal CSMA/CA protocol for WSN needs. Another study [131] reports
that implementing the PracMac [107] protocol (which is a small ver-
sion of a scheduled multi-channel protocol) requires almost 5 times more
RAM and more than two times more code memory than the CSMA-
based B-MAC protocol. Both the B-MAC and PracMAC protocols were
implemented and compared in TinyOS, the total code size of B-Mac is
3,212 bytes and the total size of PracMac is 10,305 bytes.

Scalability and Adaptability: There is a wide class of applications [173,
109, 72, 181] requiring large-scale deployments (hundreds or thousands
of nodes) of sensor networks. Therefore, scalability is an important factor
to guarantee that the network performance does not change significantly
as the number of nodes increases. At the same time the whole network
should adapt to any change in the network (for example, when node join
or leave) in an efficient manner. However, since centralized protocols
such as [39, 19, 142, 46] require communication schedules to be computed
and distributed in advance, it is relatively costly in terms of energy and
delay to adapt to any changes in network typology or load situations
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[34, 143]. In addition, adaptability of the network in case of change in
traffic loads usually requires long response time as the node has first to
request additional time slots and then wait for a schedule update from
the centralized authority; this renders centralizes TDMA solutions less
attractive in large-scale WSNs [12, 186, 185].

3.1.1 Hypothesis and Assumptions

Our hypothesis is that we can achieve our aims (energy-efficiency, low de-
lay and communication reliability) by exploiting the characteristics of periodic
traffic and by scheduling the node activities in a decentralized way much faster
and much cheaper than communicating and computing a new schedule using
centralized approaches. We believe that the full centralized TDMA opera-
tion (including time synchronization and the construction and maintenance of
communication schedules) represents too much overhead for periodic traffic in
multi-hop WSNs, especially for lower to moderate overall traffic load. Instead,
each node tries to estimate and learn its incoming traffic flows locally. Basi-
cally, by estimating the period of an incoming traffic flow a forwarder node can
locally and autonomously schedule its duty cycle such that it wakes up before
the expected (from its measurements) arrival of the next packet, handles it and
returns to sleep. The key assumption of our solution is that the forwarders do
not know the traffic characteristics beforehand, but they have to estimate it
and maintain their estimate over time. Another important assumption is that
we do not have any kind of explicit time synchronization protocols. To keep the
protocol complexity low we also assume a Carrier Sense Multiple Access/Col-
lision Avoidance (CSMA/CA)-based MAC protocol and the hidden terminal
problem is excluded (all sender nodes can hear each other). Moreover, all the
nodes use the same hardware.

We also make the following assumptions about the type of application and
traffic model for both autonomous framework and the benchmark protocol.

Application Scenario: As mentioned in the introduction we consider ap-
plications in which periodic reporting from sensors to a gateway / sink
node in a multi-hop WSN is pre-dominant. The source nodes sense some
physical quantity (for instance light, temperature, illumination sensors
or specific valve data) and their goal is to transmit this data via some
forwarder nodes to the gateway node reliably and in an energy-efficient
manner.

Traffic type: The traffic is periodic with varying traffic generation rates. This
type of traffic is essential for many applications such as environmental
monitoring, industrial sensing and diagnostics in which the source nodes
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may increase or decrease their traffic periodicity due to change of the
nature of the monitoring environment.

Radio: We assume that the physical layer is given by the physical layer offered
by the IEEE 802.15.4 standard operating in the 2.4 GHz ISM band. This
standard offers a number of different orthogonal frequency channels with
a center frequency separation of 5 MHz for adjacent channels (see table
3.2).

Routing: We assume for both systems that routing is carried out by algo-
rithms and means outside the scope of this thesis. For both, autonomous
framework and WirelessHART we assume that each node knows the next
hop towards the sink node, from adopting tree-like routing protocols like
the CTP protocol from TinyOS [48]. The overhead of routing is excluded
from the whole analysis and evaluation of both systems.

Please note that more assumptions will be listed for each system (au-
tonomous framework and WirelessHART) in their respective sections.

3.2 Research Challenges

In order to address these challenges, we have developed a distributed and self-
learning framework integrating asynchronous channel hopping, estimation of
periods and adaptation to several flows, local dynamic multiple sleep states
scheduling and on-the-fly traffic adaptation mechanism.

To develop and integrate these approaches, some significant challenges have
to be addressed.

Challenge 1: Jitter: Period estimation and the scheduling of wakeup times
will have to deal with jitter in the packet inter-arrival times. If a packet
arrives before the forwarder wakes up or after it has returned to sleep,
it is lost. This opens up a trade-off between loss rates and the sleeping
activities of the forwarder: when the forwarder wakes up “early”, the
packet loss rate will be low but the forwarder spends more energy, and
vice versa. This tradeoff needs to be assessed and properly controlled.

Challenge 2: Asynchronous channel hopping: Enabling nodes to switch
between different channels without maintaining explicit time synchro-
nization is difficult; since collisions are possible across different neigh-
bors while hopping on different frequencies in a asynchronous manner.
To the best of our knowledge asynchronous channel hopping has not been
addressed in the WSN literature so far (at the time of this writing).
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Challenge 4: Adaptability to changing traffic conditions: Source nodes
may have different traffic requirements which might change over time.
This change could be due to the change in sensing phenomena or due
to low battery levels. Thus, the traffic generation rates of the sources
can be vastly different over time which implies the need for a fast adap-
tive traffic policy. Therefore, designing an agile adaptation mechanism
avoiding long delays (as they can occur in centralized systems due to the
need to consult the network manager to re-schedule parts or whole of the
network) and having tolerable overhead is another challenging task.

Challenge 3: Multi-flows overlapping: Certain forwarders might be placed
on the routes for several distinct sources and must adapt both their sleep-
/wakeup windows and also the frequency channel, especially in situations
where packets of different source flows “collide” at a forwarder, i.e. are
to be received at about the same time. To solve this issue we propose to
separate each flow by associated flow IDs and then find potential overlap
beforehand by comparing the flows characteristics. The details of this
approach will be explained in Section 5.4

3.3 Performance Evaluation Methodology

Selecting the right methodology for evaluating the above schemes is not trivial.
On one hand, theoretical channel models usually do not capture complex phe-
nomena such as multi-path fading, or the impact of a dynamic environment.
On the other hand, real-life experiments do not easily provide the ability to
evaluate different schemes or algorithms under the exact same conditions, as
the RF environment is time-varying. We decided to combine these two meth-
ods and to use connectivity traces gathered from a real-world deployment as
an input to our simulations.

3.3.1 TWIST Testbed

We carry out our evaluation using the TKN WIreless Sensor network Testbed
(TWIST) testbed (Telecommunication Network Group (TKN) WSNs Testbed)
[62]. It has approximately 102 Tmote sky nodes spread over three floors of our
FT building at the TU Berlin campus (see Figure 3.2). Each mote is integrated
with the popular IEEE 802.15.4-compliant ChipCon CC2420 radio transceiver
[30] operating in the 2.4 GHz ISM band and has a data rate of 256 kbps. The
transceiver supports 16 channels (from 11 to 26) in the 2.4 GHz band, with a
center frequency separation of 5 MHz for adjacent channels. There are some
obstacles in the TWIST testbed area that could impede RF communication
and cause multi-path reflections. In addition, the building is occupied with
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Figure 3.2: Example of TWIST Testbed [100].

some WiFi access points which may introduce external interference to the
TWIST network.

We use Tiny Operating System (TinyOS) version 2.0 [73, 51] and its default
protocol stack, which uses a Carrier Sense Multiple Access (CSMA)-type MAC
protocol(B-Mac [136]). Every node waits a random short amount of time before
transmission and it goes into back-off and picks another random time if the
channel is still busy. The CC2420 radio stack can select one of two back-off
periods: initialBackoff or congestionBackoff [121, 120]: initialBackoff is the
shortest back-off period and is used on the first attempt to transmit a packet.
The congestionBackoff is a longer back-off period used when the channel is
found to be busy. We also use the well known Collection Tree Protocol (CTP)
routing protocol [55] to construct routes between the sources and the sink.

3.3.2 Connectivity Traces

We evaluate both autonomous framework and WirelessHART systems using
connectivity traces gathered in a real-world deployment. The connectivity
traces have been collected by the DUST networks group [36]. The measure-
ments were conducted in a printing factory in Berkeley, California, and data
was collected over 26 days. The building has a rectangular footprint, mea-
suring 250 feet x 225 feet. There are many obstacles in the work area that
could impede RF communication and cause multi-path reflections. Overall, 45
sensor nodes were deployed with a relatively uniform distribution. Each node
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is equipped with a ChipCon CC2420 radio chip [30]. For this experiment, the
data consisted of periodic reports of the quality of the communication path,
where a path represents all transmission between a pair of nodes. The nodes
had up to eight neighbours and communicated on all of the 16 channels sup-
ported by IEEE802.15.4. The trace contains all path-channel reports. For
more details about the setup of the experiment please refer to [36].

3.3.3 Simulation

In order to realize a simulation model to study the performance of the au-
tonomous framework and the WirelessHART benchmark protocol over a wire-
less multi-hop network, we have chosen the OMNeT++ [167] simulation envi-
ronment together with the Castalia framework [128]. OMNet++ is an open-
source discrete-event simulator, Castalia is an OMNet++ based framework
designed specifically for wireless sensor networks.

Unless otherwise specified we set the radio parameters based on the IEEE 802.15.4-
compliant ChipCon CC2420 radio chip [30]. The CC2420 operates in the 2.4
GHz ISM band and supports eight transmission power settings in the range
between -25 dBm and 0 dBm.

For channel errors (unless otherwise specified) we use a channel model
provided by Castalia (please refer to the Castalia users manual [128]). In
particular we use the log-normal shadowing model which has been presented
as a reasonable model for the average path loss in [113, 18]. Generally speaking,
the path loss PL is a function of the distance d from the transmitter as shown
in the following equation:

PL(d) = PL(d0) + 10 · η · log
(

d

d0

)
+Xσ, (3.1)

where PL(d) is the path loss at distance d, PL(d0) is the known path loss
at a reference distance d0 (which we assume to be 1 m), η is the path loss
exponent, and Xσ is a Gaussian zero-mean random variable with standard
deviation σ > 0. For the channel fading model we use a block Rayleigh fading
model in which the Rayleigh-distributed fading gain changes for each slot or
time period. The values of the channel parameters are listed in Table 3.3.
From the path loss, the current fading gain, and knowledge of the transmit
power it then becomes possible to determine the Signal to Noise Ratio (SNR)
at the receiver and, by knowledge of the modulation scheme, subsequently the
instantaneous Bit Error Rate (BER).

The parameters of the path loss model (Equation 3.1) are set according
to [113]: PL(d0) = 55 dB, η = 2.4, σ = 4.0. Please note that links between
two nodes can be asymmetric, as each direction of such a link uses its own
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realization of the random shadowing coefficient Xσ. Moreover, we have defined
-94dBm as the sensitivity threshold of the CC2420 Radio, which is the same
value as specified in the data sheet. These calculations are carried out within
Castalia.

For the trace-based simulation we combine the traces introduced above
using the following method. For each link and each channel we change every
15 (simulated) minutes the packet delivery ratio by reading the next value for
the packet delivery ratio for this link and channel from the trace files.

For the implementation of both our autonomous framework and Wire-
lessHART we have modified the radio and channel models of the simulator
to support the 16 channels of the IEEE 802.15.4 standard. We have also
modeled the cost of channel switching. Channel switching is modeled in both
receiving and transmission slots within the TxOffset and RxOffset time in-
tervals, respectively (see Section 2.4.4). Based on the characteristics of the
CC2420 we have assumed that channel switching takes 192μs and consumes
the same amount of power as the transceiver’s listen state. The transceiver has
four main operational states: transmit, receive, listen and sleep with different
power consumption parameters, see Table 3.1.

In addition to the CC2420 transceiver we have also taken the power con-
sumption of the microcontroller into account. More precisely, we use a MSP430
microcontroller from Texas Instruments, Inc. (TI). This controller alternates
between two different states: an active state, in which it performs computa-
tions, and a sleep state in which major parts of its circuitry are switched down.
In Table 3.1 the main power consumption parameters of a CC2420 transceiver
and MSP430 microcontroller are summarized assuming a 3.3V supply volt-
age. These parameters are used in the physical layer model of our simulator
to obtain energy-consumption results. Please note that the microcontroller is
active at the same times as the transceiver. Please note that more details of
the simulation setup for autonomous framework and the WirelessHART will
be described in their respective chapter.

3.3.4 Network Topology and Routing

In order to perform our evaluation, we use randomly generated topologies.
More precisely, we have generated 100 random topologies and for each setting
of simulation parameters we correspondingly perform 100 replications. For
each random topology we have placed 150 nodes in an area of size 120×120m2,
using a uniform distribution for node positions. As shown in Figure 3.3 the
gateway is placed in the upper right corner of the field. Out of the 150 nodes
we randomly pick ten nodes as source nodes. Each of these sources periodically
generates frames of 133 bytes total size (including PHY and MAC parts). Since
it is already implemented in both TinyOS and Castalia simulator we use the
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Table 3.1: CC2420 Power Consumption Parameters and of the MSP 430 Microcon-
troller with 3.3 V supply voltage

Main power consumption parameters of CC2420 radio

Notation Parameters I(mA) Power(mW)

PTx Transmit power (0dBm) 17.4 57.42

PRx Receive power 18.8 62.04

PL Listen power 18.8 62.04

PS−m1 Sleep-mode-1 power 0.426 1.406

PS−m2 Sleep-mode-2 power 0.02 0.07

Ps−m3 Sleep-mode-3 power 2.0 · 10−5 6.6 · 10−5

CPUA CPU active power 1.8 6

CPUS CPU sleep power 0.045 0.148

Table 3.2: Physical channel of the IEEE 802.15.4

Index Channel (802.15.4) Frequency (MHz)

0 11 2405

1 12 2410

2 13 2415

3 14 2420

4 15 2425

5 16 2430

6 17 2435

7 18 2440

8 19 2445

9 20 2450

10 21 2455

11 22 2460

12 23 2465

13 24 2470

14 25 2475

15 26 2480
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Table 3.3: General parameters.

Main Radio and MAC parameters

Parameter Value

Radio layer CC2420

Data rate 250kbps

Frame size 133

CC2420 sensitivity -95dBm

Noise floor -100dBm

PL(d0) 55dB

η 2.4

Xσ 4.0

collection tree protocol CTP for constructing the routing among the nodes.
Please note that the majority of network typologies are tree, however we used
linear typologies in some evaluation scenarios.

0 20 40 60 80 100 120
0

20

40

60

80

100

120
GW

Figure 3.3: Example of a random scenario.
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3.3.5 Major System Metrics

In this section, we list the main performance metrics for both the autonomous
framework and the benchmark WirelessHART system. Specific metrics are
explained for each system in their respective chapters. The simulation time
is fixed to 168 hours (one week) and the three main performance measure are
the total energy spent by the radio transceiver of a node over this period.
The second metric is the end-to-end packet delivery ratio (PDR), i.e. the frac-
tion of all packets sent by the sources that reach the destination. On one or
two occasions we also use the end-to-end packet loss rate, which is just the
complement of the packet delivery ratio, as a performance measure. The third
important performance measure is the average per-hop packet delay. To derive
the end-to-end packet delay, we sum the contribution of each per-hop packet
delay.

The simulation records the amount of time spent in various states (trans-
mit, receive, listen, sleep and turnover) and calculates from this the total
energy consumption of a node over a span of 168 simulated hours. We also
take into consideration the energy consumed by the node’s microcontroller. We
split the microcontroller energy consumption in two main states, active state
and sleep state. The microcontroller is active at the same time as the radio.
At the end of each run, the simulation computes the total energy consumed
for all nodes in the network using the amount of energy consumed by the radio
and microcontroller in each state. More recently, authors in [37] proposed an
emulation-based tool for computing energy consumption of the wireless sensor
nodes. It uses a non-ideal battery model. This method has been available
only recently and it remains to be seen how the WSNs community adopts this
interesting tool.
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CHAPTER4
Autonomous Framework:

Overview

In this chapter we introduce and evaluate our self-adaptive and self-learning
approach under single channel scenario to support energy efficiency under pe-
riodic traffics. There is no explicit time synchronization, but instead each
forwarder learns the traffic period and jitter distribution from observing the
traffic in distributed manner. Based on this information a forwarder deter-
mines suitable times for sleeping and for waking up to receive the next packet.
We then proceed with an evaluation of our approach. Please note that in this
chapter we keep the discussion somewhat limited to a single flow scenario.

4.1 DistributedWakeup/Sleep Scheduling Ap-

proach

We consider a multi-hop wireless sensor network in some source nodes gener-
ate periodic traffic, which needs to be carried to a sink node. The network
also comprises forwarder nodes which help with forwarding the traffic from
the sources to the sink. Each source wakes up periodically, samples the envi-
ronment through its local sensors, transmits a packet carrying the sensor data
to the next forwarder on its path to the sink, and goes back to sleep. Each
source node can have its own period and there is no common time reference in
the network, nor is there any other synchronization mechanism present. We
only require that sources have unique identifiers which they include in their
packets.

A forwarder has the goal to stay most of its time in a sleep state. Since the
source traffic is periodic, a forwarder can expect to see traffic that is approxi-
mately periodic, but with non-negligible jitter. As was already discussed before
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the jitter can for example result from the operation of the underlying MAC
protocol (e.g. when random backoff times are used like in the IEEE 802.15.4
CSMA MAC) or from cross-traffic and queueing effects in upstream nodes.
Hence, the interarrival time distribution seen by a forwarder is not impulse-
like, but instead has some variability around its average (which is the source
period).

The main design goal of our dynamic sleep/wake-up time scheduling so-
lution is to enable forwarder nodes to acquire knowledge of the traffic period
and its jitter in a distributed way. We want to use this knowledge to let a
forwarder node wake up and sleep ”just at the right time”. The ”right time”
to wake up is at the nominal arrival time of the next periodic packet minus
some safety margin to avoid packet loss because of waking up too late. On the
other hand, the ”right time” to go back to sleep mode is at the nominal arrival
time of the next periodic packet plus some safety margin to avoid packet loss
because of waking-up too late. The size of this safety margin in relation to the
duty cycle has a direct influence on the forwarders energy consumption as well
as its packet losses: the larger it is the more energy it spends and less packet
losses incurred and vice versa. The safety margin in general depends on the
amount of jitter seen by a node and the percentage of sleeping-induced losses
that can be tolerated.

4.1.1 Estimators

Assume that there are N forwarder nodes. The forwarder node i, where
1 ≤ i ≤ N receives packets at times (tin)n≥1 = (ti1, ti2, ti3, . . .). These packets
carry link-local sequence numbers (sin)= (si1, si2, si3, . . .) which for simplicity
we assume monotonically increasing – to ease presentation we avoid here the
issue of overruns, but it has been considered in our experimental implemen-
tation. The first building block of our scheduling approach is the design of
appropriate estimators. The following estimators are only updated after each
packet arrival (ordered pair), if there is a gap then we just drop it form the
calculation. (i.e. when the packet with sequence number sin has arrived at
time tin, the estimators uses the values ti1, ti2, . . . , tin and si1, si2, . . . , sin):

• A period estimator p̂i(n) returns an estimate of the period. The general
form of the period estimator is:

p̂i(n) = P (ti1, . . . , tin, si1, . . . , sin)

• A quantile estimator returns the estimate α-quantile of the jitter distri-
bution. The general form of the quantile estimator is

q̂i(n;α) = Q
(
(tin2 − tin1)− p̂i(n), (tin3 − tin2)− p̂i(n), . . . (tink

− tink−1
)− p̂(n);α

)
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where the subsequence (tnk
)k≥1 consists of those timestamps for which

tn2k
and tn2k−1

belong to successive packets (i.e. for which sn2k
−sn2k−1

= 1
holds).

It depends on the assumptions on the jitter distribution how many quan-
tiles must be estimated simultaneously:

– If the jitter distribution is assumed to be symmetric, only one quan-
tile must be estimated. Given a prescribed allowed loss rate of
Lmax, the quantile estimation would be applied with α = Lmax/2
to account for the fact that losses can be incurred either because
the forwarder awakes too late or goes back to sleep too early.

– In the more general case of a non-symmetric distribution, two dif-
ferent quantiles would have to be estimated: α1 = Lmax/2 for the
lower part, and α2 = 1 − Lmax/2 for the upper part of the jitter
distribution.

• A loss-rate estimator computes the local loss rate between the forwarder
and its successor. It mainly operates on the sequence numbers, but since
the sequence number space is in general finite and ambiguities might
occur, the packet arrival timestamps are also taken into account, i.e. the
general form of the loss-rate estimator is

l̂(n) = L(t1, . . . , tn, s1, . . . , sn)

4.1.2 Node states

The second major building block is the introduction of two separate node
states: the acquisition state and the operational state. When the forwarder
knows the interarrival time distribution, it can obtain the period as the aver-
age of this distribution. Furthermore, knowing the lower α/2 and upper α/2
quantiles (for 0 < α < 1), the forwarder can schedule its sleeping activities
such that it wakes up at the lower α/2 quantile, waits for a packet to forward,
forwards it (if any), and goes back to sleep at the upper α/2 quantile. Fol-
lowing this approach guarantees that no more than a fraction of α packets are
lost from the forwarders sleeping activities.

Clearly, in the absence of any synchronization and signaling, the forwarder
does not know the interarrival time distribution a priori. Therefore, a forwarder
alternates between two different states: the learning state and the operational
state.

• In the learning state the forwarder node does not sleep but uncon-
ditionally tries to capture all packets in order to obtain reliable first
estimates of the period and the relevant quantiles.
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This state is entered after the node has been switched on, or too many
losses have been incurred during the operational state. The latter can oc-
cur for example when the cross-traffic situation and therefore the actual
jitter variance changes. The end of the acquisition state is determined
by a stopping rule, which in general can take the achieved accuracy of
the period- and variance-estimator into account or can simply stop after
recording a prescribed number of packets. Once these estimates are reli-
able enough, the forwarder enters the other state, called the operational
state.

• In the operational state the sleep-/wakeup scheduling is applied. The
forwarder follows the sleep/wakeup cycle, where it wakes up at the lower
α/2 quantile and returns to sleep at the upper α/2 quantile. Further-
more, the forwarder observes the packet loss rate in the operational state
and continues to update the estimates of the period and the quantiles
(we refer to this as statistics update). If the packet loss rate grows too
large, the forwarder returns to the learning state in order to re-estimate
period and quantiles. This allows forwarders to adapt to changes in
topology or load scenario. We also introduce other scheme in which
forwarder nodes enter the learning phase upon a change in the traffic
requirements immediately (without the need to observe the packet loss
rate). This will be detailed in Chapter 7.

The duration of the learning state and the precise consecutive packet loss
rate threshold triggering the transition back from the operational into
the learning state are design parameters of the scheme.

– The forwarder maintains three main predicted times for each flow
(see Figure 4.1):

∗ tw(n) refers to the wakeup time of the n-th activity phase (i.e.
it denotes the start of the activity phase)

∗ ts(n) refers to the sleep time (denoting the maximum end time
of the n-th activity phase), and

∗ ta(n) is the nominal packet arrival time for the n-th activity
phase.

For the n-th activity phase, the forwarder schedules wakeup for the time
tw(n). The forwarder remains awake until either a packet is received
and forwarded, or until sleep time ts(n) is triggered. At the end of the
activity phase the forwarder updates its estimates of the period p̂i(n) ,

jitter q̂(k) and loss rate l̂(n). From the updated jitter the quantiles q̂(k)
of the jitter distribution are updated. Based on this, the times for the
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n+ 1-st activity period are calculated as follows :

ta(n+ 1) = ta(n) + p̂(n)

tw(n+ 1) = ta(n+ 1)− q̂(n)

ts(n+ 1) = ta(n+ 1) + q̂(n)

Figure 4.1: The figure shows the three predicted timers ta(n), tw(n), and ts(n)
for the wakeup and sleep scheduling algorithm

As the second major action at the end of the activity phase, the forwarder
decides about a possible state transition back into the learning state. We refer
to the rule used for this as the transition rule.

Please note that in this approach the forwarder continuously updates its
period and jitter variance estimates in the operational state. We later on
show results that confirm the necessity of these continuous updates. For later
reference, we refer to the policy with updates as the adaptive policy and to the
policy without updates as the non-adaptive policy.

4.2 Single Flow Experimental Jitter Measure-

ments

In this section we study and analyze the jitter distribution to get clear picture
of its characteristics under a real-world experiments.

For the measurements each sensor samples the temperature sensor period-
ically. Unless otherwise specified, the generation period was varied, ranging
from 1 to 30 to 60 seconds. Furthermore, for each of the 16 channels a separate
set of measurements has been carried out. During one experiment, each source
transmits 5000 packets to the sink via a set of forwarders on its respective path.
MAC-layer acknowledgments are enabled and a maximum of two MAC-layer
retransmissions are carried out. Each forwarder records the timestamps of the
received packets, source and destination addresses, flow identity (ID) , and
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other parameters. The packet size is set to 80 bytes (not including packet
overheads). The number of sources is set to 10 and we allow for each source
and forwarder to have up to 5 neighbours and communicate on all of the avail-
able channels (16 channels). The minimum, average and maximum number of
hops from any source to the sink node was, 3, 5.6 and 8, respectively.

4.3 Setup Under Consideration

In this section we describe our experimental setup and performance metrics.
4.2.

Figure 4.2: Experimental setup

4.3.1 Experiment setup

We consider our system model as a chain of one source, four forwarders and
a sink node placed in our lab. The source node (node1) generates ad sends
periodic traffic to the sink node through four forwarder nodes as shown in
Figure 4.2. The sink node is a laptop used to record the packets for offline
evaluation. Packets are unicast along the chain. The sensor nodes are located
close to each other to prevent packet losses from channel errors, allowing us
to focus on sleeping-induced losses. There is sufficient space in the packet so
that each node can append its local reception timestamp to the packet. Our
evaluations use these local timestamps.

In our experiments we used Tmote sky nodes and TinyOS version 2.0 oper-
ating system [73, 51]. We have set the radio channel of IEEE 802.15.4 compli-
ant CC2420 transceiver [30] to a channel that from preliminary measurements
has been found to be relatively interference-free.

For the purpose of our experiment we disabled the MAC layer acknowl-
edgement and no retransmission was performed during the experiment. All
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the other parameters of both MAC and Radio (such as Clear Channel Assess-
ment (CCA), Back-off time interval,..etc.) stacks are not tuned but we use
the default values provided by TinyOS. The nodes did not sleep during the
experiment but unconditionally try to capture all packets. The impact of the
sleep/wakeup scheduling policy was evaluated offline, based on the timestamps
obtained from each node. Further, we introduce a cross traffic to our experi-
ment by deploying two broadcast nodes C1 and C2 (see Figure4.2). These two
node broadcast packets periodically. The generation packet period was varied
ranging from 1 to 30 seconds. Specifically the cross traffic generator very the
inter arrival period of the generated cross traffic randomly by 1 second step .

4.3.2 Performance metric

The prime objective of this evaluation is to study the relationship between the
energy consumption of a node and the packet loss rate that results from either
waking up too late or going back to sleep too early. We have decided to use the
duty cycle of a forwarder node as a measure for its energy consumption. In our
opinion this is a reasonable approximation, since for the CC2420 transceiver
that we have used for this study, the power consumption in the transmit,
receive and idle (waiting to receive something) states are very similar [182, 145,
35]. The second important performance measure under consideration is the
loss rate observed by an individual node when operated under a sleep/wakeup
schedule.

4.4 Discussion and Result for Jitter Measure-

ments

We conducted several experimental runs, measuring the jitter varying for ex-
ample the number of hops in the multi-hop network and the packet generation
period. As a matter of fact, in general the jitter distribution depends on a
multitude of factors: the MAC and link-layer protocol, operating system im-
perfections (i.e. interrupts handling), the local load situation, and the position
of a particular forwarder in the forwarder chain. We do not investigate this
relationship in general, but look at one particular measurement setup and set
of protocols.

For these specific choices we observe that the jitter distribution in multi-hop
network as shown in Figures 4.3(a), 4.3(c), and 4.3(e) can be well modeled by
a normal distribution as shown in the quantile-quantile plots in Figures 4.3(b),
4.3(d), and 4.3(f).

In addition, Figure 4.4 summarizes the jitter histogram and it is probability
density function for multi-hop network with their parameter values.
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(a) Jitter histogram for 2nd hop
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(b) QQ-plot for 2nd hop
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(c) Jitter histogram for 3rd hop
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(d) QQ-plot for 3rd hop
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(e) Jitter histogram for 4th hop
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(f) QQ-plot 4th for hop

Figure 4.3: Jitter histogram and qq-plot

The results obtained from the above experiments are really motivating and
it might be exploited to model and propose some solutions for several problems
in wireless sensor networks. Moreover, this result allows to reduce the problem
of quantile estimation (which is much harder and more memory-intensive than
the estimation of averages [106, Sec. 9.5]) to the problem of estimating the
variance of a normal distribution.
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Figure 4.4: A Jitter histogram for multi-hop network

4.5 Estimation

Based on the previous gathered results of the jitter distributions we choose to
use recursive estimators in which the current estimate depends on the previous
estimate and the current measurement.

4.5.1 Traffic period estimator

Given k measurements of packet inter-arriving time Xi the sample mean is

X̂k =
1

k

k∑
i=1

Xi (4.1)

Suppose that X̂k has been computed based on measurements Xi for i=1,....,k.
Now one more measurement Xk+1 is made. The new sample mean is computed
as :

X̂k+1 =
1

k + 1

k+1∑
i=1

Xi (4.2)

X̂k+1 can be computed in terms of X̂k and Xk+1 by proceeding as follows.

X̂k+1 =
k

k + 1

(
1

k

k∑
i=1

Xi

)
+

1

k + 1
Xk+1

=
k

k + 1
X̂k +

1

k + 1
Xk+1
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So that the estimator for the mean is:

X̂k+1 = X̂k +
1

k + 1

(
Xk+1 − X̂k

)
(4.3)

The random variable (packet inter-arrival time) is denoted by x(k) and its
estimated value of the mean is denoted by x̂(k).

4.5.2 Traffic jitter estimator

A recursive method can also be used to compute an estimate for the variance
as following:

σ2
k+1 = σ2

k +
1

k + 1

[
k

k + 1
(Xk+1 − X̂k)

2 − σ2
k

]
(4.4)

4.6 Performance Evaluation

We performed several experimental runs to evaluate our proposed schemes.
The same experiment configuration and setup as explained in section 4.3 is
utilized. We use the following parameters to evaluate the proposed schemes:

1. The first two parameters are mean and variance. These two parame-
ters are combined to determine an appropriate sleep and wakeup time
windows depending on a given performance requirements.

2. Stopping rule, which decides whether to continue or stop the acquisition
state based on a prescribed number of packets.

3. Maximum allowable packets loss for each individual node, which tradeoffs
between energy usage and packet loss rate.

4.7 Simulation Setup

In order to evaluate our approach, we conduct a trace-based simulation study
based on real data collected from sensor nodes measurements. The evaluation
consists of using real traces as an input to the simulation. These traces were
taken from each forwarder node and contain the packets arrival times as well
as the sequence number of the packets. Our approaches and algorithms are
implemented and evaluated through Matlab version 7.1.

Figure 4.5 and Figure 4.6 illustrate a simplified simulation model for both
non-adaptive and adaptive scheduling, respectively. For both, the acquisition
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Figure 4.5: Single channel simulation model:non-adaptive policy

state starts by initializing the mean and the variance to zeros. The initial-
ization of model parameters are applied to each hop independently and each
hop estimates the values of the parameters model. The end of this state is
determined by a stopping rule (must be explicitly stated) as described in sec-
tion 4.1.2. After the acquisition state is converged and before entering the
operational state a value of allowable loss rate should be specified based on
the application requirements. In the operational state the sleep and wakeup
times scheduling is applied by selecting an appropriate windows for sleep and
wakeup times as discussed in section 4.1.2. During this phase each node locally
monitors its packet loss and reacts based on the specified policy. In the first
scenario non-adaptive policy as shown in Figure 4.5, the estimator algorithms
run only once and no adaptation of the parameters model are performed, re-
gardless of the packet loss rate. This policy provides a basis for evaluating the
advantage of the other policy that does adapt. In the other hand if the policy
is set to ”adaptive” as shown Figure 4.6 then, the second scenario is applied,
in which each forwarder continuously updates the estimate values and adapts
its sleep and wakeup windows accordingly, without reentering the acquisition
state again.
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Figure 4.6: Single channel simulation model: adaptive policy

4.8 Results

In this section we present the simulation results of the proposed algorithms.
We present our simulation result into the following scenarios: scheduling based
on real parameters values, Non-adaptive scheduling, and adaptive scheduling.

4.8.1 Scheduling based on real parameter values

We start by examining the effect of using the real values of model parameters.
The observed sample size of 10000 packets for each hop level were taken in-
dependently from a real measurement with expected value of 1024ms for each
hop and variance values of 31ms, 46ms, 62ms for hop 2 , hop 3 and hop 4,
respectively as shown in table 4.1.

Table 4.1 shows the result of wakeup times based on requested allowable loss
rate of 2% and 5%, respectively using the real values. The result achieved in
this scenario could be used to evaluate the reliability of the following scenarios.
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Hop Sample Real mean[ms] Real variance[ms]
2 9000 1024 31
3 9000 1024 46
4 9000 1024 62

Table 4.1: Full statistics without consideration of sleeping activities

4.8.2 Non-adaptive scheduling

Table 4.2 and Table 4.3 summarize the results of the non-adaptive scheduling
scenario for 2% and 5% allowable loss rates, respectively. The first column
lists the number of hop being examined, the second column shows the stopping
rule based on prescribed number of packets and the last two columns in the
acquisition state show the estimate of mean and the variance parameters. In
the operational state the Lmax column specifics the allowable loss rate, the
subsequence columns lists the number of packets being transmitted for each
hop level, the frequency of packet losses, and the packets loss rate, respectively.

Acquistion state Operational state Fraction of

Hop S-rule μ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep

2 10 1024.2 24.524 2% 9000 310 3.44 0.0225 0.9775

2 20 1024.1 30.428 2% 9000 176 1.96 0.025063 0.9749

2 30 1024 29.045 2% 9000 180 2.00 0.024487 0.9755

2 50 1024.1 30.522 2% 9000 177 1.97 0.025102 0.9749

2 70 1024.1 30.832 2% 9000 139 1.54 0.025229 0.9748

2 100 1024.1 31.476 2% 9000 138 1.53 0.025491 0.9745

3 10 1024.3 29.501 2% 8690 396 4.56 0.024678 0.9713

3 20 1024 44.582 2% 8824 110 1.25 0.030337 0.9697

3 30 1023.9 44.562 2% 8820 110 1.25 0.03033 0.9697

3 50 1024 44.586 2% 8823 110 1.25 0.030339 0.9697

3 70 1024.1 45.725 2% 8861 120 1.35 0.030724 0.9693

3 100 1024.1 46.733 2% 8862 120 1.35 0.031061 0.9689

4 10 1024.1 45.023 2% 8294 176 2.12 0.030487 0.9692

4 20 1024 46.154 2% 8714 318 3.65 0.030867 0.9691

4 30 1023.9 50.597 2% 8710 203 2.33 0.032319 0.9677

4 50 1024 55.467 2% 8713 121 1.39 0.033839 0.9662

4 70 1024 54.951 2% 8741 122 1.40 0.033681 0.9663

4 100 1024 55.921 2% 8742 130 1.49 0.033977 0.966

Table 4.2: Non-Adaptive scheduling for 2% allowable loss rate

From the below tables we can observe the following: (a) from one hop to the
next hop the fraction of wakeup times do not vary too much. (b) The first hop
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has the highest fraction of sleeping times and (c) within every hop level you
can see the trade off between acquisition state and the energy consumption.
It is also clear that the fraction of sleep times is increasing tell 30 packets in
the stopping rule then it goes slightly down and it behaves almost the same
for all the hops.

Acquistion state Operational state Fraction of

Hop Stopping rule μ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep

2 10 1024.1 24.524 5% 9000 638 7.09 0.019344 0.9807

2 20 1024.1 30.428 5% 9000 400 4.44 0.021547 0.9785

2 30 1024 29.045 5% 9000 503 5.59 0.021052 0.9789

2 50 1024.1 30.522 5% 9000 401 4.46 0.021581 0.9784

2 70 1024.1 30.832 5% 9000 406 4.51 0.02169 0.9783

2 100 1024.1 31.476 5% 9000 307 3.41 0.021915 0.9781

3 10 1024 29.501 5% 8362 596 7.13 0.021217 0.9788

3 20 1024 44.582 5% 8600 218 2.53 0.026082 0.9739

3 30 1023.9 44.562 5% 8497 198 2.33 0.026076 0.9739

3 50 1024 44.586 5% 8599 218 2.54 0.026083 0.9739

3 70 1024.1 45.725 5% 8594 218 2.54 0.026414 0.9736

3 100 1024.1 46.733 5% 8693 243 2.80 0.026704 0.9733

4 10 1023.9 45.023 5% 7766 261 3.36 0.026211 0.9738

4 20 1024 46.154 5% 8382 456 5.44 0.026538 0.9735

4 30 1023.9 50.597 5% 8299 302 3.64 0.027786 0.9722

4 50 1024 55.467 5% 8381 318 3.79 0.029092 0.9709

4 70 1024 54.951 5% 8376 319 3.81 0.028957 0.971

4 100 1024 55.921 5% 8450 333 3.94 0.029211 0.9708

Table 4.3: Non-Adaptive scheduling for 5% allowable loss rate

4.8.3 Adaptive scheduling

Table 4.4 and Table 4.5 list the results obtained by continually updating the
parameters estimate for 2% and 5% allowable loss rate, respectively. The
first column lists the hop level being examined, the second column shows the
stopping rule based on prescribed number of packets and the last two columns
in the acquisition state show the estimate of mean and the variance parameters.
In the operational state the Lmax column specifics the allowable loss rate, the
subsequence columns lists the number of packets being transmitted for each
hop, the frequency of packet losses, and the packets loss rate, respectively.

We cal also observe from the adaptive scheduling results that target packet
loss rate has been improved compared to the non-adaptive policy and has never
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Acquistion state Operational state Fraction of

Hop S-rule μ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep

2 10 1024.1 24.524 2% 9000 141 1.57 0.025291 0.9747

2 20 1024.1 30.428 2% 9000 138 1.53 0.025291 0.9747

2 30 1024 29.045 2% 9000 141 1.57 0.025291 0.9747

2 50 1024.1 30.522 2% 9000 139 1.54 0.025291 0.9747

2 70 1024.1 30.832 2% 9000 141 1.57 0.025291 0.9747

2 100 1024.1 31.476 2% 9000 140 1.56 0.025291 0.9747

3 10 1024 29.501 2% 8859 98 1.11 0.030875 0.9691

3 20 1024 44.582 2% 8862 96 1.08 0.030875 0.9691

3 30 1023.9 44.562 2% 8859 96 1.08 0.030875 0.9691

3 50 1024 44.586 2% 8861 96 1.08 0.030875 0.9691

3 70 1024.1 45.725 2% 8859 96 1.08 0.030875 0.9691

3 100 1024.1 46.733 2% 8860 96 1.08 0.030875 0.9691

4 10 1023.9 45.023 2% 8761 93 1.06 0.035749 0.9643

4 20 1024 46.154 2% 8766 92 1.05 0.035749 0.9643

4 50 1023.9 50.597 2% 8763 90 1.03 0.035749 0.9643

4 30 1024 55.467 2% 8765 88 1.00 0.035749 0.9643

4 70 1024 54.951 2% 8763 89 1.02 0.035749 0.9643

4 100 1024 55.921 2% 8764 90 1.03 0.035749 0.9643

Table 4.4: Adaptive scheduling for 2% allowable loss rate

exceed the requested allowable loss rate however, this at the cost of wakeup
times.

4.9 Multi-Channel Traffic Jitter Measurement

What we have described so far does not consider frequency hopping, which we
explain in detail in Chapter 5. For the time being, it suffices to mention that a
forwarder in the learning state initially starts listening on a randomly chosen
channel. Having received the first packet on this channel, the forwarder knows
on which channel the next packet from the same source will be transmitted,
as the source switches channel for each new packet and the channel hopping
sequence is well known to all nodes.

In the following we report the results of jitter measurements carried out
with the standard protocol stack coming with the TinyOS 2.0 operating system
[52]. We provide evidence that for this protocol stack the jitter distribution
at various hop distances is well modeled by a normal distribution. With this
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Acquistion state Operational state Fraction of

Hop Stopping rule μ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep

2 10 1024.1 24.524 5% 9000 328 3.64 0.021743 0.9783

2 20 1024.1 30.428 5% 9000 317 3.52 0.021743 0.9783

2 30 1024 29.045 5% 9000 322 3.58 0.021743 0.9783

2 50 1024.1 30.522 5% 9000 318 3.53 0.021743 0.9783

2 70 1024.1 30.832 5% 9000 323 3.59 0.021743 0.9783

2 100 1024.1 31.476 5% 9000 319 3.54 0.021743 0.9783

3 10 1024 29.501 5% 8672 237 2.73 0.026544 0.9735

3 20 1024 44.582 5% 8683 234 2.69 0.026544 0.9735

3 30 1023.9 44.562 5% 8678 234 2.70 0.026544 0.9735

3 50 1024 44.586 5% 8682 234 2.70 0.026544 0.9735

3 70 1024.1 45.725 5% 8677 234 2.70 0.026544 0.9735

3 100 1024.1 46.733 5% 8681 234 2.70 0.026544 0.9735

4 10 1023.9 45.023 5% 8435 218 2.58 0.030734 0.9693

4 20 1024 46.154 5% 8449 218 2.58 0.030734 0.9693

4 50 1023.9 50.597 5% 8444 217 2.57 0.030734 0.9693

4 30 1024 55.467 5% 8448 214 2.53 0.030734 0.9693

4 70 1024 54.951 5% 8443 215 2.55 0.030734 0.9693

4 100 1024 55.921 5% 8447 216 2.56 0.030734 0.9693

Table 4.5: Adaptive scheduling for 5% allowable loss rate

insight the estimation process is greatly simplified: a forwarder only needs to
measure the average and standard deviation of the packet interarrival times in
order to obtain the full distribution. From this distribution then the desired
upper and lower α/2 quantiles are easily derived.

4.9.1 Experimental Setup

We carry out our experiments on the TWIST testbed (TKN Wireless Sensor
Networks Testbed) [62]. A detailed description of the TWIST testbed is given
in Section 3.3.1.

We use the TinyOS version 2.0 operating system [73, 51] and its default
protocol stack, which uses a CSMA-type MAC protocol. We also use the well
known CTP routing protocol [55] to construct routes between the sources and
the sink. For the measurements each sensor samples the temperature sensor
periodically. The generation period was varied, ranging from 1 to 30 to 60 sec-
onds. Furthermore, for each of the 16 channels a separate set of measurements
has been carried out. During one experiment, each source transmits 5000
packets to the sink via a set of forwarders on its respective path. MAC-layer
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acknowledgments are enabled and a maximum of two MAC-layer retransmis-
sions are carried out. Each forwarder records the timestamps of the received
packets, source and destination addresses, flow ID, packet sequence, Received
Signal Strength Indicator (RSSI), Link Quality Indicator (LQI), and the fre-
quency channel.

The packet size is set to 80 bytes (not including packet overheads). The
number of sources is set to 10 and we allow for each source and forwarder to
have up to 5 neighbours and communicate on all of the available channels (16
channels). The minimum, average and maximum number of hops from any
source to the sink node was, 3, 5.6 and 8, respectively.

4.9.2 Discussion and Result for Multi-channel Jitter Mea-
surements

We conducted several experimental runs, measuring the jitter under various
scenarios, including different channels, random topology, multiple flows, cross
traffics, varying the number of hops and the packet generation period.
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Figure 4.7: Multi-hop jitter for channel 11.

For all the scenarios covered in our measurements we find that the per-flow
jitter distribution is well modelled by a normal distribution. For brevity we
only show the histograms and the quantile-quantile plots for channel 11 as
shown in Figures 4.7 and 4.8, respectively. Please note that this finding was
also confirmed in our previous paper [92], which was limited to a single source
scenario with a common single channel. However, here we have extended our
measurements to multiple channels solution and different periods. Please note
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Figure 4.8: Quantile of empirical jitter against quantile of normal distribution for
channels 11.

that similar trends are observed also for scenarios with 30 and 60 seconds
traffic generation period and for all other channels.

4.10 Summary

In this chapter we test our hypothesis in small setup scenario and proposed a
new scheme of extending the sleep times of wireless sensor nodes online and
in decentralized way to save energy usage and consequently prolonging the
network lifetimes. This approach is suitable for a number of applications, i.e.
data collection and monitoring applications in which nodes have to send their
data periodically to sink node thought a number of intermediate nodes. In
our approach, the forwarder nodes compute a local estimate of both the traffic
period and the jitter. The extra work of period estimation that forwarders do
could save the source node from explicitly signaling the period to forwarders,
and furthermore it saves the whole network from maintaining a common time
base through a time synchronization protocol that lets all forwarders interpret
the signaled period in a consistent way. The novelty of our approach is the
adaptation of sleep periods to the estimated traffic period and jitter subject to
prescribed packet loss requirements. Moreover, we adjoin mechanisms to the
proposed scheme that allow to update the period and jitter estimates and to
react to packet losses. We also studied the jitter distribution by conducting
several experimental runs, measuring the jitter varying for example the number
of hops in the multi-hop network and the packet generation period under cross
traffic scenario. Then we hit upon a theoretical distribution that fit the random
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variables of the jitter and exploited the characteristic of the jitter distribution
to design and implement estimation algorithms. We used theoretical analysis,
real raw measurements and simulation experiments to evaluate our proposed
algorithms. Our proposed solution showed that by adapting the sleep cycles
into the observation loss rate would indeed result in a significant energy saving
and thus achieving a long network lifetimes. Furthermore, we demonstrated
the results of the trade-off between energy consumption and packet loss rate.
Moreover, we conducted a real world experiment to measure the jitter across
different channels using the TWIST testbed.

In the next chapter we extend our autonomous framework to multi-flows
and introduce a novel mechanism to support high reliability and low packet
delay .
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CHAPTER5
Multi-Channel Autonomous

Framework Design and
Evaluation

In this chapter we extend our autonomous framework introduced in the pre-
vious chapter to support not only energy efficiency but also communication
reliability under general scenarios. For this we present a scheme which sup-
ports multiple periodic traffic flows and frequency hopping without requiring
an expensive protocol infrastructure providing synchronization features (time
synchronization, hopping synchronization) by relying entirely on the periodic-
ity of the traffic itself for synchronization purposes. Our approach is extremely
light in terms of signaling, only ACK packets need to carry few bits of informa-
tion. We believe that our autonomous framework is an attractive alternative
to WirelessHART and similar systems in lightly loaded networks with periodic
traffic. We also present design and performance evaluation of our autonomous
framework.

5.1 Asynchronous Channel Hopping

Our asynchronous channel hopping approach is not synchronized to any ex-
ternal time reference. Instead, channel hopping is synchronized to the period
with which a source node sends its data packets. Our approach distinguishes
itself from existing channel hopping protocols, such as WirelessHART [39] and
ISA100.11a [83], by scheduling the whole network activities in a distributed
manner and without maintaining an explicit time synchronization protocol,
thus reducing the signaling load and saving overall system complexity. We
first explain our approach for a single flow and then extend to the case with
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multiple flows in a network.
There are two main approaches to channel hopping: (synchronized) blind

channel hopping and adaptive channel hopping. Blind channel hopping (as
used in WirelessHART) might use all 16 channels independent of their current
quality and hops on a per-time-slot basis (which in WirelessHART amounts
to a per-packet basis).

In contrast, adaptive hopping aims to use a subset of the best channels
(white-listing). Adaptive hopping is more complex to implement, as it first
requires a mechanism to frequently scan and rank all the channels for their
quality for each link. Second, each node has to keep statistics of channel
qualities for each link. Third, each pair of nodes needs to achieve consistent
rankings of the individual channels, otherwise they will may end up commu-
nicating using different channels. This requires additional signaling. For these
reasons we base our asynchronous blind channel hopping (ABCH) on the blind
hopping approach.

Figure 5.1: Asynchronous blind channel hopping

ABCH exploits the characteristics of a single periodic traffic flow and es-
timates the next channel to be used based on the sequence number of the
packet. Each source node starts hopping blindly on a per-packet basis, using
all available channels (see Figure 5.1). The source includes sequence numbers
into its packets, and the next channel to use depends on the sequence number
as follows:

NextChannel = (SQ+ chOffset) mod chNum (5.1)
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where SQ is the next sequence number, chOffset is the channel offset and
chNum is the number of channels being used. In the learning phase, each
forwarder starts by listening for a packet on some random channel. Upon
receiving the first packet on this channel, the forwarder retrieves the sequence
number and determines the next channel according to Equation 5.1. As an
example, if chOffset = 1, chNum = 16 and a forwarder received packet with
SQ = 8, then the current channel index is 9 and the next one is 10 (Note
that here the channels are numbered from 0 to 15 instead of 11 to 16, but
translation is straightforward). Please note that the result of this equation is
the index of the channel which just a lookup table for the corresponding IEEE
802.15.4 channels. So the offset index number does not necessarily corresponds
to the same physical channel number.

Please also note that each forwarder applies the ABCH mechanism after
receiving the first packet – specifically, a forwarder also uses the determined
channels for its own transmissions of the packet. In the next section we examine
the synchronization of two neighbors in the presence of transmission errors.

5.1.1 Handling Transmission Errors

Figure 5.2 shows the interaction between a pair of nodes for exchanging pack-
ets. We assume that the nodes have learned the flow period and are ready to
communicate. Figure 5.2) illustrates three sequences, the first sequence shows
a simple error-free transmission. In this sequence a sender transmits packet
p1 on channel 11 and waits for an ACK for a predefined time-out on the same
channel. Upon reception of the packet the receiver sends an ACK back to the
sender indicating the next expected sequence number to be received and per-
forms a statistics update. If the transmitter receives the ACK, it also performs
a statistics update and removes that packet from its buffer, otherwise a copy
of the transmitted packet is kept in the buffer.

The second sequence illustrates the interaction in case of a data packet
loss. When the receiver wakes up on channel 12 to receive a packet, it waits
for its wakeup window and remains awake until either a packet is received or
until the upper α/2 quantile has passed, as explained in Section 4.1. In this
example the receiver does not get a packet and assumes that the packet is lost
and updates its statistics. However, it computes the next channel frequency as
if it received packet p2 (the lost packet). This is important as we will explain
in the third sequence (ACK loss). Similar actions are taken at the sender
side. Once the ACK time-out is triggered, the sender assumes that packet p2
or its associated ACK is lost. However, it computes the next channel as if
it received a successful ACK for packet p2 and then updates its statistics. In
the next wakeup-window it transmits packet p3 on channel 13. Upon receiving
p3, the receiver node sends back an ACK indicating the next expected packet
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to receive. In this case the receiver returns the sequence number of packet
p2 and it stays awake1 to receive packet p2 on the same channel (channel
13). The sender then retransmits packet p2 on channel 13. Please note that,
the recovery process of the lost packet p2 immediately follows the previous
successful transmission of p3, leveraging the good conditions on the current
channel.

Figure 5.2: Autonomous channel hopping transition diagram

The third sequence shows the packet exchanges in case of ACK packet loss.
When the sender transmits p5 on channel 15 and its timer expires before the
packet is acknowledged, it assumes that either the data packet or the ACK
packet is lost. In either case, it computes the next channel as if it got a
successful ACK for p5. It also updates its statistics and goes to sleep. In the
next wakeup window, the sender transmits p6 on channel 16 and waits for an
ACK. If it receives a successfully ACK then it knows that the previous packet
(p5) was correctly received, because the receiver indicates in its ACK that the
next expected sequence number is that of p7, otherwise the ACK would have
included the sequence number of the lost packet.

1Please note, that in this circumstance, the forwarder increase its wakeup-window tem-
porary to accounts for the retransmission. Upon receiving the missing packet, the forwarder
may go to sleep (depends on how much time left for the next activity).
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5.1.2 Estimation of Multi-Flow Traffic

Direct estimation of quantiles is non-trivial and relatively memory-intensive
[106, Sec. 9.5] as compared to the estimation of simple averages. In order
to handle this issue we apply parametric approach, the class of distribution
functions for the jitter distribution is known a priori (for example from mea-
surements) and the task reduces to the problem of estimating the actual param-
eters of the distribution and the subsequent computation of adjusting proper
window for sleeping activities. It turns out that even for the parametric case
considered in this thesis nothing more than a variance estimate for the jitter
is required (Based on our measurements, see Section 4.4);

Since in our measurements, we want to compute the current estimate from
the previous estimate and the current measurement, we use recursive estima-
tors for the traffic period and the jitter variance. The mean period for any
independent flow f can be computed as:

X̂f,k+1 = X̂f,k +
1

k + 1

(
Xf,k+1 − X̂f,k

)
(5.2)

where X̂k refers to the estimated mean packet inter-arrival time after the
k-th packet and Xk is the k-th actual interarrival time – interarrival times are
only obtained for two successively received packets. For any independent flow
f , a recursive method can be found to compute for the jitter variance as:

σ̂2
f,k+1 = σ2

f,k +
1

k + 1

[
k

k + 1
(Xf,k+1 − X̂f,k)

2 − σ2
f,k

]
(5.3)

where σ2
k denotes the estimated jitter variance after observing the k-th

interarrival time per flow f .

5.2 Local Dynamic Sleep State Scheduling

In this section we analyze how an improved usage of the transceiver sleep states
can substantially reduce the overall energy-consumption, thereby increasing
the autonomous system energy-efficiency.

Modern radios have built-in support for several sleeping states of operation
with each state consuming a different amount of power. The radio also requires
some time to switch into and out of different sleep states. For example, the
CC2420 has three sleeping states: the idle-sleep-state, the power-down-state,
and voltage-regulator-off-state, hereafter referred to as sleep-mode-1, sleep-
mode-2, and sleep-mode-3, respectively. These sleep modes and their possible
transitions are illustrated in Figure 5.3. In sleep-mode-1, both the voltage
regulator and the crystal oscillator are enabled. The energy-saving in sleep-
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Figure 5.3: Sleep transition states for CC2420 Radio.

mode-1 state is obtained by disabling the radio frequency synthesizer which
controls the channel selection and up/down RF conversion. Sleep-mode-1 has
the fastest transition time of around 0.192 ms and consumes 1.4 mW of power,
which is the highest among the sleep modes. In sleep-mode-2, the voltage
regulator is enabled and the crystal oscillator is disabled. This mode consumes
0.07 mW of power. In sleep-mode-3, both the voltage regulator and the crystal
oscillator are disabled. This mode has the slowest transition time and lowest
power-consumption (6.6 · 10−5 mW). In general this mode switches off the
radio chip completely, including radio RAM. As a result any packet waiting in
the receiving or transmitting buffer is lost. Despite the fact that most (if not
all) energy-efficient WSNs MAC protocols use the popular CC2420 Radio chip
or similar Radio chip that support multiple sleep modes, they only use one
single-fixed sleep mode. Moreover, they usually control and use the lightest
sleep mode (sleep-mode-1) which calls in CC2420 data-sheet ”idle” mode. For
example B-MAC [136] and X-MAC [20] uses sleep-mode-1. According to X-
MAC paper: (when X-MAC ”sleeps” the radio, in fact it puts the radio into
idle mode, as sleep mode turns off the oscillator and requires a longer time to
transition back to receive mode [20]. To the best of our knowledge there is
no a MAC protocol in WSNs that utilizes the multiple radio sleep states and
thus provide a dynamic assignment of multiple sleep modes. According to our
previous study we showed that about 40% of the total energy-consumption
is due to the sleeping activity thus, we believe that our approach elegantly
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copes with the issues raised above, and it will become commonplace for the
energy-saving mechanisms in WSNs MAC protocols under variant periodic
traffic rates.

In the next section we propose a generic simple approach that may runs on
top of any MAC layer protocols and in which each node can apply individually,
based on its current traffic rate.

5.2.1 Dynamic Multiple Sleep States Scheduling (DM3S)

In what follows, we propose a practical and effective dynamic multiple sleep
states scheduling scheme, abbreviated as DM3S. It exploits the multiple sleep
states of the CC2420 radio and utilizes them based on the estimation of the
next packet arrival. This approach is independent of the underlying link
scheduling algorithm, but a node uses its given schedule to determine the
right sleep states. For ease of presentation, we called the scheduled activity
window (Tx or Rx interval time ) as a time slot. Generally speaking, a nodes
activities are constrained to certain slots whereas in all other slots they can
sleep. We call the slots that a node might be involved in its active slots.
There will generally be some active slots in which a node will have to wake
up unconditionally, for example those slots in which the node is scheduled to
receive, or those transmit slots where a packet is transmitted the first time.
On the other hand, retransmission slots are only used when a transmission in
a previous transmit slot has failed (i.e. the sender has not received an acknowl-
edgement). A key observation is that at the end of a transmit slot the sender
will know if it has to utilize a retransmission slot or not. More generally, based
on its schedule and the transmission outcomes in the current active slot, at
the end of the current slot a node can determine how much time will elapse
before its next active slot starts.

The second key ingredient is borrowed from a technique used in dynamic
power management to control the device’s operational states, see [78, 15].
Specifically, since the number of transceiver states and their switching time is
known a-priori, it is possible to construct a function φ(·), which takes a non-
negative time duration τ as a parameter and which returns a sleeping schedule
that:

(i) ensures that after τ seconds the node transceiver is ready to transmit
or receive, (ii) sends the transceiver through a “monotone” sequence of sleep
states (the deepest state at the beginning and the lightest state at the end),
and that (iii) ensures that the chosen sequence of states (and the times being
spent in each visited state) has the smallest energy-consumption over the time
horizon of τ seconds. For the CC2420 transceiver this function φ(·) is straight-
forward to construct. Specifically, we need to determine three threshold values:
(i) a duration τ1 that is minimally needed to make sleep-state-1 more energy-
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efficient than to stay awake; (ii) a duration τ2 > τ1 that is minimally needed
to make an initial choice of sleep-state-2, followed by a transition through
sleep-state-1 and subsequent wakeup more energy-efficient than to start ini-
tially with sleep-state-1; and (iii) a duration τ3 > τ2 that is minimally needed
to make an initial choice of sleep-state-3, followed by a transition through
sleep-state-2, sleep-state-1 and subsequent wakeup more energy-efficient than
to initially start with sleep-state-2.

When at the end of an active slot it takes a time τ before the next active
slot starts, it is a simple matter of comparing τ to the three thresholds τ1, τ2
and τ3 to figure out which sleep state (if any) should be entered next.

5.3 On-the-fly Traffic Adaptation Mechanism

In many industrial applications, source nodes may increase or decrease their
traffic periodicity upon the occurrence of new even of interest. For instance a
source node may start with very light traffic load (sampling temperature every
1min) and when the source node detects an event of interest then it begins to
sample its traffic at a higher sampling rate (for example: sample light sensor
each 1sec).

Moreover, sensor, nodes may decide to change its traffic period to a lower
rate, when the battery drops below a certain level. This might prevent an
abrupt terminations of the whole network due to battery depletion. There-
fore, deceasing the sampling rate in such situation not only increase the net-
work lifetime but also allow enough time for maintaining the network (for
instance replacing batteries), and maintain the fine granularity of the informa-
tion gathered from such source nodes. Thus, the generation sampling rates of
the sources can be vastly different over time. In such situation the forwarder
nodes should respond and adapt to the new traffic requirements as fast as
possible while consuming the minimum amount of energy during this phase.

In our autonomous framework we design and implement an efficient ap-
proach that allows a forwarder reacts fast to the traffic change. The key idea
is that, source node exploit the currant traffic situation to notify its neighbor
about the new traffic requirement (piggybacking on existing traffic) in decen-
tralized manner. When a source node wants to change its traffic data rates,
it just set the adaptive bit indicator to one. Otherwise the bit is set to zero.
Upon the receiving of the data packet, the forwarder checks this bit and de-
termines whether it has to enter new learning phase or not. Please note that
the evaluation of this policy will be presented in Chapter 7.
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5.4 Interference due to Multi-flow Overlapping

We finally consider the operation of our scheme in the multi-flow case, focusing
on a forwarder through which two or more flows of possibly different period
and from different sources pass. For such a forwarder it might happen that
two upstream nodes want to send packets at nearly the same time but possibly
on different frequencies – we refer to this as a collision (see Figure 5.4).

Figure 5.4: An example of overlapping time period

To deal with this, we propose to exploit the traffic estimation values to
detect and resolve a potential collision beforehand. Specifically, after receiving
a packet a forwarder checks all flows going through it whether there is a po-
tential collision for the next packet. Figure 5.4 shows an example of an overlap
period; when node C receives a packet from node A-Flow1 or node B-Flow 2,
it first checks the next activity periods by comparing ta(n + 1) of both flows
(please refer to Section 4.1.1 for more details about the activity periods). If
so, it notifies the upstream node (by setting a special flag in the ACK packet)
to randomly back-off longer in the next transmission cycle (in this example it
notifies node B). Also the forwarder readjusts its corresponding wakeup win-
dow temporarily. We assume that there is no overlap in the first cycle of the
transmissions. This is a realistic assumption since each node usually starts
with a random offset.

Pleas note that because each flow is associated with random channel hop-
ping sequence (each flow start with different channel number; based on it is
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Table 5.1: Main CC2420 and autonomous framework parameters

Parameter Value

Data frame size 128

Acknowledgment frame size 12

Channel switching time 192 μs

Length of learning phase 5 packets

Allowable packet loss rate α 2

Loss threshold 3 packets

source flow ID) and the starting time of each transmission is set randomly,
interference among neighbor multi-flow is rarely happened. A similar obser-
vation was made in [160, 82, 180]. This is one of the main advantages of
channel hopping solution which increases the resilience to interference (com-
pared to the single channel solution) by transmitting consecutive packets using
different channels [169, 56],

5.5 Methodology and Setting

In order to evaluate the autonomous framework’s mechanisms ( asynchronous
channel hopping, estimation and adaptation of multi-flows traffics and the local
dynamic multiple sleep states scheduling). We use the same methodology dis-
cussed in Section 3.3 which combines both connectivity traces and simulation.
Both are explained in details in Section 3.3.2 and Section 3.3.3, respectively.
Table 3.1 summarizes the main power consumption parameters of a CC2420
transceiver and of a MSP430 micro-controller, assuming a 3.3V supply voltage.

The main parameters of the autonomous framework are listen Table 5.1.

5.5.1 Network Topology and Traffic

We have generated 150 random topologies and for each setting of simulation
parameters we correspondingly perform 150 replications. For each random
topology we have placed 45 nodes in an area of size 225 × 225 feet, using a
uniform distribution for node positions. The sink is placed in the upper right
corner of the nodes. Out of the 45 nodes we randomly pick five nodes as source
nodes. Each of these sources periodically generates packets with a payload of
80 bytes (not including PHY and MAC overhead ). Unless otherwise specified,
all the sources transmit with the same period, however, the starting phase is
set randomly. The generation period was varied, ranging from 1 to 30 to 60
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seconds. During each simulation run, each source transmits packets based on
its periodicity and then forwards these packets to the sink via some forwarders.
MAC-layer acknowledgments are enabled and the size of the ACK packet is
12 bytes. If the packet is lost then the sender tries to transmit the packet for
a maximum of two retries.

5.5.2 Major Performance Measure

The simulation time is fixed to 168 hours (one week) and the two main perfor-
mance measure are the total energy spent by the radio transceiver of a node
over this period, and the end-to-end Packet Delivery Ratio (PDR), i.e. the
fraction of all packets sent by the sources that reach the destination. At one
or two occasions we also use the end-to-end packet loss rate, which is just the
complement of the packet delivery ratio, as a performance measure.

The simulation records the amount of time spent in various states (trans-
mit, receive, listen, sleep and turnover) and calculates from this the total
energy consumption of a node over a span of 168 simulated hours. We also
take into consideration the energy consumed by the node’s micro-controller.
We split the micro-controller energy consumption in two main states, active
state and sleep state. The micro-controller is active at the same time as the
radio. At the end of each run, the simulation computes the total energy con-
sumed for all nodes in the network using the amount of energy consumed by
the radio and micro-controller in each state.

5.6 Results

In order to study the performance of our autonomous framework, we compare
the asynchronous blind channel hopping with 16 channels against a system
in which only one channel is used. We first investigate the packet delivery
ratio and the total energy-consumption. Then we study the impact of the
multi-flow overlap on energy-consumption and packet delivery ratio. We also
investigate the impact of the length of the learning phase on the performance
of the autonomous framework.

5.6.1 Packet Delivery Ratio

Figure 5.5, shows the average packet delivery ratio when a using single channel
vs. using all 16 channels in case of 1sec data rate. The results are averaged
over all runs. This graph confirms that our framework is able to reap the
benefits of channel hopping, the single channel scenario has a lower packet
reception rate that varies across the channels. This is due to the fact that
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Figure 5.5: Average PRR: Single channel vs blind channel hopping

there is usually no single channel which is persistently reliable most of the
time. On the other hand, the ABCH mechanism increases the reception rate
because if the current channel is bad the next retransmission will be done on
a different channel, thus increasing the probability of successful transmission.
Similar trends are observed also for scenarios with 30s and 60 seconds traffic
generation period (see our technical report [95]).

5.6.2 Energy Consumption

Figure 5.6 shows the average per-node energy-consumption for both the ABCH
mechanism and the single channel solutions (for all channels), where the aver-
age is only taken among the nodes being on the path of any source flow. We
can observe from the figure that the energy consumption of the single channel
solution is much higher than with all 16 channels available. This is due to the
higher number of retransmissions carried out on lossy channels.

Please note that, in order to have a fair comparison study between our
asynchronous channel hopping and the single channel solution, we didn’t apply
the dynamic sleep state scheduling, but we rather used the same sleep-mode
as in the single channel solution in this evaluation. This also allows us to gain
a better understanding of the benefit of the channel hopping in team of energy
consumption.
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Figure 5.6: Average energy: Single channel vs blind channel hopping

5.6.3 Impact of the Multi-flow Overlap

We study the performance of the multi-flow overlapping mechanism in terms
of both energy-consumption and end-to-end packet loss rate under multi-flow
traffic. We use the same setting as explained in Section 3.3.3, but without
channel errors. This ensures that packet loss are due to flow collisions at
forwarders and not due the channel errors. We have varied the number of
paths sharing one forwarder from one to five. Specifically, within a single
run, each source picks a random period ranging from 1 sec to 60 sec. The long
simulated time of one week / 168 hours guarantees the occurrence of collisions.

In Figure 5.7 we show the impact of the number of flows on the packet loss
rate with and without applying the overlapping mechanism. The confidence
intervals are very tight, the 95% confidence intervals for the packet loss rate is
within ±0.06% and ±0.12% with and without applying the overlapping mech-
anism, respectively. For the energy consumption the 95% confidence intervals
are within ±0.003 joules. The figure shows that without applying the overlap-
ping mechanism the packet loss rate increases steeply as the number of flows
increases. However, when applying our overlapping mechanism the packet loss
rate increases much slower. In Figure 5.8 we show the relationship between
number of flows and the energy consumption for the same simulations. This
figure shows that the energy consumption increases with the number of flows,
presumably due to retransmissions after collisions. Furthermore, it can be
seen that the overlapping mechanism has a modest additional cost over the
case without the overlapping mechanism, coming from additional times that
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Figure 5.7: Multiple flows vs. packet loss rate

the forwarder has to be awake.

5.6.4 Length of Learning Phase

Our autonomous framework depends on obtaining good estimates of the period
and the relevant quantiles (which for the assumed normal distribution boils
down to finding the average and variance of the interarrival time). The quality
of these estimates can be expected to depend on the length of the learning
phase. To get more insight into this, we vary the length of the learning phase
(expressed as number of packets to be observed) and observe both the energy
consumption and packet loss rate in an otherwise error-free channel. Figures
5.9 and 5.10 show the impact of the length of the learning phase on both
measures. For this result, the 95% confidence intervals are within ±0.011%
for the loss rate, and ±0.002joul for the energy consumption. It is interesting
to find that the packet loss rate or the energy consumption is more or less
constant regardless of the length of the learning period. So the length of
the learning phase does not really affect the performance. This is because
the system continues to improve the estimators based on all Time Of Arrival
(TOA) and reacts in a adaptive manner.

5.6.5 Length of Wakeup Window

In this section we evaluate the influence of the length of wakeup window on the
performance of the system. As customary when dealing with normal distribu-
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Figure 5.8: Average energy: multiple flows
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Figure 5.9: Length of learning phase vs packet loss rate
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Figure 5.10: Length of learning phase vs average energy consumption

tions, we express the wakeup window as multiples of one standard deviation,
σ. Figures 5.11 and 5.12 show the impact of the wakeup window length (as
multiples of σ) on the loss rate and energy consumption, respectively. For
these graphs, the 95% confidence intervals are within ±0.17% loss rate and
±0.0035 Joules for the energy consumption. The packet loss rate behaves as
one would expect: smaller values of σ lead to higher packet loss rates (remem-
ber that the default value of α is 2 in our framework). The behavior for the
energy consumption is less straightforward: Figure 5.12 shows that the energy
consumption for sigma = 1 is much higher than for larger values of σ. To
explain this, we recall from Section 4.1 that a forwarder goes back from the
operational state into the (much more energy-consuming) learning state after
having observed too many packet losses. With σ = 1 the probability that this
transition rule is triggered (after retransmissions failed) is substantially higher
than for the larger values of σ. The differences in energy consumption for the
larger values of σ are smaller, but for σ = 3 it is noticeably larger than for
σ = 2.

5.7 Sensitivity Analysis

In the previous section we have analyzed the packet loss rate and energy con-
sumption performance of our proposed autonomous framework. In this section
we perform a sensitivity analysis in order to analyze how much the energy con-
sumption (taken over 168 hours, see Section 5.5.2) is influenced by various fac-
tors, including important physical layer parameters and key parameters of our
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Figure 5.11: Length of wakeup window vs packet loss rate
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Figure 5.12: Length of wakeup window vs average energy consumption
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autonomous framework. Identifying the factors contributing most to the over-
all energy consumption can provide useful guidance for further optimization
of our framework.

We first give a brief introduction to the methodology used in this disserta-
tion, then present the analysis results.

5.7.1 Response Surface Methodology

The Response Surface Methodology (RSM) is a statistical framework that
is frequently applied to analyze systems in which a response of interest is
influenced by several variables, called factors. The relation between the system
response Y (performance measure), assumed to be a scalar, and the factors xi

(which need to be identified before carrying out the RSM analysis) is usually
unknown. Figure 5.13 shows an example of the response surface graph which
describe the relationship between the response Y and the two factor A and
B. For each value of A and B there is a corresponding value of the response
Y variable and we may view these values of the response Y as a surface lying
above these two factors.
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Figure 5.13: An example of response surface graph

In the course of an RSM analysis the response is approximated using a
relatively simple functional form (e.g. quadratic equations) which’s parameters
are estimated from data, this form is also known as a regression model. Then
the approximation is checked whether or not it is of sufficient quality. For more
details about the RSM we point the reader to [144, 123]. Please note that RSM
is not the only methodology that can be used for sensitivity analyses, see [187]
for another approach.
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Two popular choices for the regression model are first-order (or linear) and
second-order (quadratic) models. Linear models can be represented as:

Y = β0 +

k∑
i=1

βixi + ε (5.4)

and are appropriate when either the response is already an (almost) linear
function of the factors, or when the response is a sufficiently smooth function
of the factors and the factors are varied only in a small region. If none of
these assumptions holds, it is appropriate to use higher-order polynomials as
regression model, for example a second-order model:

Y = β0 +
k∑

i=1

βixi +
k∑

i=1

βiix
2
i +

k∑
i=1

∑
j<i

βijxixj

for i = 1, 2, ...., k, and j = 1, 2, ..., k

(5.5)

In both Equations 5.4 and 5.5 the variable Y represents the response variable,
k is the number of factors, the formal variables x1, x2, . . . , xk are the actual
factors, and the coefficients βi, βi,j are the unknown regression factors. Some-
times, the coefficient β0 is also referred to as the intercept term of the system.
Many RSM studies have successfully used second-order models because of their
ability to deal with response surfaces displaying interactions between factors
and curvature. For these reasons we have decided to adopt the second-order
model of Equation 5.5. Please note that this approach for construction of an
energy-consumption model is substantially different from computing the en-
ergy consumption from first principles, like for example in the comprehensive
model presented in [33].

Our response variable Y is the total energy consumption taken over 168
hours, the factors xi are described in Section 5.7.2. Notably, they include fac-
tors of different dimensions, for example the transmission power (in mW) and
the length of the wakeup window, whereas the response is given in units of
Joules. This is in some contrast to Equations 5.4 and 5.5, which suggest that
all factors and the response should have compatible units, and furthermore
that all factors should enter with the same order of magnitude. To achieve
this, formally the factors are dimension-less, whereas the response will be in-
terpreted as being in Joule. Furthermore, we do not use real values for a factor
xi, instead we choose two “extreme” values (e.g. a minimum and maximum
wakeup window length) and represent these as “xi = −1” or “xi = 1”. With
k factors one then performs 2k experiments, ranging over all 2k possible allo-
cations of {1,−1} to the k factors. Once the responses Y have been obtained
for all 2k experiments, the regression coefficients βi and βi,j are determined,
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for example using a least-squares algorithm. We have used the Matlab SUMO
and statistics toolboxes for this. In our experiments we use seven factors. For
each of the 27 factor combinations we have calculated the response as the av-
erage energy consumption taken over 100 replications. This averaging largely
eliminates random fluctuations in our responses, which otherwise would have
necessitated introduction of an error term into our regression model, Equation
5.5.

In order to test whether the fitted model is an adequate approximation
to the true responses, we test the goodness of the fit. Several tests can be
applied, for example: testing for normality of residuals, Analysis of Variance
(ANOVA), lack of fit test, R2 test, and others. We will show results for some
of these tests in Section 6.2.2.

The most important information that can be extracted from the regression
model is the relative importance of each factor (and all considered factor com-
binations), given as a percentage contribution in explaining the variation of
responses across the parameter combinations taken into account. This infor-
mation can be used to separate important factors from unimportant ones.

5.7.2 Factor Screening

In every RSM analysis the first step is to identify the factors, i.e. those control
knobs of the system which potentially influence the response. For the average
total energy consumption in our autonomous framework we have identified the
following factors as potentially relevant:

• Factor A – Transmission power: the transmission power is the power
consumed for transmitting data frames and acknowledgement frames.

• Factor B – Reception power: the receiving power is the power consumed
while receiving data or control frames.

• Factor C – Listening power: the listening power is the radio power con-
sumption when the radio is ready to receive frames but not actually
receiving any.

• Factor D – Sleeping power: the sleeping power is the power consumption
while the radio is in the low-power state.

• Factor E – Turnaround power: the turnaround power is the power con-
sumed while switching the radio state between different modes.

• Factor F – Length of learning phase: number of packets that a forwarder
processes before learning phase ends.
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Table 5.2: The factors and the levels of each factor.

Term Factor Level 1(-1) Level 2(+1)

A Tx power 32.67mW 57.42mW

B Rx power 31.68mW 62.04mW

C Listen power 31.68mW 62.04mW

D Sleep power 0.72mW 1.41mW

E Turnaround power 31mW 62mW

F Length of learning phase 5 pkts 20 pkts

G Length of wakeup window σ 3 · σ

• Factor G – Length of wakeup window: given in multiples of the estimated
standard deviation of the period, σ.

Clearly, it can be expected that for a realistic implementation on a specific
hardware platform more factors might have to be added, for example the power
consumed by the sensors, the microcontroller, etc. Table 5.2 lists the most
relevant factors and the levels of each factor considered in our study.

5.7.3 Analysis of the Results

Table 5.3 shows the percentage which the individual factors and some of their
pairwise combinations contribute to the variation of total energy-consumption
over all 27 different factor combinations.

From the statistical analysis it can be seen that factor D (the sleep power)
explains most of the variation in the energy consumption. This indicates on the
one hand that our autonomous framework is doing a good job in keeping for-
warders sleeping most of the time, and it indicates also that further reductions
in energy consumption should be sought through using more energy-efficient
hardware.

The second- and third-most important factors are factor C (listening power)
and G (length of wakeup windows). Both factors C and G refer to the listening
state, they determine its power consumption (C) and length (G). Clearly, the
larger the length of the wakeup window, the more (potentially un-necessary)
time is spent for listening. Since G is expressed in multiples of the measured
standard deviation σ, it is worthwhile to consider ways to reduce σ, e.g. through
changing the backoff time distribution of the underlying MAC protocol. It
is important to observe, however, that σ also depends on the position of the
forwarder in the chain, i.e. on how many hop counts it is away from the source.
As we have shown in Section 4.9.2 the jitter depends on this position, and so

93



5.7. SENSITIVITY ANALYSIS

Table 5.3: The percentage of factors contribution.

Term Sum of Squares Percentage contribution

A 525.26 1.01

B 624.26 1.2

C 3662.12 13.21

D 34790.93 66.12

E 72.45 0.14

F 945.84 1.84

G 3462.12 10.13

AB 121.98 0.20

AC 22.24 0.032

AF 15.85 0.023

AG 29.42 0.05

CF 121.98 0.20

CG 1714.76 3.41

FG 964.96 1.92

ACF 156.48 0.31

AFG 16.04 0.025

Error 1.202 · 10−4
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Table 5.4: ANOVA for total energy consumption.
Source df Sum of Mean Square F-value Prob >

squares F value

Model 16 43568.53 2723.033125 3341.94 0.0001

A 1 525.26 525.26 39.98 0.0001

B 1 624.26 624.26 46.57 0.0001

C 1 3662.12 3662.12 508.64 0.0001

D 1 34790.93 34790.93 2547.82 0.0001

E 1 72.45 72.45 5.64 0.0415

F 1 945.84 945.84 71.54 0.0001

G 1 3462.12 3462.12 390.68 0.0001

AB 1 121.98 121.98 8.96 0.0148

AC 1 22.24 22.24 1.68 0.2

AF 1 16.04 16.04 1.37 0.23

AG 1 29.42 29.42 2.35 0.19

CF 1 121.98 121.98 8.96 0.0148

CG 1 1714.76 1714.76 131.84 0.0001

FG 1 964.96 964.96 74.68 0.0001

ACF 1 156.48 156.48 12.64 0.0092

AFG 1 15.85 15.85 1.61 0.24

Error 111 5.67 · 10−5 1.27 · 10−7

R2 = 0.99

forwarders closer to the sink will experience larger values of σ. Given this, the
forwarder position could be identified as an eight factor, but we will investigate
its importance more closely in future work.

Clearly, factor G can also be reduced by reducing the wakeup window length
so that the resulting packet loss rate still matches application requirements.
A reduction in factor C (listening power) again would require advances in
transceiver technology.

Please note that most of the quadratic factors xi,i and several of the mixed
factors xi,j have negligible weights. The regression analysis using the least-
squares estimation method on the values of the response obtained from the
various combinations of the factors yields the following Equation (5.6) for the
total energy-consumption:

TE = +150.32 + 4.05A+ 4.42B + 12.87C + 39.68D

+ 1.12E + 5.85F + 10.95G+ 1.82AB − 0.84AC

+ 0.67AF + 0.95AG+ 1.86CF + 6.45CG+ 5.23FG

(5.6)

When a fitted model has been derived, it is necessary to apply further
statistical tests to ensure that it provides an adequate approximation to the
true system. We have conducted a range of statistical tests, using MATLABs
facilities. Specifically, in Table 5.4 we show the results of an analysis of variance
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(ANOVA). The ANOVA reveals the influence of each design factor on the total
energy-consumption and their statistical significance through the F-test and
associated probability (Prob > F ). The F-value represents the ratio of the
mean squares of the model over the mean squares of the residual. The F-
value is compared to the reference distribution for F, and the result allows to
determine the probability that a result is observed due to error. When the
value in the last column of table 5.4 is below 0.05 (at a 95% significance level),
we can conclude that the factor is statistically significant. In this case there is
a very small probability, near 0.01%, that the differences in the factors model
averages are due to statistical fluctuations. The results given in Table 5.4
demonstrate that all the elementary factors A to G and the compound factors
AB, CF, CG and FG are highly significant, together they explain almost all
the variation. Based on the ANOVA test we have simplified the regression
model by excluding insignificant factors to become:

TE = +150.32 + 4.05A+ 4.42B + 12.87C + 39.68D

+ 1.12E + 5.85F + 10.95G+ 1.82AB + 1.86CF

+ 6.45CG+ 5.23FG

(5.7)

We also examine the fitted model to ensure that it provides an adequate
approximation to the true system by conducting the following procedures:

Firstly, we compare the observed responses with responses predicted by the
regression model (see Figure 5.14).

This figure shows that the regression model is fairly well fitted with the
observed values.

Secondly, we test whether the residuals of total energy consumption are
normally distributed. Figure 5.15 shows the normal probability plot of the
residuals for total energy consumption. The residuals are falling on a straight
line, which means that the errors are normally distributed.

Finally we checked for absence of correlation between residuals and the
order in which runs are carried out. Figure 5.16 shows the residuals against
run order.

To sum up, all these tests confirm that the regression model is a very good
approximation of the real total energy consumption.

5.7.4 Impact of Traffic Density

In our final analysis we have looked at the impact of the intensity of data
traffic on the overall energy consumption. To keep the presentation simple, we
have analyzed how the coefficients βi for the main factors A, B, C etc. (which
in total have far more impact on the response than the combined factors AB,
CF and so on) change when either the number of data sources or the data
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Figure 5.14: Test of the Predicted vs. actual values

generation rate changes.

Specifically, in Figures 5.17 and 5.18 we show the impact of the number of
sources and traffic rates, respectively. Please note that for Figure 5.17 we vary
the number of sources from 2 to 10 sources. It can be seen that the variation is
minor, the most sensitive parameters are the regression coefficients βC , βD and
βG for factor C (listening power), D (sleeping power) and factor G (length of
wakeup windows), respectively. This makes sense intuitively, as with increas-
ing number of sources there is more cross-traffic and the measured standard
deviation σ increases, making the wakeup windows longer and shortening the
time in sleep state. Figure 5.18 shows the impact of the traffic rate (data gen-
eration period) on the regression coefficients βi. One can see from this Figure
(5.18) that the regression coefficients βA to βD vary somewhat between a rate
of 1 sec on the one hand and the rates of 30 and 60 secs on the other hand,
the remaining factors are more or less the same for all traffic generation rates.

5.8 Summary

In this chapter we presented a scheme which supports periodic traffic flows
and frequency hopping without requiring an expensive protocol infrastructure
providing synchronization features (time synchronization, hopping synchro-
nization) by relying entirely on the periodicity of the traffic itself for synchro-
nization purposes. Our approach is extremely light in terms of signaling, only
ACK packets need to carry few bits of information. We believe that our ap-
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Figure 5.15: Test of the normal probability plot

Figure 5.16: Test of the residuals vs. run number
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5. MULTI-CHANNEL AUTONOMOUS FRAMEWORK DESIGN AND
EVALUATION
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Figure 5.17: Impact of the number of sources on regression coefficients βi
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Figure 5.18: Impact of traffic density on regression coefficients βi

proach is an attractive alternative to WirelessHART and similar systems in
lightly loaded networks with periodic traffic.

The main contributions of this chapter are:

• We designed and evaluated a novel asynchronous channel hopping mech-
anism, which we have integrated with the distributed wakeup scheduling
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scheme for multi-flows traffic.

• We also evaluated the impact of overlapping traffic and introduced an
overlapping controller that exploits the traffic estimation values to detect
and resolve a potential collision beforehand.

• We also proposed an energy management policy which exploits the avail-
able sleep modes and utilized them in an efficient manner.

• Furthermore, we provided a sensitivity analysis which shows how the
energy consumption depends on certain parameters, including the power
consumption of the transceiver in different modes of operation (Tx, Rx,
Listening, Sleeping, and turnover), as long as the length of learning phase
and length of wakeup window factors. In this analysis we use the response
surface methodology and show the most influenced parameters to the
energy consumption

• We have evaluated the proposed scheme in a range of scenarios using
trace-based simulations, and we have shown that it indeed reaps the
benefits of frequency hopping and can also improve energy consumption
over systems working on just a single channel. Furthermore, our results
show that the proposed scheme works at a very good level of reliability,
and in addition has only little implementation complexity.
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CHAPTER6
Performance Evaluation of
WirelessHART Protocol

In this chapter we analyze in detail the energy consumption characteristics of
the benchmark protocol, WirelessHART. We analyze how much various factors
contribute to the overall energy consumption over a longer period. These fac-
tors include the amount of management traffic and the power levels required
for various transceiver activities (transmit, receive, listen, sleep). It turns out
that in light traffic scenarios and with only a minimum-complexity level of ex-
ploitation of the transceivers sleeping capabilities the energy spent in the sleep
state is quite substantial. We then proceed to analyze the energy consumption
characteristics with a more complex usage of the popular transceiver, the Chip-
Con CC2420 sleeping capabilities in which each node individually selects its
next sleep state according to its transmission / reception schedule. With this
scheme the energy consumption in the sleep state can be reduced substantially.

6.1 Performance Evaluation Approach

In this section, we describe our approach for evaluating the energy consump-
tion of the WHART TDMA protocol. Since we are mostly interested in the
energy consumption of the field devices, we compute it only for the source and
forwarder nodes. We do not take into account the gateway energy-consumption
in our calculation as its assumed to be directly connected to a power source.

6.1.1 Simulation setup

In order to realize a simulation model to study the performance of WHART
TDMA over a wireless multi-hop network, we have chosen the OMNeT++
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6.1. PERFORMANCE EVALUATION APPROACH

Table 6.1: WirelessHART-specific parameters

Number of slots per superframe 100s

Slot-time length 10ms

Synchronization frame size 26 bytes

Re-synchronization rate 60s

Health report rate 15min

[167] simulation environment together with the Castalia framework [128]. OM-
Net++ is an open-source discrete-event simulator, Castalia is an OMNet++
based framework designed specifically for wireless sensor networks. We set the
radio parameters based on the IEEE 802.15.4-compliant ChipCon CC2420 ra-
dio chip [30]. For channel errors we use a channel model provided by Castalia
(please refer to the Castalia users manual [128]). Please refer to Section 3.3.3
for more details about the simulation models used in this evaluation.

For our implementation of the WHART TDMA scheme we modeled the
cost of channel switching. Channel switching is modeled in both receiving and
transmission slots within the TxOffset and RxOffset time intervals, respec-
tively (see Section 2.4 for more details about these time intervals).

Based on the characteristics of the CC2420 we have assumed that chan-
nel switching takes 192μs and consumes the same amount of power as the
transceiver’s listen state. The transceiver has four main operational states:
transmit, receive, listen and sleep. Given that for long-running applications
most of the energy will be spent in the operational phase of a MAC proto-
col, we have chosen to ignore the initialization phase, in which for example
the nodes report their neighbor lists and channel qualities, the network man-
ager disseminates the schedules, and initial time synchronization is established.
The TDMA schedule is precomputed based on the Fastest Periodic Flow First
(FPFF) scheduling algorithm [90, 95] and given as input to the simulator.

In Table 3.1 the main power consumption parameters of a CC2420 transceiver
and MSP430 micro-controller are summarized assuming a 3.3V supply volt-
age. These parameters are used in the physical layer model of our simulator
to obtain energy-consumption results. The sleep power mentioned in the table
refers to the lightest of four available sleep states. Please note that the micro-
controller is active at the same times as the transceiver. Further simulation
parameters related to the physical and MAC layer properties and the node
deployment are given in Table 3.3 and Table 6.2, respectively.

In addition to the micro-controller we have also taken the power consump-
tion of the micro controller into account. More precisely, we use a MSP430
micro controller from Texas Instruments. This controller alternates between
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6. PERFORMANCE EVALUATION OF WIRELESSHART PROTOCOL

Table 6.2: WHART TDMA MAC parameters.
WHART MAC parameters

Notaion Parameters value (ms)

TxOffset The guard time at beginning of time slot at the 2.12

sender side.

RxOffset The guard time at beginning of time slot at the 1.12

receiver side.

RxWait The time to wait for start of frame 2.2

Maxframe Maximum frame length 4.256

TxAckDelay The time between end of frame and start of 0.8

ACK at the receiver side.

RxAckDelay The time between end of frame and start of 0.9

listening for ACK at the sender side.

AckWait The minimum time to wait for start of an ACK 0.4

Ack ACK (26 bytes) 0.832

RxTx TxRx turnaround time 0.192

two different states: an active state, in which it performs computations, and a
sleep state in which major parts of its circuitry are switched down. The power
consumption figures of both states are given in Table 3.1.

6.1.2 Network Topology and Traffic

In order to perform our evaluation, we use randomly generated topologies.
More precisely, we have generated 100 random topologies and for each set-
ting of simulation parameters we correspondingly perform 100 replications,
the energy consumption results of which are then averaged. For each random
topology we have placed 150 nodes in an area of size 120 × 120m2, using a
uniform distribution for node positions. The gateway is placed in the upper
right corner of the field (see Figure 3.3). Out of the 150 nodes we randomly
pick ten nodes as source nodes. Each of these sources periodically generates
frames of 133 bytes total size (including PHY and MAC parts). The generation
period was varied, taking values of 1, 30, or 60 seconds, respectively. During
each simulation-run, each source transmits frames based on its periodicity and
then forwards these frames to the GW via some forwarders. MAC-layer ac-
knowledgments are enabled and the size of the ACK frame is 26 bytes. If the
frame is lost due to channel errors the sender tries to transmit the frame for a
maximum of two retries.

6.1.3 Major Performance Measure

The simulation time is fixed to 24 hours for each scenario and the main per-
formance measure is the total energy spent by the radio transceiver and the
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6.2. SENSITIVITY ANALYSIS

micro-controller of a node over this period. This time duration of 24 hours is
on the one hand long enough to give meaningful results for the energy spent
in sleep states, and on the other hand is not too taxing on simulation times.

For the transceiver, the simulation records the amount of time spent in
various states (transmit, receive, listen, sleep and turnover) and calculates from
this the total energy consumption of a node over a span of 24 simulated hours.
We also model the energy spent in switching between states by multiplying
the turnover time by the power consumed in the most power-consuming of
the two involved states. We also take into consideration the energy consumed
by the node’s micro-controller. We split the node’s micro-controller energy
consumption into two main states, active state and sleep state. The micro-
controller is active at the same time as the radio. At the end of each run,
the simulation computes the total energy consumed for all field devices in
the network using the amount of energy consumed by the radio and micro-
controller in each state.

This 24-hour energy consumption is obtained for each source and router
node separately. In the next sections we report mainly the average energy
consumption, taken over all nodes.

6.2 Sensitivity Analysis

The major goal of our study is not only to obtain insights into the over-
all network energy-consumption of the different types of nodes (sources and
forwarders), but we also want to obtain some insights on how the average
total consumption (taken over 24 hours, see Section 6.1.3) breaks down into
different factors. By identifying the factors contributing most to the overall
energy-consumption, we can provide guidance on where to start with any effort
geared towards saving energy.

It is reasonable to assume that, given the long time span of 24 hours over
which energy consumption is computed, the energy spent in the sleep state
will play a significant role. Therefore, we need to clarify our assumptions
on how the four available sleep states of the CC2420 (compare Section 6.3)
are used in this analysis. As stated previously, the only sleep state that works
indiscriminately for every possible schedule is the lightest sleep state, which we
have used here and is given in Table 3.1. This sleep mode is entered after each
active slot and its wakeup time is quick enough so that wakeup can commence
at the beginning of the nodes next active slot. An advantage of this method
is that there are no run-time costs for determining the next sleep state. In
the next section 6.3, we report a simple method which for a known schedule
exploits the other available sleep states to obtain higher savings.

Our major tool for energy consumption analysis is the Response Surface
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Methodology (RSM). RSM is a collection of mathematical and statistical tech-
niques useful for modeling and analysis of problems in which a response of
interest is influenced by several variables (factors). Usually the relation be-
tween the response variable Y (performance measure) and the input variables
(or “factors”) xi is unknown. After identifying the factors and the response(s)
under study, the next step in RSM is to find a suitable approximation for the
response surface and check whether or not this model is adequate.

The two most popular choices for regression models are first-order and
second-order models, presented in Equation 5.4 and Equation 5.5, respectively.

The first-order model is mostly appropriate when one is interested in ap-
proximating the true response surface over a very small region of the input
variables, where the response surface is approximately constant (no curva-
ture). If there is curvature in the system, then a polynomial of higher degree
must be used, such as the second-order regression model.

Many studies in RSM show that second-order models are capable of solving
real response surface problems that have interactions and curvature. This is
due to the fact that second order regression model offers a wider variety of
functional forms. For these reasons we have decided to adopt the second-order
model of Equation 5.5. For more details about the RSM we point the reader
to the [144, 123].

We have used the total energy consumption taken over 24 hours as the
response variable Y . The factors xi are described in the next Section 6.2.1,
they include the transmission power, reception power, the rate of management
packets and three others. Please note that in Equations 5.4 and 5.5 the re-
sponse variable Y should have the same dimension as the input variables, and
all factors xi should enter with the same order of magnitude. In applications
like ours, often the factors have incompatible units (like the transmit power
expressed in mW or the management rate in Hz, see Section 6.2.1). To accom-
modate this, all variables are formally dimension-less, although the response
variable will be interpreted as being in mW. Furthermore, the factors in the
RSM method are not used directly, but one chooses two “extreme” values of
a factor (e.g. the minimum and maximum transmit power) and encodes these
as “−1” and “1”, respectively. When there are k factors, one performs 2k

experiments over the set {−1, 1}k of all possible allocations to factors. Once
the response values Y have been obtained for all experiments, the regression
coefficients βi and βi,j are determined for the encoded input factors xi (i.e.
assuming that these input factors assume the values −1 and 1, respectively).
We have used the Matlab SUMO1 and statistics toolboxes for this. Internally,
these toolboxes use a least-squares algorithm for estimating these coefficients.
In fact, for each of the 26 possible factor combinations we have performed

1See www.sumo.intec.ugent.be/?q=sumo_toolbox.
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100 replications and used the average total energy consumption, taken over all
these replications, as our response variable. This averaging is the reason why
the model 5.5 does not include a separate error term, as with 100 independent
replications the simulated averages will be close to the true averages.

After identifying the appropriate empirical fitted model, we examine this
model to ensure that it provides an adequate approximation to the true re-
sponses and to verify that none of the assumptions for least squares regression
are violated. There are several techniques for testing the model adequacy and
the goodness of the fit, for example: testing for normality of residuals, analy-
sis of variance (ANOVA), lack of fit test, R2 and others. We will show some
results of these tests in Section 6.2.2. If the fitted surface is an adequate ap-
proximation of the true response function, then analysis of the fitted surface
will be approximately equivalent to analysis of the actual model.

A key information that can be derived from the regression model is the
percentage contribution of each factor (and all considered factor combinations)
in explaining the variation of results across the parameter combinations taken
into account.

6.2.1 Factor Screening

The first step in the RSM is to identify potential factors affecting the response
being measured (factor screening). Since the average total energy-consumption
is the main response, we consider the following factors:

• Factor A – Transmission power: the transmission power is the power
consumed for transmitting data frames and control frames such as syn-
chronization frames.

• Factor B – Reception power: the receiving power is the power consumed
while receiving data or control frames.

• Factor C – Listening power: the listening power is the radio power con-
sumption when the radio is on but not receiving or sending any frames.

• Factor D – Sleeping power: the sleeping power is the power consumption
while the radio is in the low-power state.

• Factor E – Turnaround power: the turnaround power is the power con-
sumed while switching the radio state between different modes.

• Factor F – Management rate: The energy consumed for maintaining the
WHART network operations. This is controlled by the frequencies of
synchronization, advertisement, join request/response, commands, keep-
alive and health report control frames.
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Table 6.3: The factors and the levels of each factor.

Term Factor Level 1(-1) Level 2(+1)

A Tx power 32.67mW 57.42mW

B Rx power 31.68mW 62.04mW

C Listen power 31.68mW 62.04mW

D Sleep power 0.72mW 1.41mW

E Turnaround power 31mW 62mW

F Management rate 60 sec 120 sec

Please note that for a realistic application and hardware platform there
would be some more factors influencing the energy consumption, for example
the power consumed by the sensors. However, we have identified the above
listed factors as the most relevant for our purposes. Table 6.3 lists the factors
and the levels of each factor considered in our study.

6.2.2 Analysis of the Results

Table 6.4 shows the percentage which the individual factors and their pairwise
combinations contribute to the variation of total energy-consumption over all
26 different factor combinations.

From the statistical analysis it can be seen that factor C (listening power),
D (sleep power) and F (Management rate) contribute most to the total energy-
consumption. Please note that most of the quadratic factors xi,i have negligible
weights (see our technical report [95] for complete tables of all factors). The
regression analysis using the least-squares estimation method on the values of
the response obtained from the various combinations of the factors yields the
following Equation (6.1) for the total energy-consumption:

TE = 111.33 + 2.59A+ 2.83B + 11.94C + 13.77D

+ 0.71E − 12.73F − 0.19AB − 0.34AC + 0.74AD

− 0.34AE + 0.39AF − 0.34BC + 0.74BD − 0.34BE

− 0.41BF + 0.59CD − 0.19CE − 3.66CF − 0.34DE

− 0.11DF − 0.40EF + 0.34ABC − 0.74ABD

(6.1)

It is always necessary to examine the fitted model to ensure that it pro-
vides an adequate approximation to the true system model. To check the
model adequacy, and to get more statistical details of the factors affecting the
total energy-consumption, we perform an analysis of variance (ANOVA) as
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Table 6.4: The percentage of factors contribution.

Term Sum of Squares Percentage contribution

A 428.82 1.26

B 513.17 1.51

C 9131.35 26.92

D 12129.30 35.76

E 32.02 0.09

F 10375.50 30.59

AB 2.38 7.022 · 10−3

AC 7.41 0.02

AD 34.90 0.10

AE 7.41 0.02

AF 9.70 0.03

BC 7.41 0.02

BD 34.91 0.10

BE 7.41 0.02

BF 10.71 0.03

CD 22.37 0.07

CE 2.38 7.025 · 10−3

CF 859.56 2.53

DE 7.41 0.02

DF 0.72 2.11 · 10−3

EF 10.03 0.03

ABC 7.41 0.02

ABD 34.91 0.10
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shown in Table 6.5 (this and the other statistical tests were carried out with
MATLAB). The ANOVA shows the effect of each design factor on the total
energy-consumption and their statistical significance through the F-test and
associated probability (Prob > F ). The F-value column reports the ratio of
the mean squares of the model over the mean squares of the residual. The
F-value is compared to the reference distribution for F, in order to determine
the probability of observing this result due to error. If the value in the last
column of the table is less than 0.05 (at a 95% significance level), then the
factor is statistically significant. In other words, there is a very small proba-
bility, near 0.01% that the differences in the factors model averages are due
to the chance variation. The results given in Table 6.5 demonstrate that all
the elementary factors A to F and the compound factor (CF) are highly sig-
nificant, together they explain almost all the variation. Based on the ANOVA
test we have simplified the regression model by excluding insignificant factors
to become:

TE = 111.33 + 2.59A+ 2.83B + 11.94C + 13.77D

+ 0.71E − 12.73F − 3.66CF
(6.2)

We have applied a number of further tests (comparison of observed re-
sponses with responses predicted by the regression model, testing whether the
residuals of total energy consumption are normally distributed, and a check for
lack of correlation between the residuals and the order in which runs are car-
ried out), and all these tests confirm that the regression model is a very good
approximation of the real total energy consumption. The details are reported
in the technical report [95].

6.2.3 Impact of Traffic Density

In our next analysis we have looked at the impact of the intensity of data
traffic on the overall energy consumption picture. To keep the presentation
simple, we have analyzed how the coefficients βi for the main factors A, B, C
etc. (which in total have far more impact on the response than the combined
factors AB, AC and so on) change when either the number of data sources or
the data generation rate changes.

Specifically, in Figures 6.1 and 6.2 we show the impact of the number
of sources and traffic rates, respectively. Please note that for Figure 6.1 we
vary the number of sources from 2 to 10 sources. It can be seen that the
most sensitive parameter is the regression coefficient βC for factor C (sleeping
power). Figure 6.2 shows the impact of the traffic rate on the regression
coefficients βi (here the number of sources is fixed to 10). One can see from
this Figure (6.2) that the regression coefficients βi are more of less the same
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Table 6.5: ANOVA for total energy-consumption.

Source df Sum of Mean Square F-value Prob >

squares F value

Model 23 3.367E · 104 1464.23 238.30 0.0001

A 1 428.82 428.82 69.79 0.0001

B 1 513.17 513.17 83.52 0.0001

C 1 9131.35 9131.35 1486.08 0.0001

D 1 12129.30 12129.30 1973.99 0.0001

E 1 32.02 32.02 5.21 0.0278

F 1 10375.54 10375.54 1688.57 0.0001

AB 1 2.38 2.38 0.39 0.5371

AC 1 7.41 7.41 1.21 0.2787

AD 1 34.90 34.90 5.68 0.0220

AE 1 7.41 7.41 1.21 0.2786

AF 1 9.70 9.70 1.58 0.2162

BC 1 7.41 7.41 1.21 0.2787

BD 1 34.91 34.91 5.68 0.0220

BE 1 7.41 7.41 1.21 0.2786

BF 1 10.71 10.71 1.74 0.1942

CD 1 22.37 22.37 3.64 0.0636

CE 1 2.38 2.38 0.39 0.5370

CF 1 859.56 859.56 139.89 0.0001

DE 1 7.41 7.41 1.21 0.2787

DF 1 0.72 0.72 0.12 0.7346

EF 1 10.03 10.03 1.63 0.2088

ABC 1 7.41 7.41 1.21 0.2787

ABD 1 34.91 34.91 5.68 0.0220

Error 40 2.4578 · 10−6 6.14 · 10−8

R2 = 0.99
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Figure 6.1: Impact of the number of sources on regression coefficients βi
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Figure 6.2: Impact of traffic density on regression coefficients βi

in case of low traffic rate such as 30 and 60 seconds.
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6.2.4 Impact of Control frames on the Energy-Consumption

In order to investigate the impact of the control frames (time synchronization
and management frames) on the total energy-consumption, we compare the
same setup as described in Section 6.1.1 with and without running the syn-
chronization protocol as well as the management frames. Please note that in
the WHART standard there are two separate superframes. One is used for
data frames (data slots) and the other one used for management frames (man-
agement slots). Thus, management frames are transmitted separately and
cannot be piggybacked onto data frames. We distinguish two types of control
overhead slots: synchronization control overhead slots (SCOS) and manage-
ment control overhead slots (MCOS). The SCOS includes the slots that are
responsible for synchronization, such as keep-alive frames. On the other hand,
MCOS includes the frames (advertisements, request/response frames, com-
mands frames, health report frames etc.) send throughout the network to
establish and maintain the WHART operations.

To show how the SCOS and MCOS affect the total energy consumption,
we first analyze the impact on the regression coefficients βi for different man-
agement traffic rates. In Figures 6.3, 6.4, and 6.5 we show these results for
management / synchronization traffic periods of 1 s, 30 s, and 60 s, respec-
tively. The variations in management traffic rates have significant impact on
the regression coefficients for factors C (Listen power) and F (Management
rate). Note that the curve ”w/o SCOS” refers to a setup in which neither
synchronization nor management slots are present. We can also observe from
Figures 6.4 and 6.5 that with low management traffic rates of 30 and 60 sec-
onds, the βi parameters are very stable for all the factors. Please note that, the
remaining higher order terms such as AA,AB,AC etc. have negligible impact
on the regression analysis.

In addition, we also provide results showing how serious the impact of
SCOS and MCOS is on nodes being in different hop distance to the gateway.
Specifically, we compute the average total energy consumption for all nodes
being one hop away from the gateway (H1), for all nodes being two hops away
(H2) and so on. The energy-consumption of the nodes near the gateway varies
is based on the number of control frames received by these nodes, this is shown
in Figure 6.6 for a scenario with ten sources and a data generation period of
1 second (the results for data generation periods of 30 and 60 seconds exhibit
the same pattern and are shown in the technical report [95]).

We can also observe from Figure 6.6 that all the nodes have the same
energy-consumption with respect to hop number for the no-synchronization
scenario (w/o SCOS). The energy-consumption in case of synchronization
frames (SCOS) and management frames (MCOS) becomes higher as the nodes
gets closer to the gateway. This is due to the high number of slots needed in
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Figure 6.3: Impact of control frames on regression coefficients βi in case of 1sec.
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Figure 6.4: Impact of control frames on regression coefficients βi in case of 30sec.

113



6.2. SENSITIVITY ANALYSIS

A B C D E F CF
−15

−10

−5

0

5

10

15

20

Design factors 

R
gr

es
si

on
 c

oe
ffi

ci
en

t [
β i]

 

 
w/o SCOS
 w/  SCOS
 w/  MCOS

Figure 6.5: Impact of control frames on regression coefficients βi in case of 60sec.
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Figure 6.6: Control overhead cost in case 1sec: each hop corresponds to the set of
neighbors that are n hop away from the gateway.
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Figure 6.7: Average energy consumption with and without considering the micro-
controller for traffic period of 1 s. Each hop corresponds to the set of neighbors that
are n hops away from the gateway.

order to forward the MCOS traffics. In light of that, it is much more economic
to piggyback some percentage of the MCOS traffics on the data frames to save
energy. Indeed, this might save a significant amount of energy in case of high
data rates.

Finally, we have a closer look at the influence of the power consumption of
the micro-controller. Specifically, in Figure 6.7 we compare the average total
power consumption for varying hop distance to the sink with and without tak-
ing into account the micro-controllers power consumption. It can be seen that
the micro-controller (which is active at the same time as the transceiver) ac-
counts for difference of approximately 15% of the total power consumption, but
clearly the transceiver has much bigger influence on total power consumption.

6.2.5 Discussion

Our results indicate that the time spent in the sleeping state is the major
contributor to the total energy consumption. This is due to the long sleeping
intervals that accumulate over the lifetime of the network and restricting to
the lightest possible sleep state. The second main contributor is channel lis-
tening in the data slots and management slots. Most of the activity within
these slots (waking up from sleep mode, switching transceiver into right mode,
transmitting or receiving data or ACK frames) is inevitable, but especially re-
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ceiving nodes have to spend some of their listening time (in total about 1 ms)
to accommodate clock inaccuracies. The energy consumption increases when
data frames are lost and there are retransmissions.

The presence of management and synchronization slots also has significant
influence on total energy consumption. These slots require nodes to switch
the transceiver on, and to transmit and receive frames without effecting useful
data transfer. The frequency of these frames has a significant influence on the
total energy consumption. WHART control frames include re-synchronization,
advertisements, request/response, commands, keep-alive and health report
frames. The relative energy cost incurred from the management frame fre-
quency becomes especially significant in case of low traffic rates. We believe
that the issue of selecting the right management frequency is worth further
investigation. One idea is to adapt the frequency of management traffic by
starting with a high frequency, and as soon as the network becomes somewhat
stable, the management rate can be reduced. This can significantly reduce en-
ergy saving at the expense of longer joining times and slower network update
times resulting from topology changes. Another approach would be to use pig-
gybacking more extensively, for example to use periodic data packets also for
management purposes by piggybacking additional information (e.g. keep-alive
and health reports).

6.3 Local Dynamic Sleep State Scheduling for

TDMA Protocols

In this section we analyze how an improved usage of the transceiver sleep states
can substantially reduce the overall energy-consumption, thereby increasing
the WHART TDMA system energy-efficiency. Based on the previous WHART
sensitivity analysis using only the lightest sleep state we found that indeed the
energy spent in sleep state is one of the major factors influencing the total
energy-consumption.

As we have discussed in Section 6.2.5, in theWHART TDMA system a node
sleeps for the most part of its life and the energy consumed in sleeping state
reaches a substantial share of overall energy consumption over 24 hours when
sleep-mode-1 is used throughout (which works with any schedule) – the sleep
energy amounts to almost 40% of the total observed variation in responses.

One approach to exploit the other sleep states as well would be to make
the fixed-length WHART time slot of 10 ms duration somewhat longer, so as
to allow wakeup from deeper sleep states within a time slot. However, this
would require a change to the standard itself, and it would also affect existing
implementations.

In the remainder of this section we propose a simple approach that does
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not require any changes to the standard and which each node can apply indi-
vidually, based on its schedule.

6.3.1 Energy Management Mechanism

In what follows, we have adapted the energy management mechanism DM3S
introduced in 5.2 to improve the energy efficiency for TDMA-based systems.
It exploits the multiple sleep states of the CC2420 radio and utilizes them
without any modification of the WHART TDMA standard. This approach is
independent of the underlying link scheduling algorithm, but a node uses its
given schedule to determine the right sleep states. Since many other modern
radios do also have multiple sleep states with the same type of trade-off between
power consumption at sleep time and wakeup time, we believe that the general
approach of DM3S is transferable to other such radios as well.

Generally speaking, in WHART nodes activities are constrained to certain
slots (whether these are exclusive or shared does not matter for the following
presentation), whereas in all other slots they can sleep. We call the slots that
a node might be involved in its active slots. There will generally be some
active slots in which a node will have to wake up unconditionally, for example
those slots in which the node is scheduled to receive, or those transmit slots
where a frame is transmitted the first time. On the other hand, retransmission
slots are only used when a transmission in a previous transmit slot has failed
(i.e. the sender has not received an acknowledgement). A key observation is
that at the end of a transmit slot the sender will know if it has to utilize
a retransmission slot or not. More generally, based on its schedule and the
transmission outcomes in the current active slot, at the end of the current slot
a node can determine how much time will elapse before its next active slot
starts.

The second key ingredient is borrowed from a technique used in dynamic
power management to control the device’s operational states, see [78, 15].
Specifically, since the number of transceiver states and their switching time is
known a-priori, it is possible to construct a function φ(·), which takes a non-
negative time duration τ as a parameter and which returns a sleeping schedule
that:

(i) ensures that after τ seconds the node transceiver is ready to transmit
or receive, (ii) sends the transceiver through a “monotone” sequence of sleep
states (the deepest state at the beginning and the lightest state at the end),
and that (iii) ensures that the chosen sequence of states (and the times being
spent in each visited state) has the smallest energy consumption over the time
horizon of τ seconds.

For the CC2420 transceiver this function φ(·) is straightforward to con-
struct. Specifically, we need to determine three threshold values:
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(i) a duration τ1 that is minimally needed to make sleep-state-1 more
energy-efficient than to stay awake; (ii) a duration τ2 > τ1 that is mini-
mally needed to make an initial choice of sleep-state-2, followed by a tran-
sition through sleep-state-1 and subsequent wakeup more energy-efficient than
to start initially with sleep-state-1; and (iii) a duration τ3 > τ2 that is mini-
mally needed to make an initial choice of sleep-state-3, followed by a transi-
tion through sleep-state-2, sleep-state-1 and subsequent wakeup more energy-
efficient than to initially start with sleep-state-2.

When at the end of an active slot it takes a time τ before the next active
slot starts, it is a simple matter of comparing τ to the three thresholds τ1, τ2
and τ3 to figure out which sleep state (if any) should be entered next.

6.3.2 Evaluation and Results for the DM3S Approach

In order to evaluate the efficiency of the DM3S approach we perform simula-
tions using the same setup as described in Section 6.1.1. We first conduct a
regression analysis similar to the one in Section 6.2, then we provide a break-
down of the average energy consumption based on the hop distance of nodes
to the gateway.

The results of the regression analysis when DM3S is used are shown in Table
6.6. Specifically, this table shows the contribution of the individual factors
and their pairwise combinations to the variation of total energy-consumption.
From this analysis it can be seen that the impact of factor D (Sleep power)
has been reduced drastically, this factor now accounts for only ≈ 1% instead
of 35% of the total variation in energy consumption. We can also observe that
now factors F (Management rate) and C (Listen power) contribute most to the
total energy-consumption. Please note that again most of the quadratic factors
have negligible weights (see our technical report [95] for complete tables of all
the factors). The analysis of variance (ANOVA) analysis (not shown here, but
in [95], together with the results of the other statistical tests) confirms that,
similar to the case without DM3S, all the elementary factors A to F and the
compound factor (CF) are highly significant, together they explain almost all
the variation. Based on the ANOVA test we have simplified the regression
model using the least-squares estimation method by excluding insignificant
factors to become:

TE = 68.98 + 2.37A+ 2.61B + 11.72C + 1.84D

+ 0.49E − 13.21F − 3.44CF
(6.3)

Please note that in comparison to Equation 6.2 the intercept term has been
reduced from 111.33 to 68.98 , and the coefficient for factor D (sleeping energy)
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has reduced from 13.77 to 1.84.

Table 6.6: The percentage of factors contribution for DM3S.

Term Sum of Squares Percentage contribution

A 358.72 1.65

B 436.15 2.00

C 8796.50 40.38

D 216.85 1.00

E 15.14 0.07

F 11167.52 51.27

AB 0.05 2.319 · 10−4

AC 0.91 4.177 · 10−3

AD 1.56 0.01

AE 0.91 4.176 · 10−3

AF 1.81 8.311 · 10−3

BC 0.91 4.177 · 10−3

BD 1.56 0.01

BE 0.91 4.176 · 10−3

BF 2.26 1.039 · 10−2

CD 0.01 2.398 · 10−5

CE 0.05 2.322 · 10−4

CF 759.01 3.48

DE 0.91 4.175 · 10−3

DF 0.10 4.724 · 10−4

EF 1.96 8.976 · 10−3

ABC 0.91 4.176 · 10−3

ABD 1.56 0.01
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Figure 6.8: Average energy-consumption between default mode and DM3S mode
for 1s rate

Moreover, in Figure 6.8 we show the average energy-consumption of each
hop for both normal operation and DM3S approach in a scenario with ten
sources generating traffic with a period of one second. We can see that the
multiple sleep state scheduling leads to significantly lower energy consumption
than the operation with just sleeping-mode-1. Similar trends are observed also
for scenarios with 30 and 60 seconds traffic generation period.

6.3.3 Model Validation

A real-world experiments have been used to validate our simulation models.
We compared the results against those from the real-world experiment to assess
the validity of the underlying simulation models. In particular, The following
procedures have been performed:

• We run the simulation under a variety of settings of the input parameters,
and check to see that the output is reasonable accurate.

• We also used the most powerful techniques for validation the simulation
through the use of deterministic input scheduling data and compute its
operations with a hand calculations to see if the simulation is operating
as intended. This includes, superframe and time slot lengths, switching
time within the slots, etc.
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Figure 6.9: WirelessHART experiment setup

• In addition, we conduct real-world measurements to validate the simu-
lation models. Specifically, we bought DUST WirelessHART evaluation
Kit from Linear technology. The WirelessHART Kit includes the fol-
lowing hardware: five evaluation and development Motes (Eterna Wire-
lessHART sensor nodes), one Eterna interface card and WirelessHART
network manager (see Figure 6.9).

6.3.4 Experimental Setup

A schematic of the WirelessHART validation scenario are shown in Figures 6.9
and 6.10 for real hardware and simulation, respectively. We assume a single
source, 4 forwarders, and one gateway. The forwarder nodes are arranged in
linear topology. The sink/GW node connected to the last forwarding nodes
as depicted in Figures 6.9. The source periodically generates packets up to
133 bytes in total size, The generation period was varied, ranging from 1 to 60
seconds. We change the traffic periodicity by varying the inter arrival period
of the generated sample by 5 seconds.

Within one run we generate 10000 packets. MAC-layer acknowledgments
are enabled and the size of the ACK packet is 26 bytes. If the packet is lost
due to channel errors the sender tries to transmit the packet for a maximum
of two retries.
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Figure 6.10: WirelessHART simulation setup

6.4 Validation Results

We first compare the results from the real experiment which conducted in a
real WirelessHART kit with the simulation results. By validation we mean
we want to find our whether the simulation can provide us enough confidence
in the claims we made of the packet delay and packet reception rate. Figure
6.11 shows the packet delay for both experiment and simulation. The simu-
lation result is closely match the one from the WirleessHART measurements
(compare Figure 6.11.
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Figure 6.11: Packet delay: WHART kit vs. WHART simulation

We also compare the packet reception ratio. Figure 6.12 shows the results
from both simulation and real measurement. The simulation models accurately
reflect the actual system (Compare Figure 6.12 and Figure 6.14). The average
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Figure 6.12: Packet delivery ratio validation: simulation and experiment
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Figure 6.13: Packet delivery ratio wirelessHART kit experiment

variation between the real experiments and the simulation results is less than
4%.

123



6.5. SUMMARY

0 1 5 10 15 20 25 30 35 40 45 50 55 60
0.995

0.9955

0.996

0.9965

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

Packet generation interval [Sec]

P
ac

ke
t 

D
el

iv
er

y 
R

at
io

Figure 6.14: Packet delivery ratio wirelessHART simulation

6.5 Summary

In this chapter we have presented a detailed evaluation of the energy consump-
tion of the WirelessHART protocol using realistic simulation.

• We have performed a sensitivity analysis using the response surface
methodology to obtain some insights on how the overall energy con-
sumption breaks down into different factors. By identifying the factors
contributing most to the overall network energy consumption, one can
obtain useful insights on where to start with any effort geared towards
saving energy.

• We have evaluated the impact of synchronization and management pack-
ets including: advertisement, join request/response, commands, keep-
alive and health report control frames on the performance of WHART
TDMA protocol.

• We have also analysis the impact of the traffic density and the number
of hops on the performance of the WirelessHART solution in terms of
energy.

• We also adapted and evaluated an energy management policy (used in
our autonomous framework) for TDMA-based protocols by exploiting
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the available sleep modes of the transceiver. Our result shows signifi-
cant savings can be achieved when using our DM3S energy management
policy.

• Further, we validate our simulation models of the WirelessHART system
using WirelessHART kit. We conducted a real-world measurements and
then compare the simulation results with the results obtained from the
real-world measurements.
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CHAPTER7
Comparison Study:

Autonomous Framework versus
WirelessHART System

It is a long-standing hypothesis in the realm of wireless sensor networks that
TDMA protocols, despite their advantages in scheduling the sleeping activi-
ties of nodes, have associated costs (e.g. time synchronization, slot allocation
schemes, slot re-allocation after network failures or change of topology) that
are too high in terms of energy and delay for multi-hop networks. However, it is
hard to find numbers comparing a full TDMA-based system with non-TDMA
solutions. This chapter aims to scrutinize this hypothesis and to provide a
balanced answer on the advantages and disadvantages of our developed solu-
tion (autonomous framework) and the WirelessHART solution for supporting
periodic traffic in WSNs.

7.1 Methodology and Setting

The performance of both systems is evaluated using a combination of both real
experiment traces and simulation. We believe that this is the most appropriate
methodology for such evaluation. This is due to the fact that using only
theoretical channel models usually does not capture complex phenomena such
as multi-path fading, or the impact of a dynamic environment. On the other
hand, real-world experiments do not provide the ability to evaluate different
schemes or algorithms under repeatable conditions, as the RF environment is
time-varying.

For the traces, both autonomous framework and WirelessHART system are
evaluated using connectivity traces gathered in a real-world deployment. This
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Table 7.1: Main autonomous framework parameters.

Parameter Value

Frame size 128

Acknowledgment frame size 12

Channel switching time 192 μs

Length of learning phase 5 packets

Allowable packet loss rate α 2

Loss threshold 3 packets

Table 7.2: Main WirelessHART system parameters

Main Radio and MAC parameters

Parameter Value

Data frame size 128

Acknowledgment frame size 26

Channel switching time 192 μs

Number of slots per superframe 1024

Slot-time length 10ms

Synchronization frame size 26 Bytes

Re-synchronization rate 60s

Health report rate 15min

was already explained in Chapter 3 Section 3.3.2

7.1.1 Simulation Setup

In order to have a fair and consistent comparison study between autonomous
framework and the sate-of-the-art solution WirelessHART. We have used the
same simulation environment which was covered in Section 3.3.3.

We also used the same power consumption parameters of the CC2420
transceiver and of the MSP430 micro-controller for both autonomous and
WirelessHART system (see Table 3.1).

The system-specific parameters are listed in Table 7.1 and Table 7.2 for
both autonomous framework and WirelessHART, respectively.

Unlike the setting conducted in Chapter 5, in this evaluation we enable the
dynamic multiple sleep states scheduling for both systems.
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7.1.2 Network Topology and Traffic

We have generated 150 random topologies and for each setting of simulation
parameters we correspondingly performed 150 replications. For each random
topology we have placed 45 nodes in an area of size 225 × 225 feet, using
uniform distribution for node positions. The sink is placed in the upper right
corner of the nodes (see Figure 3.3). Out of the 45 nodes we randomly pick five
nodes as source nodes. Each of these sources periodically generates packets
with a payload of 80 Bytes (not including PHY and MAC overhead). The
sources are chosen such that the path length is 4 to 8 hops. Any path less
than 3 hops is discarded and not considered in the evaluation. Please note
that for all our evaluation we only consider the nodes that are involved in the
forwarding duties and all the other nodes are excluded from the evaluation
for both our autonomous framework and the WirelessHART. Unless otherwise
specified, all the sources transmit with the same period, however, the starting
phase is set randomly. The generation period was varied, ranging from 1
to 60 seconds. We change the traffic periodicity by varying the inter arrival
period of the generated sample by 5 seconds step. During each simulation run,
each source transmits packets based on its periodicity and then forwards these
packets to the sink node via some forwarders. MAC-layer acknowledgments
are enabled in both systems and the size of the ACK packet is 12 Bytes for the
autonomous framework and 26 Bytes for the WirelessHART. If the packet is
lost then the sender tries to transmit the packet for a maximum of two retries
(unless otherwise specified).

7.1.3 Major Performance Measure

The simulation time is fixed to 168 hours (one week) and the three main
performance metrics are the total energy spent by the radio transceiver of
a node over this period, the end-to-end packet delivery ratio (PDR), i.e. the
fraction of all packets sent by the sources that reach the destination. The third
important performance metric is the end-to-end packet delay. The simulation
records the amount of time spent in various states (transmit, receive, listen,
sleep and turnover) and calculates from this the total energy consumption of
a node over a span of 168 simulated hours. We also take into consideration
the energy consumed by the node’s micro-controller using the same method
described in Section 3.3.5.

At the end of each run, the simulator computes the total energy consumed
for all nodes in the network using the amount of energy consumed by the radio
and micro controller in each state. We also measure the time a forwarder node
requires in order to detect and adapt to changes in traffic load requirements
for both systems.
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7.2 Comparison Results

In order to study the performance of our autonomous framework with a Wire-
lessHART system, we compare both systems under the same settings except
for system-specific parameters. Unless otherwise specified, we use the default
values for these system-specific parameters as listed in Table 7.1 and Table
7.2 for both autonomous and WirelessHART systems, respectively. We first
investigate the total energy consumption vs the traffic generation period, hop
level, number of flows on the performance of both systems. We then compare
the end-to-end packet delay and packet delivery ratio for both approaches.
We also investigate the impact of the traffic change on the energy consump-
tion, packet delay and packet delivery ratio for both systems. Furthermore,
we evaluate both systems under different operation scenarios as explained in
the following sections.

7.2.1 Impact of Data Reporting Rate on Power Con-
sumption

Figure 7.1 shows the impact of the energy consumption vs the packet gener-
ation interval in WirelessHART system. We change the traffic periodicity by
varying the inter arrival period of the generated sample by 5 seconds step.
Please note that we use the default parameters for both systems. The number
of flows are set to five.

This figure shows that, deceasing the packet generation interval from 1 to
5 seconds per packet may save roughly more than the half of the energy, and
therefore, the lifetime might be extended almost by factor of 2. This is not
true for low traffic period and most importantly there is almost no gain after
35 second generation period. On other words, using WielessHART system one
can’t really gain extra energy by generating and transmitting packets each 60
second instead of 35 second period. This is due to the control packets that have
to be transmitted frequently. Therefore, the minimum energy consumption is
bounded by the periodicity of the control packets which is 30 seconds in the
WirlessHART standard.

On the other hand, Figure 7.2 shows the average energy consumption for
the autonomous framework over 8 hops uses the same scenario as the Wire-
lessHART.

We can observe from the figure that the energy consumption of the au-
tonomous system achieves highly superior performance compared to the Wire-
lessHART solution. The energy consumption of the WirelessHART is signif-
icantly higher compared to the autonomous framework. This is due to the
high number of control packets (such as: synchronization, advertisement, joint
request/response, commands, keep alive and health report) that are essential

130



7. COMPARISON STUDY: AUTONOMOUS FRAMEWORK VERSUS
WIRELESSHART SYSTEM

1 5 10 15 20 25 30 35 40 45 50 55 60
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

Packet generation interval [Sec]

A
ve

ra
ge

 p
ow

er
 [J

/S
]

Hop−1
Hop−2
Hop−3
Hop−4
Hop−5
Hop−6
Hop−7
Hop−8

Figure 7.1: Average energy consumption vs. packet generation interval for Wire-
lessHART
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Figure 7.2: Average energy consumption vs. packet generation interval for au-
tonomous approach

for such solution. For the autonomous framework, it is important to observe
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from Figure 7.2 that building a network that has a reasonably uniform bat-
tery life time and with a very flat energy consumption is possible. Thus, our
proposed approach achieves a uniform battery lifetime across the whole nodes
when moderate or low traffic generation loads are present.

7.2.2 Impact of the Number of Flows on The Energy
Consumption

For many applications all batteries should be replaced at the moment the first
sensor node dies (for example, due its battery drain). This means that the first
hop (the closest node(s) to the sink side) should be considered as an indicator
for replacing the batteries, as its responsible for forwarding all the traffic flows
on behalf of other nodes toward the sink node.

Figures 7.3 and 7.4 show the impact of the number of flows on the en-
ergy consumption of the first hop for both autonomous framework and Wire-
lessHART, respectively. We also plot the last hop (the closest node(s) to the
sources) as well.

For all figures, the energy consumption increases with the number of flows,
presumably due to the extra traffic load.

One main observation of these experiments is that the different in energy
consumption across the flows in WirelessHART system is almost increased
equally between the flows (see Figure 7.4). This might be due to the fact
that WirelessHART allows only one packet to be transmitted at each time
slot. On other words, if the buffer has more than one packet and the time
slot is turned up, then only one packet is allowed to be transmitted and the
node should wait for the next round in order to transmit one more packet (the
next buffered packet). Consequently the node can not enter a deep sleep mode
unless the buffer is empty, so a node stays at a light sleep mode which consume
more energy than the deep sleep mode.

The energy consumption between the flows in the autonomous framework
is more or less close to each other, especially after the second flow. Therefore,
the amount of accumulated energy consumed by the different flows is not that
significant compared to the WirelessHART case (compare Figure 7.3 and 7.4).
This demonstrates the efficiency of our multi-flow sleep/wakeup scheduling
algorithm that utilizes the wake-up window in order to transmit all the buffered
packet in one go.

Furthermore, Figure 7.5 and Figure 7.6 show side by side the performance
of the energy consumption vs the generation period and the number of flows
for both systems in the first and last hops, respectively.

Both figures show that our autonomous framework performs much better
than the WirelessHART system for all the considered traffic rates. This is
not only due to the control packets that used in the WirelessHART but also
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Figure 7.3: Average energy consumption vs. number of flows for autonomous
approach
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Figure 7.4:Average energy consumption vs. number of flows for WirelessHART
approach

because of the smaller acknowledgment frame size used in our approach which
is 12 Bytes instead of 26 Bytes used in the WirelessHART system.
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Figure 7.5: Average energy consumption for both systems for one flow: first hop
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Figure 7.6: Average energy consumption for both systems for five flow: first hop

7.2.3 End-to-End Packet Delay

One important design goal of the autonomous framework is not only to mini-
mize the energy consumption and improve the communication reliability, but
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also to minimize the end-to-end packet delay. To achieve this goal we build
our adaptive and online algorithms in such way that the forwarder node trans-
mits its incoming packet immediately (if the channel is sensed idle). Thus,
the forwarder node does not keep a packet in its buffer unless its associated
acknowledgment is lost. Please note that the forwarder node updates its es-
timation parameters per-packet basis, only if the incoming packets are in se-
quence, therefore the schedule of the node activities is done in a consistent
manner. Figure 7.7 shows the box plot for the end-to-end packet delay at each
hop towards the sink for the autonomous framework.

The packet delay increases linearly with the number of hops and the au-
tonomous framework achieves highly superior performance compared to the
WirelessHART system (compare 7.7 and 7.8).
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Figure 7.7: End-to-end packet delay for autonomous framework

The delay for autonomous framework is significantly lower compared to the
WirelessHART because the node aligns its wake-up window and forwards the
packet immediately once a packet is received and the channel is free. In order
to transmit a packet in the WirelessHART system, the node has to wait for
its scheduled time slot to turn up. This contributes to the high delay in the
centralized solution. Moreover, WirelessHART requires additional slots to be
assigned not only for control packets but also for retransmission; this again
contributes to higher end-to-end delay. Unfortunately, if the node successfully
transmits its packet, then all the assigned slots for retreansmission are wasted
and can’t be reused to forward further packets (if packets are available at that
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instance of time). Consequently, the node has to delay its transmission for the
next superframe. Thus, the slots for retransmssion are not utilized and this is
also contributing to additional packet delay as shown in Figure 7.8. Please note
that, WirelessHART can improve the end-to-end delay for particular flow when
the assignment of time slots is done in a sequential manner. For instance, the
network manager may try to assign the control packet and the retransmission
slots as far as possible from data packets. For the autonomous framework one
can even improve the end-to-end delay by reducing the back-off contention
interval. This is more useful in the case of moderate and low traffic rate.
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Figure 7.8: End-to-end packet delay for WirelessHART system

Please note that in a box-plot, the box has lines at the lower quartile,
median, and upper quartile values. The whiskers are lines extending from
each end of the box to show the extent of the rest of the data. Outliers are
data with values beyond the ends of the whiskers.

7.2.4 Packet Delivery Ratio

In order to evaluate the packet delivery ratio, we run the same connectivity
traces on both approaches and then observe the end-to-end packet delivery ra-
tio. We vary the number of flows to analyze the impact of number of flows on
the packet delivery ratio for both approaches (see Figure 7.9). WirelessHART
achieves slightly better results compared to our autonomous framework, when
the load is high. This is due to the deterministic time slot approach, in which
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the schedule is computed in advance so internal collision is avoided. Please note
that in this setting we use only one retry for both approaches. Another im-
portant observation is that in moderate and low data rate, the packet delivery
ratio using our autonomous framework achieves almost the same performance
of packet delivery ratio as the WirelessHART system. This confirms that, the
higher sampling rate is, the higher the probability of collision. Therefore, Wire-
lessHART performs better in such scenarios. However, because the difference
in packet delivery ratio result is not that significantly high, thus increasing the
number of retransmissions is a good idea to improve the packet delivery ratio
of the autonomous framework.
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Figure 7.9: Packet delivery ratio between WirelessHART and autonomous for 1
re-transmission

7.2.5 Impact of Control Packet on the Performance

In this section we compare both systems at a setting when both WirelessHART
and the autonomous systems are operating in the steady state only. More
precisely, once the network is established, we disable all the control packets
and therefore, there is no change in the traffic load nor on the environment.
This setting is not realistic, as in a real-world scenarios the control packets
are essential in order to reflect the changes in the topology, traffics, channels
and etc. However, the following results demonstrate the impact of the control
packets on energy consumption, per-hop packet delay and packet delivery ratio.
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Impact of control packet on per-hop delay

We also show the per-hop packet delay for both systems in case of excluding
the control packets. For WirelessHART the per-hop packet delay reduced to
more than the half, if compared to the normal mode (when control packets are
enabled) as there are no time slots to be assigned for the control packets. Thus,
the network manager can assign the time slots without additional constrains
of the control packets. According to the WirelessHART standard, the control
packets have priority over the data packets, and therefore, they have to be
assigned and activated first. However, there is no significant change in the per-
hop packet delay in case of the autonomous framework as there is more or less
no control packet associated with the autonomous framework. To sum it up,
the autonomous framework achieves a highly superior performance compared
to the WirelessHART in terms of end-to-end packet delay.
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Figure 7.10: Per-hop packet delay for both WirelessHART and autonomous systems
in case of no control packet

Impact of control packet on packet delivery ratio

The end-to-end packet delivery ratio under the same setting is evaluated for
both systems. Figure 7.11 shows the packet delivery ratio for both systems in
static topology and with fixed traffic load.

The result shows that both protocols work pretty well in such scenarios.
However, WirelessHART might achieve better performance when traffic load
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Figure 7.11: Packet delivery ratio between WirelessHART and autonomous systems
in case of no control packet

is really high, which is usually not the case in many WSNs applications.

7.2.6 Impact of the Type of Slot Assignment Algorithm
on the Performance

In this section we evaluate the impact of the slot assignment algorithms on
the performance of the WirleessHART. We use two different slot assignment
algorithms, the first is explained in [61] and the second is based on the breadth
first assignment and explained in Appendix B.1.3. Please note that, since
the autonomous framework relies in a decentralized way, there is no change
in its configuration during these evaluations. For both scenarios we fix the
traffic periodicity to 10 seconds. Figure 7.12(a) and Figure 7.12(b) show the
energy consumption and per-hop packet delay under the first slot assignment
algorithm.

Figure 7.13(a) and Figure 7.13(b) show how the WirelessHART system
performs under the second slot assignment algorithm. Comparing these figures
one can observe that the selected type of slot assignment algorithm has a great
impact on the energy consumption and per-hop packet delay. It seems that
if the delay is important then one has to select the second slot assignment
algorithm. Otherwise, the first slot assignment performs better, especially if
the energy conservation is critical and more important than the packet delay.
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Figure 7.12: impact of type of slot assignment algorithm in the performance of the
WirlessHART: first schedule
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Figure 7.13: impact of type of slot assignment algorithm in the performance of the
WirlessHART: second schedule

So optimizing both energy consumption and packet delay is a challenging task
in such centralized protocols. Please note that, all the other hops level have
similar results as the first hop.
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7.2.7 Impact of Traffic Changes on The Performance

Depending on the underlying application, source nodes may have different traf-
fic requirements which could change over time. In centralized based protocols
this takes long time as a node should first wait for control slot that is reserved
in advance for such circumstances, then acquires the new traffic requirements
and finally waits for new schedule table update from the network manager,
which could be several hops away from that particular source. Thus, a source
node has to wait for all that time events in order to adapt to the new traffic
requirements.

As explained in Section 5.3, we proposed on-the-fly traffic adaptation mech-
anism that relies on local information to allow the forwarder react to traffic
requirements in agile manner. Our traffic adaptation mechanism allows the
source nodes to increase, or decrease, its generation sampling rate based on
their sensing requirements by setting one bit flag. If the flag is set to one
then the forwarders knows that it has to enter the learning phase and starts
to adapt to the new traffic load immediately.

In this section we demonstrate the efficiency of our approach versus the
classical approach used in WirelessHART system. We run the same setup in
both systems and compute the time it takes for the first forwarding node to
react to the traffic change. Please note that each source node randomly selects
its starting period, then it selects another periodicity randomly after trans-
mitting about 1000 packets. We also evaluate the impact of the traffic change
under different control signaling rate. This control signaling is responsible
for maintaining the adaptability of the WirelessHART system. Table 7.3 lists
the average required time for the first forwarder in order to adapt to the new
traffic requirements for both WirelessHART (using slot assignment algorithm
one) and autonomous framework. Please note that for this table (Table 7.3)
we configure the network manager to assign control packets every 60 seconds
interval (60s is the interval between two control events).

Table 7.3 illustrates how fast our approach reacts to the traffic change
compared to the WirelessHART system. The average convergence time of
the new traffic is almost a function of the current periodicity. So the higher
the generation time, the faster is the convergence time to the traffic change.
For the WirelessHART, it takes significantly long time to adapt to the new
requirements compared to the autonomous framework. This is due to the
centralized nature of the WirelessHART, as a forwarder can not change its
current slot schedule locally but has to wait for an update from the centralized
authority.

Table 7.4 shows the average required time under 30 second control signaling
rate. In other words the network manager assigns a control time slot for such
traffic every 30 second interval. The node could use this time slot to notify the
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network manager via a set of forwarding nodes when new traffic requirement
is observed.

When comparing Table 7.3 with Table 7.4 we can see the impact of control
packet rate: by increasing the control packet rate, the adaptability to traffic
changes may increase as well. However, this is at the cost of energy consump-
tion and packet delay due to the periodic control packets. For all the scenarios
the autonomous framework achieves highly superior performance compared to
the WirelessHART system in terms of adaptability to varying traffic.

7.3 Sensitivity Analysis Comparison

In the previous section we have analyzed the impact of energy consumption
over different settings (such as number of flows, sampling rate, generation
period, etc.) on the performance of both autonomous framework and Wire-
lessHART systems.

In this section we perform sensitivity analysis in order to analyze how
much the energy consumption (taken over 168 hours, see Section 7.1.3) is
influenced by various factors, including important physical layer parameters
for both systems. Identifying the factors contributing most to the overall
energy consumption can provide useful guidance for further optimization of
both our framework and the benchmark protocol.

Please refer to 5.7.1 for an introduction of the methodology used in this
section. Mainly we use the Response Surface Methodology (RSM) [144, 123,
119] which a statistical tool that is frequently applied to analyze systems in
which a response of interest is influenced by several variables, called factors.

7.3.1 Factor Screening

The first step in the RSM is to identify potential factors affecting the response
being measured (factor screening). Since the average total energy-consumption
is the main response, we consider the following factors:

• Factor A – Transmission power: the transmission power is the power
consumed for transmitting data frames and control frames such as syn-
chronization frames.

• Factor B – Reception power: the receiving power is the power consumed
while receiving data or control frames.

• Factor C – Listening power: the listening power is the radio power con-
sumption when the radio is on but not receiving or sending any frames.
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Table 7.3: adaptability to the traffic periodicity under 60 second control packet rate

Change of period WirelessHART Autonomous

Average adaptive time Average adaptive time

From 1s to 2s ≈ 42.31minutes ≈ 1.53second

From 2s to 5s ≈ 37.20minutes ≈ 2.09seconds

From 10s to 30s ≈ 32.32minutes ≈ 10.34seconds

From 30s to 1s ≈ 25.60minutes ≈ 30.13seconds

From 60s to 2s ≈ 20.20minutes ≈ 60.12seconds

Table 7.4: adaptability to traffic periodicity under 30 second control packet rate

Change of period WirelessHART Autonomous

Average adaptive time Average adaptive time

From 1s to 2s ≈ 29.60minutes ≈ 1.5second

From 2s to 5s ≈ 26.41minutes ≈ 2seconds

From 10s to 30s ≈ 21.25minutes ≈ 10.3seconds

From 30s to 1s ≈ 17.80minutes ≈ 30.3seconds

From 60s to 2s ≈ 15.90minutes ≈ 60.1seconds
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Table 7.5: The factors and the levels of each factor.

Term Factor Level 1(-1) Level 2(+1)

A Tx power 32.67mW 57.42mW

B Rx power 31.68mW 62.04mW

C Listen power 31.68mW 62.04mW

D Sleep power 0.72mW 1.41mW

E Turnaround power 31mW 62mW

• Factor D – Sleeping power: the sleeping power is the power consumption
while the radio is in the low-power state.

• Factor E – Turnaround power: the turnaround power is the power con-
sumed while switching the radio state between different modes.

Table 7.5 lists the factors and the levels for each factor considered in our
study.

7.3.2 Analysis of The Sensitivity Results

Table 7.6 shows the percentages which the individual factors and their pairwise
combinations contribute to the variation of total energy-consumption over all
25 different factor combinations.

From the table we can observe that our autonomous framework provides
significant energy saving compared to the WirelessHART system. Specifically,
the autonomous framework can save about 25% in the Tx, Rx and listening
operations. In addition the autonomous framework stays in the sleep mode
about 25% longer compared to the WirelessHART system, thus being more
energy-efficient.

7.4 Summary

In this chapter we compared our autonomous framework with theWirleessHART
solution in terms of the energy consumption, packet delay and packet delivery
ratio. We also compared the adaptability to varying traffic for both systems.
Following are the most important conclusions:

• Our developed solution supports periodic traffic flows and frequency hop-
ping without requiring an expensive protocol infrastructure providing
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Table 7.6: The percentage of factors contribution for both systems

Term Autonomous-System: WHART-System:

Percentage contribution Percentage contribution

A 1.01 1.68

B 1.20 2.01

C 28.76 52.51

D 67.25 42.50

E 0.13 0.17

AB 0.01 0.01

AC 0.05 0.05

AD 0.20 0.14

AE 0.05 0.05

BC 0.05 0.05

BD 0.20 0.14

BE 0.05 0.05

CD 0.12 0.05

ABC 0.05 0.05

ABD 0.20 0.14

ACD 0.12 0.05

BCD 0.12 0.05

ABCD 0.12 0.05

synchronization features (time synchronization, hopping synchroniza-
tion) by relying entirely on the periodicity of the traffic itself for syn-
chronization purposes.

• We have evaluated the proposed scheme in a range of scenarios using
trace-based simulations, and we have shown that it, indeed, reaps the
benefits of frequency hopping and also improves the energy consumption
over centralized system such as WirelessHART.

• The results also show that the proposed schemes in the autonomous
framework work at a very good level of reliability, and in addition it has
very little implementation complexity.

• Further, we also designed and evaluated an efficient approach (On-the-
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fly traffic adaptation mechanism) that allows a forwarder to react fast to
the traffic change. In this mechanism source node exploits the currant
traffic situation to notify its neighbor about the new traffic requirement
(piggybacking on existing traffic) in a decentralized manner. When a
source node wants to change its traffic data rate, it just sets the adaptive
learning bit to 1, otherwise the bit is set to zero. The forwarder, upon
receiving the packet, checks the bit to determine whether it has to enter
new learning phase or stay the operational phase.

• We also provided a sensitivity analysis which shows how the energy con-
sumption depends on certain parameters, including the power consump-
tion of the transceiver in different modes of operation (Tx, Rx, Listen-
ing, Sleeping, and turnover). In this analysis we use the response surface
methodology. These results show that our autonomous framework saves
about 25% of the total energy consumption in the Tx, Rx and listening
operations. Moreover our developed approach allows the node to stay
in the sleeping mode about 25% more compares to the WirelessHART
system.
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CHAPTER8
Conclusion and Outlook

In this thesis we considered a multi-hop sensor network with a significant share
of periodic traffic, coming from different sources and at different reporting
rates. A very important design goal is to run the network as energy-efficient
as possible while supporting high reliability and low packet delay. The key
motivation for developing this autonomous framework was based on the obser-
vations that the full TDMA operation including time synchronization, mainte-
nance and schedule represent too much overhead for lightly loaded networks.
Moreover, the adaptivity of traffic changes is crucial in such centralized solu-
tion as it requires communication schedules to be computed and distributed
in advance. Therefore, it takes relatively longer time to adapt to such change
in traffic loads. Nonetheless we wanted to support periodic transmissions and
leverage frequency hopping.

In order to address these challenges, we developed a distributed and self-
learning framework integrating an estimation and identification of the flows,
asynchronous channel hopping, local dynamic multiple sleep state scheduling,
On-the-fly traffic adaptation mechanism and an overlapping controller for pe-
riodic reporting applications in WSNs.

The following are the main important conclusions of the thesis:

• We proposed and evaluated novel channel hopping mechanism, which
allows the nodes to switch between the available channels without rely-
ing in an explicit time synchronization protocol. Each forwarder node
exploits both the flow period information and packet sequence number
for selecting the next channel. This done with the help of a translation
function which maps the packet sequence number and other parameters
to a specific channel number. In our autonomous framework, there is
no explicit time synchronization, but instead each forwarder learns the
traffic period and jitter distribution from observing the traffic. Based on
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this information a forwarder determines suitable times for sleeping and
for waking up to receive the next packet.

• We designed and evaluated on-the-fly adaptive traffic mechanism, which
achieves a highly superior performance compared to the WirelessHART
system. The node relies on immediate updates whenever there is traffic
change. These updates also make the solution robust, as traffic changes
are immediately reflected in the forwarder node. Because updates are
entirely piggybacked inside the packet (using single bit only), the solution
is nearly overhead-free and thus energy-efficient.

• Moreover, we have looked at two different strategies for exploiting the
sleep modes of the CC2420 transceiver and have highlighted that signif-
icant savings can be achieved with only moderate increases in run-time
complexity. We then proposed a practical and effective energy manage-
ment scheme which exploits the multiple sleep states of a transceiver
and utilizes them in efficient manner. We also adapted this approach
for TDMA-based protocols. This approach is independent of the under-
lying link scheduling algorithm, but a node uses it’s given schedule to
determine the right sleep states.

• In this thesis we also evaluated and benchmarked our proposed approach
with the state-of-the-art solution WielessHART. WirelessHART com-
bines frequency hopping with a TDMA scheme utilizing a centralized
a-priori slot allocation mechanism. The comparison provides a careful
and balanced answer on the advantages and drawbacks of the Wire-
lessHART and autonomous solutions for supporting periodic traffic. We
evaluated both approaches in a range of scenarios using trace-based simu-
lations, and we have shown that our approach, indeed, reaps the benefits
of frequency hopping and also improves the adaptability to varying traf-
fic, energy consumption and end delay over centralized system such as
WirelessHART.

• Further, we studied sensitivity analysis which showed how the energy
consumption depends on certain parameters such as the power consump-
tion of the transceiver in different modes of operation (Tx, Rx, Listen-
ing, Sleeping, and turnover), as long as the length of learning phase and
length of wakeup window factors. In this analysis we used the response
surface methodology and showed the most influenced parameters to the
energy consumption that one can optimize further.

• Based on our analysis of the WirelessHART we suggested several ideas
to improve the WirelessHART standard performance in terms of energy
and delay. One idea is to adapt the frequency of management traffic

148



8. CONCLUSION AND OUTLOOK

by starting with a high frequency, and as soon as the network becomes
somewhat stable, the management rate can be reduced. This can signif-
icantly reduce energy saving at the expense of longer joining times and
slower network update times resulting from topology changes. Another
approach would be to use piggybacking more extensively, for example to
use periodic data packets also for management purposes by piggybacking
additional information (e.g. keep-alive and health reports).

• Our approach is extremely light in terms of signaling, as only ACK pack-
ets need to carry few bits of information. We believe that our approach is
an attractive alternative to WirelessHART and similar systems in lightly
loaded networks with periodic traffic.

8.1 Future Works

In this section, we identified some future directions which we believe are
worthwhile for farther future works for both autonomous framework and Wire-
lessHART system.

8.1.1 Autonomous framework

The autonomous approach developed so far has some potential for optimization
by considering the following ideas:

• One can enable traffic shaping mechanism for forwarder nodes to prevent
large deviation in the periodicity and thus reduce the jitter.

• Light forms of signaling could be used, in which for example one node
can piggyback local estimates onto data packets, helping an upstream
node with estimating period and jitter.

• One can enhance the end-to-end delay by reducing the back-off con-
tention interval dynamically. This is more useful in the case of moderate
and low traffic rate.

• It would be also worthwhile to investigate different channel hopping pat-
terns such as adaptive channel hopping in which a dynamic estimate of
the channels is maintained with dynamic blacklisting.

8.1.2 WirelessHART

In the following we identified some future directions we believe are promising
for WirelessHART system:
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• Design and implement TDMA scheduling algorithms which explicitly
take the presence of a local sleep scheduling algorithm and multiple sleep
states into account by constructing schedules in which the slots of indi-
vidual nodes have larger separations in time, so as to allow them to enter
deeper sleep modes.

• Develop supporting features within the slot assignment algorithm to ex-
ploit the re-transmission slots and reuse them in efficient manner. For ex-
ample the retransmission slots could be used to transmit buffered packets
instead of wasting the retransmission slots in case of successful transmis-
sion. Also assignment algorithm could improve both energy consumption
and packet delay by assigning same slots for multiple nodes (shared slots)
for re-transmission.

• Another important improvement could be the design of hybrid slot as-
signment in which both centralized and distributed algorithms are to be
selected based on the traffic load. As an example if the load is low then
one can use distributed algorithm, otherwise use centralized algorithm.
This could be triggered based on the traffic information on the network
manager or even could be done by examining the buffer size of the nodes.
Another idea would be to separate the two approaches; to use central-
ized algorithm for control packet only and distributed algorithm for data
packet exchange.

• We also believe that a further investigation of different channel hopping
patterns such as adaptive channel hopping in which a dynamic estimate
of the channels is maintained is needed for such centralized solutions.

• Another interesting enhancement would be to adapt our proposed ap-
proach (on-the-fly adaptive traffic mechanism) to the WirelessHART
standard. This would definitely improve adaptability of theWirelssHART
and hence, improve the energy consumption and end-to end delay. Only
one single bit should be reserved in the data or control packet. The
network manager then could react faster to the new traffic demands and
compute a new scheduler much faster than waiting for long time (about
15 minutes in light loaded network and much more in heavy loaded net-
work).
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APPENDIXA
A Simulation Model for the

Autonomous Framework
Protocol

A.1 Castalia Simulator

In order to develop a simulation model for both our developed autonomous
framework and the benchmark, WirelessHART protocol, we first looked to the
most known simulators in the area of WSNs. The survey for such simulators
are beyond the scope of this thesis, however an interest reader is pointed to [42,
85, 101] for a comprehensive survey of the current WSNs simulators. For our
work we are interested for a simulator that at least support modularity, realistic
wireless channel and radio models for low power communication. Among the
currently available WSNs tools and frameworks the Castalia WSNs simulator
emerges for its quality and completeness [115, 97, 116, 155].

Castalia [128] is an OMNet++ based framework designed specifically for
wireless sensor networks. There is an increasing number of researchers using
Castalia to support their investigations [17, 161, 16, 50, 133, 162]. OMNet++ is
an open-source discrete-event simulator, that support modularity. This makes
OMNet an excellent choice for supporting frameworks for specialized research
area.

In addition Castalia provides bundled support for the popular IEEE 802.15.4-
compliant ChipCon CC2420 radio transceiver [30] which is the transceiver
choice for the TelosB and TmoteSky platforme. This is particularly important
since we use the TmoteSky platform in all of our investigations. An interested
reader is refereed to the Castalia manual [128] for more details.

The main concepts of the OMNeT++ simulator are both modules and
messages. The main abstraction model of the OMNeT++ is the Module.
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Figure A.1: Castalia’s basic modules

Each module can accept message which called from other modules or from the
same module (itself). Depending on the arrival of the message a module can
then execute a set of instructions (small piece of code) and interact accordingly.
This interactions could be a call of other module, schedule another message, or
even keep some parameters state values. and example of a typical Castalia’s
basic modules is illustrated on Figure A.1;

A.2 Autonomous Framework Design

Figure A.2 depicts the high level architecture of our autonomous framework.
This includes the state machine, estimation and identification, asynchronous
channel hopping, local dynamic multiple sleep states scheduling, overlap mech-
anism, on-the-fly mechanism, timer, and buffer modules. The state machine
module compose the main components of the MAC layer. It includes Tx-
engine, Rx-engine, a clear channel assessment, and a backoff components (to
be detailed in Section A.3). The autonomous module interacts with both the
network and physical modules via the Network and MAC modules, respec-
tively. Please note that our autonomous framework is independent from the
main MAC functionalities. In the following sections we describe in detail the
components of the autonomous framework. The module also implements the
same connection to the Network and MAC modules following the same default
standard Castalia’s modules.

A.3 Autonomous State Machine Design

As explained in section 4.1.2 the autonomous framework has two main phases
the learning phase and the operational phase. The operation of these phases
are shown in Figure A.3. There are two main engines defined on the state

152



A. A SIMULATION MODEL FOR THE AUTONOMOUS FRAMEWORK
PROTOCOL

Figure A.2: Autonomous framework simulation model

machine of the autonomous framework: the Tx-engine and the Rx-engine.
These are explained in the following sections.

A.3.1 Tx-Engine

When the transmit event starts (after the learning phase), node enters Tx state
by invoking the Tx-engine and performs CCA (clear channel assessment). If
the channel is clear then it transmits the packet and waits for an ACK. (see
Figure A.4). If the channel is not clear then the radio backs-off for some
short random period of time before attempting to transmit again. If packet
transmission fails then node will try to retransmit its packet on different fre-
quency. This happen after the ACK time-out is expired. The hopping policy
is explained in Section 5.1. Each node updates all the parameters and goes to
sleep after receiving a successfully ACK.

A.3.2 Rx-Engine

The receive event is managed by the Rx-engine. (see Figure A.5). Rx-engine
is invoked to acquire a data or ACK packet that is being sent by one of the
forwarders. When the Rx-engine is invoked, the transceiver is configured by
selecting the correct channel. In addition, the time-out window is started and
the Receive packet state is entered.
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Figure A.3: Autonomous machine state diagram

The Receive packet state is left when the time-out window expired. The
time-out of the Receive packet timer is set by the autonomous estimation algo-
rithms to allow the receiver to become active at the beginning of the wakeup
window. The duration of the wakeup window is also controlled by the esti-
mation and sleep/wakeup algorithms. The node remains in the Receive packet
state until either 1) the start of a packet is detected or 2) the Receive packet
timer expires. If the receive packet timer is expired, then the node switches the
channel according to our policy (will be explained in the next section). Con-
sequently, the node readjusts the wakeup window and updates its parameters
before it goes to sleep. Each forwarder checks its activity phase after receiving
a potential incoming packet or after the wakeup window timer is expired.

we need to packet format for ACK special flag to let the forwarder delay
its backoff when there is a collision.
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Figure A.4: Autonomous Tx state diagram

Figure A.5: Autonomous Rx state diagram
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APPENDIXB
A Simulation Model for

WirelessHART TDMA Protocol

In this appendix we present the design and implementation details of the sim-
ulation model for the WirelessHART TDMA protocol. This simulation model
includes the design of the core state machine as well as the network manager
components (slot assignment algorithms, and synchronization). In this ap-
pendix we also conduct a validation tests for the simulation model using a real
WirelssHART hardware experiments from the main provider of this technology
(Linear and Dust networks).

B.1 WirelessHART Simulation Model

Figure B.1 shows the basic simulation architecture for the wirelessHART com-
pound module. This includes the state machine, link scheduler, timer, buffer,
and communication tables modules. The communication tables module con-
tains the following tables: superframe table, link table, neighbor table and
graph table.

As show in the same Figure (B.1), WirelessHART module interacts with
both the network and physical modules via the Network and Radio modules,
respectively. The WHART module implements the same connection to the
Network and Radio modules following the same default standard Castalia’s
modules. However, WHART poses some constraints on the underlying Net-
work and Radio layers. Thus, we modified both the Radio and Network layers
to fulfill the WirelessHART requirements.

The values of the relevant parameters of our implementation of Wire-
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lessHART are set to the default values in the network definition NED files
of the correspondent modules.

Figure B.1: Architecture of the WirelessHART compound module.

B.1.1 State machine

In Figure B.2 we show a schematic of the state machine that governs the
operation field devices in the TDMA scheme. The three main operations of
this state machine are: managing schedules, transmitting/receiving packets,
and maintaining time synchronization. This machine starts when a device
joins the network. Each device is configured with a superframe and link tables
beforehand. After joining the network, the device is in Idle state.

The following functions may occur while the node in Idle state:

• SlotTimeOut - One of the core functions inside the WirelessHART TDMA
simulator is slotTimeout function. This function is called periodically at
the beginning of each time slot. In this function, the WirelessHART
TDMA agent first decides if the slot is assigned to particular node by
checking the communication tables. If so, the TDMA machine serves
this event that indicates transmit (link=Tx) or receive (link=Rx). If the
receiving slot times out the device enters Talk state for transmitting the
packet or else it goes in the Listen state.

• A modification of link or superframe - this function is called whenever
there is any modification of the device’s list of superframe or links tables.
Any modification of the superframe or links (e.g., in case of transmission
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Figure B.2: State machine of WirelessHART [67].

error a node has the ability to enable extra slots for retransmission)
affects link scheduling.

• a FLUSH.request - this function is invoked whenever a packet has to be
deleted from the queue.

• TRANSMIT.request - This function is invoked to add a packet to be
transmitted to the device’s packet queue.

Each one of these function is tightly couple with a specific behavior of the
module. Thus, when a transmit slot occurs ( slotT imeout&link == Tx),
the device enters the Talk state by invoking the XMIT engine (see Section
2.4.5) and will attempt to transmit the packet to its next hop destination.
The Talk state waits for its completion, upon successful transmission, a node
enters the WAIT-for-ACK state by initializing the following two statements:
(RxDelayTimer= TsRxAckDelay;) and the receiver window (RxWait= Ack-
Wait;). After performing these two statements, the state machine calls the
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RECV engine (see Section 2.4.5). The RxDelay timer allows the receiving
device to process the packet before any further activity of the device such as
sending an ACK packet. The RxWait timer is used to set the duration of
the receive window. The state machine stays in WAIT-for-ACK state until
the RECV engine completes. Upon the reception of the ACK packet which
indicates a successful transmission, the device enters the sleep state otherwise,
the transmission fails and link scheduler is re-evaluated.

B.1.2 Communication Tables

each device maintains a set of tables that controls the communications per-
formed by itself and collects statistics on those communications. The commu-
nication tables module includes the superframe table and link table which store
communication configuration created by the network manager [70, 68, 69]. The
neighbor table contains a list of all neighbor nodes that the device may able
to reach directly, and the graph table is used to route packet from the source
to the destination. The node does not know the entire rout rather, the graph
indicates the next hop toward the destination.

Figure B.3 (UML digram) shows the relationship between the communi-
cation tables. Each node has a neighbor table which contains a list of all
connected nodes.

Figure B.3: Communication tables relationship diagram

A graph may specify more than one neighbor of which one may used for
forwarding the packet to the next hop. In other words, when forwarding a
packet using a graph routing, the device can transmit the packet to any of the
neighbors associated with that packet’s Graph ID. Each superframe has one
or more links. The links specify the slot and associated information required

160



B. A SIMULATION MODEL FOR WIRELESSHART TDMA PROTOCOL

to receive or forward a packet. Please note that a link can belong to only one
superframe.

Figure B.4: Core network manager components.

B.1.3 Link scheduler

One of the main tasks in designing a TDMA protocol is the allocation of time
slots to sender-receiver pairs. The WHART standard leaves many details of
the slot allocation open, but provides a number of constraints that we follow
in our implementation. These include:

1. Management slots have priority over data slots.

2. Each device gets three slots every 15 minutes for health reports.

3. Each device gets at least one slot every minute for management packets
(advertisement, join request/response, command request/response).

4. Each device gets a slot for keep-alive packets every 60 seconds.

5. Slots for stations having the fastest transmission periods are allocated
first. We refer to this as the fastest-periodic-flow-first (FPFF) policy.

6. Allocate at least one backup slot to each data slot to handle a retry.

Please note that even with the FPFF, scheduling can be done in several
ways. We have used two different approaches, depth-first and breadth-first
scheduling, both explained in the next two sections.
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B.1.4 Breadth-first approach

Figure B.5 shows an example of the breadth-first approach. The network
manager assigns time slots starting from the outmost sources. In the example,
nodes S1, S2, and S3 are the sources, whereas nodes F1, F2, and F3 are the
forwarders. The Network manager assigns one data slot for each source. For
the first forwarder F1 it assigns one slot to forward the data of S1. F2 has two
slots to

S1

S2

S3

F2

F1

F3 GW

1

2

3

4

5 , 6 7, 8, 9

Figure B.5: Example of breadth based approach

forward the data for S2 and S3. F3 has three slots to forward the data
it receives from F1 and F2. According to the breadth-first approach, time
slots 1, 2 and 3 are assigned to sources S1, S2 and S3, respectively. Slot 4 is
assigned to forwarder F1, slots 5 and 6 to forwarder F2, and slots 7, 8, and 9
to forwarder F3.

The time-slot assignment in the breadth-first approach is organized so
that sources get the first slots, followed by the forwarders directly attached
to sources (first-wave forwarders), followed by forwarders directly attached to
first-wave forwarders and so on. This might cause a buffer problem for the
later forwarders, since such a forwarder has to buffer all packets from for-
warders from previous waves before getting a chance to empty his own buffer.
In our example, it might happen that forwarder F3 has only two packet buffers.
This would result in frequent buffer overflow.

B.1.5 Depth-first approach

The network manager may apply the depth-first approach as shown in Figure
B.6. In this figure, S1 generates a packet in time slot 1, time slot 2 is assigned
to F1 to forward the received packet to F3,

time slot 3 assigned to F3 for forwarding the packet to the GW. S2 generates
its packet in time slot 4, time slot 5 is assigned to F2 and time slot 6 to F3.
Similarly, S3 assigned time slot 7, time slots 8 and 9 are assigned to F2 and
F3, respectively.

This assignment method avoids buffer overflows in forwarders.
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Figure B.6: Example of depth based approach

There are two types of superframe data super-frame and management su-
perframe. The data superframe is used to transmit the generated data from the
nodes to the sink and the management packet superframes is used for trans-
mitting control and management packets from/to nodes and the sink. Please
note that the length of the data superframe and the management superframe
are not necessary the same size.

We created and maintained a two dimensional array data structure A, to
represent both time slot and channels. Each entry in the Ai,j represents the
slot usage at time-slot i and on channel j. Each entry in the multi-dimensional
array A is associated with a particular type of operation. These types indi-
cate whether the slot is dedicated for particulate transmission, shared within
different nodes, or free to assign. We also maintain different data structure for
construction the communication assignments table. One data structure repre-
sents the data superframe which denoted as Si per packet generation period pi
and a management superframe Sm. Details of these procedures are presented
in [132].
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