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Abstract

In many applications in wireless sensor network source nodes generate and send periodic
traffic to the sink through a number of intermediate nodes (or forwarders). In such network
forwarders have forwarding duties but want at the same time to spend as much time as
possible in an energy-saving deep-sleep mode. In this work we explore the periodicity of
traffic so that the forwarders wake up at “just the right time” to catch an incoming packet,
forward it and go quickly back to sleep mode. A key assumption for this work is that the
forwarders do not know the traffic period beforehand, but they have to estimate the period
and maintain their estimate over time. A key difficulty is that the period estimation and the
scheduling of wakeup times will have to deal with jitter in the packet inter-arrival times. If
a packet arrives before the forwarder wakes up, it is lost. This opens up a tradeoff between
loss rates and the sleeping activities of the forwarder: when the forwarder wakes up “early”,
the packet loss rate will be low but the forwarder spends more energy, and vice versa. The
main contributions of this report are the following ones: (i) we design and implement local
estimators for traffic period and jitter; (ii) we design and implement a scheduling scheme by
which a forwarder locally decides when to sleep and when to wake up; and (iii) we adjoin
mechanisms to this scheme that allow to update the period and jitter estimates and to react to
changes in the locally observed loss rate. We use measurements and simulation experiments
to evaluate our proposed algorithms.



TU Berlin

Contents

1 Introduction 2

2 Setup under consideration 4
2.1 Network setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Performance metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3 Wake-up times scheduling approach 6
3.1 Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Node states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

4 Experimental jitter distribution measurements 9
4.1 Experiment setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 Discussion and result for jitter measurements . . . . . . . . . . . . . . . . . . 9

5 Estimation 12
5.1 Mean estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5.2 Variance estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

6 Evaluation and result 14
6.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

6.2.1 Scheduling based on real parameter values . . . . . . . . . . . . . . . . 15
6.2.2 Non-adaptive scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6.2.3 Adaptive scheduling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

7 Related work 20

8 Conclusion and future work 21

Copyright at Technical University
Berlin. All Rights reserved.

TKN-08-012 Page 1



TU Berlin

Chapter 1

Introduction

In many wireless sensor network applications source nodes generate and send periodic traffic
to a sink node [15], [16], [6] through a number of intermediate nodes. Nodes have usually
only a limited amount of energy and thus achieving a long node lifetime is a major research
concern. The sensed data should be transported reliably and in a timely fashion to the sink.
At the same time the operation of the whole network and of individual nodes should be
energy-efficient. One of the key approaches to achieve this is to let the forwarding nodes
switch to an energy-conserving sleep state whenever possible. In this sleep state parts of
the node hardware, especially the wireless transceiver, are switched off. This disables the
communication ability of a node but leads to significant energy savings, since for most of the
currently available sensor node platforms the wireless transceiver is the dominant source of
energy consumption. The fraction of time where the node is awake is called its duty cycle,
and from the perspective of energy-efficiency this duty cycle should be kept small. For a
source node generating the periodic data there is no problem: the node wakes up, samples
its sensor, transmits a packet and returns to sleep mode. However, in a multi-hop network
other nodes are needed to forward the packet to a sink node. To be most energy-efficient, a
forwarder should wakeup just before a periodic packet arrives, do the necessary forwarding
work and enter sleep mode again. Even if the source node sends its date periodically, it may
not appear to be periodic at the sink node due to time-varying cross traffic or transmission
error handling in various network protocols. Furthermore, the amount of jitter (for example
expressed as the average deviation from the period) is a function of the number of hops a
packet traverses.

The goal of this work is to enable forwarder nodes to acquire knowledge of the traffic
period and its jitter in a distributed way. We want to use this knowledge to let a forwarder
node wake up and sleep ”just at the right time”. The ”right time” to wake up is at the
nominal arrival time of the next periodic packet minus some safety margin to avoid packet
loss because of waking up too late. On the other hand, the ”right time” to go back to sleep
mode is at the nominal arrival time of the next periodic packet plus some safety margin to
avoid packet loss because of sleeping too early. The size of this safety margin in relation
to the duty cycle has a direct influence on the forwarders energy consumption as well as its
packet losses: the larger it is the more energy it spends and less packet losses incurred and
vice versa. The safety margin in general depends on the amount of jitter seen by a node and
the percentage of sleeping-induced losses that can be tolerated.
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Thus, instead of using explicit signaling of the period and furthermore maintaining a
common time base through a time synchronization protocol to schedule the wakeup times,
we adopt an approach in which the period and its jitter estimated and wakeup behavior is
adapted to continuously controlled in terms of observed packet losses. A key goal of the
estimation is not only to estimate the traffic period, but also to locally estimate certain
quantiles of the jitter distribution, because only if these quantiles are known it is possible to
choose the above mentioned safety margin so that not more than a prescribed percentage of
packets is lost because of sleeping.

The efficiency of our approach, measured in terms of sleeping times and sleeping-induced
loss rates, are evaluated on data obtained from real measurements using trace-driven sim-
ulation. To the best of our knowledge, the adaptation of sleep periods to the (estimated)
period and jitter of periodic traffic subject to prescribed packet loss requirements has not
been considered so far in the literature.

The rest of this report is structured as follows: the following Chapter 2 details the setup
under consideration. In Chapter 3 we present the general framework of wake up times schedul-
ing approach. Chapter 4 describes the experimental jitter distribution measurements. In
Chapter 5 we present an estimation algorithms. In Chapter 6 we evaluate the proposed al-
gorithms and discuss the results. Chapter 7 presents the related work and finally, Chapter 8
concludes the report with some future work.

Copyright at Technical University
Berlin. All Rights reserved.

TKN-08-012 Page 3



TU Berlin

Chapter 2

Setup under consideration

In this chapter we describe our experimental setup and performance metrics. 2.1.

Node1 Node2 Node3 Node4

Source SinkForwarder nodes

Node5

Figure 2.1: Experimental setup

2.1 Network setup

We consider our system model as a chain of one source, four forwarders and a sink node
placed in our lab. The source node (node1) generates ad sends periodic traffic to the sink
node through four forwarder nodes as shown in figure 2.1. The sink node is a laptop used
to record the packets for offline evaluation. Packets are unicast along the chain. The sensor
nodes are located close to each other to prevent packet losses from channel errors, allowing
us to focus on sleeping-induced losses. There is sufficient space in the packet so that each
node can append its local reception timestamp to the packet. Our evaluations use these local
timestamps.

In our experiments we used Tmote sky nodes and TinyOs version 2.0 operating system
[7], [5]. We have set the radio channel of IEEE 802.15.4 compliant CC2420 transceiver [2] to a
channel that from preliminary measurements has been found to be relatively interference-free.

2.2 Protocols

We use the default protocol stack of Tinyos 2.0. The medium access control protocol is
a CSMA/CA based protocol, so every node waits a random short amount of time before
each transition and it goes into back off and pick another random time if the channel is
still busy. The CC2420 radio stack can select one of three backoff periods: initialBackoff,
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congestionBackoff, and lplBackoff [12]: initialBackoff is the shortest backoff period, requests
on the first attempt to transmit a packet. CongestionBackoff is a longer backoff period used
when the channel is found to be busy and finally the LplBackoff is used for packet being
delivered with low power listening. Because low power listening requires the channel to be
modulated as continuously as possible while avoiding interference with other transmitters,
the low power listening backoff period is intentionally short [12],[11]. For the purpose of
our experiment we disabled the MAC layer acknowledgement and no retransmission was
performed during the experiment.

The nodes did not sleep during the experiment but unconditionally try to capture all
packets. The impact of the sleep/wakeup scheduling policy was evaluated offline, based on
the timestamps obtained from each node.

2.3 Performance metric

The prime objective of this work is the relationship between the energy consumption of a
node and the packet loss rate that results from either waking up too late or going back to
sleep too early.

We have decided to use the duty cycle of a forwarder node as a measure for its energy con-
sumption. In our opinion this is a reasonable approximation, since for the CC2420 transceiver
that we have used for this work the power consumptions in the transmit, receive and idle
(waiting to receive something) states are very similar [19], [14], [3].

The second important performance measure under consideration is the loss rate observed
by an individual node when operated under a sleep/wakeup schedule.
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Chapter 3

Wake-up times scheduling approach

In this chapter we explain our approach for controlling the wakeup and sleeping times of
a forwarder node. Here we keep the discussion somewhat more general than in the later
chapters of this report. The main difference is that here we do not make any particular
assumptions on the underlying jitter distribution.

3.1 Estimators

Assume that there are N forwarder nodes. The forwarder node i, where 1 ≤ i ≤ N re-
ceives packets at times (tin)n≥1 = (ti1, ti2, ti3, . . .). These packets carry link-local sequence
numbers (sin)= (si1, si2, si3, . . .) which for simplicity we assume monotonically increasing –
to ease presentation we avoid here the issue of overruns, but it has been considered in our
experimental implementation. The first building block of our scheduling approach is the de-
sign of appropriate estimators. The following estimators are only updated after each packet
arrival (ordered pair), if there is a gap then we just drop it form the calculation. (i.e. when
the packet with sequence number sin has arrived at time tin, the estimators uses the values
ti1, ti2, . . . , tin and si1, si2, . . . , sin):

• A period estimator p̂i(n) returns an estimate of the period. The general form of the
period estimator is:

p̂i(n) = P (ti1, . . . , tin, si1, . . . , sin)

• A quantile estimator returns the estimate α-quantile of the jitter distribution. The
general form of the quantile estimator is

q̂i(n;α) = Q
(
(tin2 − tin1)− p̂i(n), (tin3 − tin2)− p̂i(n), . . . (tink

− tink−1
)− p̂(n);α

)

where the subsequence (tnk
)k≥1 consists of those timestamps for which tn2k

and tn2k−1

belong to successive packets (i.e. for which sn2k
− sn2k−1

= 1 holds).

It depends on the assumptions on the jitter distribution how many quantiles must be
estimated simultaneously:
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– If the jitter distribution is assumed to be symmetric, only one quantile must be
estimated. Given a prescribed allowed loss rate of Lmax, the quantile estimation
would be applied with α = Lmax/2 to account for the fact that losses can be
incurred either because the forwarder awakes too late or goes back to sleep too
early.

– In the more general case of a non-symmetric distribution, two different quantiles
would have to be estimated: α1 = Lmax/2 for the lower part, and α2 = 1−Lmax/2
for the upper part of the jitter distribution.

• A loss-rate estimator computes the local loss rate between the forwarder and its succes-
sor. It mainly operates on the sequence numbers, but since the sequence number space
is in general finite and ambiguities might occur, the packet arrival timestamps are also
taken into account, i.e. the general form of the loss-rate estimator is

l̂(n) = L(t1, . . . , tn, s1, . . . , sn)

3.2 Node states

The second major building block is the introduction of two separate node states: the acqui-
sition state and the operational state.

• In the acquisition state the forwarder node does not sleep but unconditionally tries to
capture all packets in order to obtain reliable first estimates of the period, jitter variance
and packet loss rate. This state is entered after the node has been switched on or too
many losses have been incurred during the operational state. The latter can occur for
example when the cross-traffic situation and therefore the actual jitter variance changes.
All existing historical data is dropped upon entering the acquisition state. The end of
the acquisition state is determined by a stopping rule, which in general can take the
achieved accuracy of the period- and variance-estimator into account or can simply stop
after recording a prescribed number of packets.

• In the operational state the sleep-/wakeup scheduling is applied. The forwarder alter-
nates between sleep phases and activity phases.

– The forwarder maintains three predicted times:

∗ tw(n) refers to the wakeup time of the n-th activity phase (i.e. it denotes the
start of the activity phase)

∗ ts(n) refers to the sleep time (denoting the maximum end time of the n-th
activity phase), and

∗ ta(n) is the nominal packet arrival time for the n-th activity phase.

For the n-th activity phase, the forwarder schedules wakeup for the time tw(n). The
forwarder remains awake until either a packet is received and forwarded, or until time
ts(n) at maximum. At the end of the activity phase the forwarder updates its estimates
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of the period, jitter, and loss rate. Based on this, the times for the n + 1-st activity
period are calculated as follows (assuming a symmetric jitter distribution):

ta(n + 1) = ta(n) + p̂(n)
tw(n + 1) = ta(n + 1)− q̂(n)
ts(n + 1) = ta(n + 1) + q̂(n)

As the second major action at the end of the activity phase, the forwarder decides about
a possible state transition back into the acquisition state. We refer to the rule used for this
as the transition rule.

Please note that in this approach the forwarder continuously updates its period and
jitter variance estimates in the operational state. We later on show results that confirm the
necessity of these continuous updates. For later reference, we refer to the policy with updates
as the adaptive policy and to the policy without updates as the non-adaptive policy.
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Chapter 4

Experimental jitter distribution
measurements

In this chapter we study and analyse the jitter distribution to get clear picture of its charac-
teristics.

4.1 Experiment setup

The experiment set-up, has been described in detail in chapter 2. The experiment was
conducted to measure the jitter in a linear multi-hop network.

4.2 Discussion and result for jitter measurements

We conducted several experimental runs, measuring the jitter varying for example the number
of hops in the multi-hop network and the packet generation period. As a matter of fact,
in general the jitter distribution depends on a multitude of factors: the MAC and link-
layer protocol, the local load situation, and the position of a particular forwarder in the
forwarder chain. We do not investigate this relationship in general, but look at one particular
measurement setup and set of protocols.

For these specific choices we find that the jitter distribution starrting from the second hop
as shown in figures 4.1(a), 4.1(c), and 4.1(e) can be well modeled by a normal distribution
as shown in the quantile-quantile plots in figures 4.1(b), 4.1(d), and 4.1(f).
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(a) Jitter histogram for 2nd hop
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(b) QQ-plot for 2nd hop
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(c) Jitter histogram for 3rd hop
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(d) QQ-plot for 3rd hop
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(e) Jitter histogram for 4th hop
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(f) QQ-plot 4th for hop

Figure 4.1: Jitter histogram and qq-plot based on 14000 samples

In addition, figure 4.2 summarizes the jitter histogram and it is probability density func-
tion for hop 2, hop 3 and hop 4 with their parameter values.

The results obtained from the above experiments are really motivating and it might
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Figure 4.2: A Jitter histogram for 2,3 and 4 hops based on 14000 samples

be exploited to model and propose some solutions for several problems in wireless sensor
networks. Moreover, this result allows to reduce the problem of quantile estimation (which
is much harder and more memory-intensive than the estimation of averages [9, Sec. 9.5]) to
the problem of estimating the variance of a normal distribution.
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Chapter 5

Estimation

Recall from Section 4.2 that the random variable of the jitter is modeled as normal distribution
and the parameters model of this distribution are determined by the mean and the variance.
Thereby, we can exploit these interesting results and design an estimator for the parameters
model. The following two estimators in which the current estimate depends on the previous
estimate and the current measurement are called recursive estimator.

5.1 Mean estimator

Given k measurements of packet inter-arriving time Xi the sample mean is

X̂k =
1
k

k∑

i=1

Xi (5.1)

Suppose that X̂k has been computed based on measurements Xi for i=1,....,k. Now one
more measurement Xk+1 is made. The new sample mean is computed as :

X̂k+1 =
1

k + 1

k+1∑

i=1

Xi (5.2)

X̂k+1 can be computed in terms of X̂k and Xk+1 by proceeding as follows.

X̂k+1 =
k

k + 1

(
1
k

k∑

i=1

Xi

)
+

1
k + 1

Xk+1

=
k

k + 1
X̂k +

1
k + 1

Xk+1

So that the estimator for the mean is:

X̂k+1 = X̂k +
1

k + 1

(
Xk+1 − X̂k

)
(5.3)

The random variable (packet inter-arrival time) is denoted by x(k) and its estimated value
of the mean is denoted by x̂(k).
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5.2 Variance estimator

A recursive method can also be found to computer an estimator for the variance:

σ2
k+1 = σ2

k +
1

k + 1

[
k

k + 1
(Xk+1 − X̂k)2 − σ2

k

]
(5.4)
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Chapter 6

Evaluation and result

We performed several experimental runs to evaluate our proposed schemes. The same ex-
periment configuration and setup as elucidated in section 2 is utilized. We use the following
parameters to evaluate the proposed schemes:

1. The first two parameters are mean and variance. These two parameters are combined
to determine an appropriate sleep and wakeup time windows depending on a given
performance requirements.

2. Stopping rule, which decides whether to continue or stop the acquisition state based on
a prescribed number of packets.

3. Maximum allowable packets loss for each individual node, which tradeoffs between
energy usage and packet loss rate.

6.1 Simulation

In order to evaluate our approach, we conduct a trace driven simulation study based on real
data collected from sensor nodes measurements. The evaluation consists of using real traces
as an input to the simulation. These traces were taken from each forwarder node and contain
the packets arrival times as well as the sequence number of the packets. Our approaches and
algorithms are implemented and evaluated through Matlab version 7.1.

Figure 6.1 illustrates a simplified simulation model for non-adaptive and adaptive schedul-
ing. For both, the acquisition state starts by initializing the mean and the variance to zeros.
The initialization of model parameters are applied to each hop independently and each hop
estimates the values of the parameters model. The end of this state is determined by a stop-
ping rule (must be explicitly stated) as described in section 3.2. After the acquisition state
is converged and before entering the operational state a value of allowable loss rate should
be specified based on the application performance requirements. In the operational state the
sleep and wakeup times scheduling is applied by selecting an appropriate windows for sleep
and wakeup times as discussed in section 3.2. During this phase each node locally monitors
its packet loss and reacts based on the specified policy. In the first scenario non-adaptive
scheduling as shown in figure 6.1 if the policy equals ”A” then, the estimator algorithms
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Figure 6.1: Simulation model

run only once and no adaptation of the parameters model are performed, regardless of the
packet loss rate. This policy provides a basis for evaluating the advantage of the other policy
that does adapt. In the other hand if the policy equals ”B” as shown in the same figure
6.1 then, the second scenario is applied, in which each forwarder continuously updates the
estimate values and adapts its sleep and wakeup windows accordingly, without reentering the
acquisition state again.

6.2 Results

In this section we present the simulation results of the proposed algorithms. We present our
simulation result into the following scenarios: scheduling based on real parameters values,
Non-adaptive scheduling, and adaptive scheduling.

6.2.1 Scheduling based on real parameter values

We start by examining the effect of using the real values of model parameters. The observed
sample size of 9000 packets for each hop were taken independently from a real measurement
with expected value of 1024ms for each hop and variance values of 31ms, 46ms, 62ms for hop
2 , hop 3 and hop 4, respectively as shown in table 6.1.

Table 6.1 shows the result of wakeup times based on requested allowable loss rate of 2%
and 5%, respectively using the real values.
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Hop Sample Real mean[ms] Real variance[ms]
2 9000 1024 31
3 9000 1024 46
4 9000 1024 62

Table 6.1: Full statistics without consideration of sleeping activities

Real values Operational state Fraction of
Hop µ[ms] σ[ms] Lmax Sample Loss % loss Wakeup Sleep
2 1024 31 2% 9000 180 2.00 0.0253 0.9747
3 1024 46 2% 8820 111 1.26 0.0309 0.9691
4 1024 62 2% 8709 76 0.87 0.0358 0.9642
2 1024 31 5% 9000 310 3.44 0.0217 0.9783
3 1024 46 5% 8690 246 2.83 0.0266 0.9734
4 1024 62 5% 8444 223 2.64 0.0308 0.9692

Table 6.2: Results for wakeup scheduling based on real parameter values

The result achieved in this scenario could be used to evaluate the reliability of the following
scenarios.

6.2.2 Non-adaptive scheduling

Tables 6.3 and 6.4 summarize the results of the non-adaptive scheduling scenario for 2% and
5% allowable loss rates, respectively. The first column lists the hop number being examined,
the second column shows the stopping rule based on prescribed number of packets and the last
two columns in the acquisition state show the estimate of mean and the variance parameters.
In the operational state the Lmax column specifics the allowable loss rate, the subsequence
columns lists the number of packets being transmitted for each hop, the frequency of packet
losses, and the packets loss rate, respectively.

It is easy to see from the below tables that (a) from one hop to the next hop the fraction
of wakeup times do not vary too much. (b) The first hop has the highest fraction of sleeping
times and (c) within every hop you can see the trade off between acquisition state and the
energy consumption. It is also clear that the fraction of sleep times is increasing tell 30
packets in the stopping rule then it goes slightly down and it behaves almost the same for all
the hops.
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Acquistion state Operational state Fraction of
Hop Stopping rule µ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep
2 10 1024.2 24.524 2% 9000 310 3.44 0.0225 0.9775
2 20 1024.1 30.428 2% 9000 176 1.96 0.025063 0.9749
2 30 1024 29.045 2% 9000 180 2.00 0.024487 0.9755
2 50 1024.1 30.522 2% 9000 177 1.97 0.025102 0.9749
2 70 1024.1 30.832 2% 9000 139 1.54 0.025229 0.9748
2 100 1024.1 31.476 2% 9000 138 1.53 0.025491 0.9745
3 10 1024.3 29.501 2% 8690 396 4.56 0.024678 0.9713
3 20 1024 44.582 2% 8824 110 1.25 0.030337 0.9697
3 30 1023.9 44.562 2% 8820 110 1.25 0.03033 0.9697
3 50 1024 44.586 2% 8823 110 1.25 0.030339 0.9697
3 70 1024.1 45.725 2% 8861 120 1.35 0.030724 0.9693
3 100 1024.1 46.733 2% 8862 120 1.35 0.031061 0.9689
4 10 1024.1 45.023 2% 8294 176 2.12 0.030487 0.9692
4 20 1024 46.154 2% 8714 318 3.65 0.030867 0.9691
4 30 1023.9 50.597 2% 8710 203 2.33 0.032319 0.9677
4 50 1024 55.467 2% 8713 121 1.39 0.033839 0.9662
4 70 1024 54.951 2% 8741 122 1.40 0.033681 0.9663
4 100 1024 55.921 2% 8742 130 1.49 0.033977 0.966

Table 6.3: Non-Adaptive scheduling for 2% allowable loss rate

Acquistion state Operational state Fraction of
Hop Stopping rule µ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep
2 10 1024.1 24.524 5% 9000 638 7.09 0.019344 0.9807
2 20 1024.1 30.428 5% 9000 400 4.44 0.021547 0.9785
2 30 1024 29.045 5% 9000 503 5.59 0.021052 0.9789
2 50 1024.1 30.522 5% 9000 401 4.46 0.021581 0.9784
2 70 1024.1 30.832 5% 9000 406 4.51 0.02169 0.9783
2 100 1024.1 31.476 5% 9000 307 3.41 0.021915 0.9781
3 10 1024 29.501 5% 8362 596 7.13 0.021217 0.9788
3 20 1024 44.582 5% 8600 218 2.53 0.026082 0.9739
3 30 1023.9 44.562 5% 8497 198 2.33 0.026076 0.9739
3 50 1024 44.586 5% 8599 218 2.54 0.026083 0.9739
3 70 1024.1 45.725 5% 8594 218 2.54 0.026414 0.9736
3 100 1024.1 46.733 5% 8693 243 2.80 0.026704 0.9733
4 10 1023.9 45.023 5% 7766 261 3.36 0.026211 0.9738
4 20 1024 46.154 5% 8382 456 5.44 0.026538 0.9735
4 30 1023.9 50.597 5% 8299 302 3.64 0.027786 0.9722
4 50 1024 55.467 5% 8381 318 3.79 0.029092 0.9709
4 70 1024 54.951 5% 8376 319 3.81 0.028957 0.971
4 100 1024 55.921 5% 8450 333 3.94 0.029211 0.9708

Table 6.4: Non-Adaptive scheduling for 5% allowable loss rate
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6.2.3 Adaptive scheduling

Tables 6.5 and 6.6 list the results obtained by continually updating the parameters estimate
for 2% and 5% allowable loss rate, respectively. The first column lists the hop number
being examined, the second column shows the stopping rule based on prescribed number of
packets and the last two columns in the acquisition state show the estimate of mean and the
variance parameters. In the operational state the Lmax column specifics the allowable loss
rate, the subsequence columns lists the number of packets being transmitted for each hop,
the frequency of packet losses, and the packets loss rate, respectively.

Acquistion state Operational state Fraction of
Hop Stopping rule µ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep
2 10 1024.1 24.524 2% 9000 141 1.57 0.025291 0.9747
2 20 1024.1 30.428 2% 9000 138 1.53 0.025291 0.9747
2 30 1024 29.045 2% 9000 141 1.57 0.025291 0.9747
2 50 1024.1 30.522 2% 9000 139 1.54 0.025291 0.9747
2 70 1024.1 30.832 2% 9000 141 1.57 0.025291 0.9747
2 100 1024.1 31.476 2% 9000 140 1.56 0.025291 0.9747
3 10 1024 29.501 2% 8859 98 1.11 0.030875 0.9691
3 20 1024 44.582 2% 8862 96 1.08 0.030875 0.9691
3 30 1023.9 44.562 2% 8859 96 1.08 0.030875 0.9691
3 50 1024 44.586 2% 8861 96 1.08 0.030875 0.9691
3 70 1024.1 45.725 2% 8859 96 1.08 0.030875 0.9691
3 100 1024.1 46.733 2% 8860 96 1.08 0.030875 0.9691
4 10 1023.9 45.023 2% 8761 93 1.06 0.035749 0.9643
4 20 1024 46.154 2% 8766 92 1.05 0.035749 0.9643
4 50 1023.9 50.597 2% 8763 90 1.03 0.035749 0.9643
4 30 1024 55.467 2% 8765 88 1.00 0.035749 0.9643
4 70 1024 54.951 2% 8763 89 1.02 0.035749 0.9643
4 100 1024 55.921 2% 8764 90 1.03 0.035749 0.9643

Table 6.5: Adaptive scheduling for 2% allowable loss rate
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It is clear from the adaptive scheduling results that target packet loss rate has been
improved and has never exceed the requested allowable loss rate however, this at the cost of
wakeup times.

Acquistion state Operational state Fraction of
Hop Stopping rule µ̂[ms] σ̂[ms] Lmax Sample Loss % loss Wakeup Sleep
2 10 1024.1 24.524 5% 9000 328 3.64 0.021743 0.9783
2 20 1024.1 30.428 5% 9000 317 3.52 0.021743 0.9783
2 30 1024 29.045 5% 9000 322 3.58 0.021743 0.9783
2 50 1024.1 30.522 5% 9000 318 3.53 0.021743 0.9783
2 70 1024.1 30.832 5% 9000 323 3.59 0.021743 0.9783
2 100 1024.1 31.476 5% 9000 319 3.54 0.021743 0.9783
3 10 1024 29.501 5% 8672 237 2.73 0.026544 0.9735
3 20 1024 44.582 5% 8683 234 2.69 0.026544 0.9735
3 30 1023.9 44.562 5% 8678 234 2.70 0.026544 0.9735
3 50 1024 44.586 5% 8682 234 2.70 0.026544 0.9735
3 70 1024.1 45.725 5% 8677 234 2.70 0.026544 0.9735
3 100 1024.1 46.733 5% 8681 234 2.70 0.026544 0.9735
4 10 1023.9 45.023 5% 8435 218 2.58 0.030734 0.9693
4 20 1024 46.154 5% 8449 218 2.58 0.030734 0.9693
4 50 1023.9 50.597 5% 8444 217 2.57 0.030734 0.9693
4 30 1024 55.467 5% 8448 214 2.53 0.030734 0.9693
4 70 1024 54.951 5% 8443 215 2.55 0.030734 0.9693
4 100 1024 55.921 5% 8447 216 2.56 0.030734 0.9693

Table 6.6: Adaptive scheduling for 5% allowable loss rate
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Chapter 7

Related work

Wireless sensor networks are typically battery powered devices, therefore minimizing the
energy usage is one of the main issues in WSN. In reality, the network lifetime depends on
energy consumption performed at each sensor node. Thus, to extend the lifetimes of the
WSN an efficient power management protocols must be considered in the design process of
both hardware and software. Since the transceiver consumes the most energy and almost the
same level of energy in idle, transmit and receive modes [19], [14], [3], therefore it is useful
to enable the nodes to operate in low duty cycle. There are a great deal of research has
been done in scheduling the duty cycle of wireless sensor nodes. Depending on the type of
applications, difference approaches often have different assumptions.

Researchers may have different assumptions when developing wake up scheduling algo-
rithms, this includes but not limited to, type of traffic, transmission range, time synchroniza-
tion, location information, distance information, also there are different assumption about
network topology, deployment strategy, and density of the multi-hop network. Despite the
fact that all of the approaches of designing power management protocols have a common ob-
jective which is to maximize network lifetime they may have different objectives determined
by some tradeoffs. Most power management protocols typically done in the MAC layer ([4],
[20],[17], [19], [13], etc), few of them in both network layer ([8], [19],[18], etc), and application
layer ([1], [10], etc). Our approach focuses of enabling the forwarder nodes to estimate the
traffic period and its jitter. By obtaining this information, we design a distributed sleep-
/wakeup scheduling algorithm that enable the forwarder nodes locally wakeup or sleep just
at the right time. Moreover, our approach is independent from any MAC protocols. It is a
general approach that could performs on top of any MAC protocol. We have identified our
approach to be MAC independent, adaptive and decentralized wakeup scheduling to enable
the wireless sensor network to be adaptive to the periodic traffic characteristics and flexible
in term of controlling and balancing between packet loss and energy consumption depending
upon the performance requirements.

To the best of our knowledge, the adaptation of sleep periods to the estimated traffic
period and jitter subject to prescribed packet loss requirements has not been considered so
far in the literature.
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Chapter 8

Conclusion and future work

In this research report we proposed a new scheme of extending the sleep times of wireless
sensor nodes online and in decentralized way to save energy usage and consequently prolonging
the network lifetimes. This approach is suitable for a number of applications, i.e. data
collection and monitoring applications in which nodes have to send their data periodically
to sink node thought a number of intermediate nodes. In our approach, the forwarder nodes
compute a local estimate of both the traffic period and the jitter. The extra work of period
estimation that forwarders do could save the source node from explicitly signaling the period
to forwarders, and furthermore it saves the whole network from maintaining a common time
base through a time synchronization protocol that lets all forwarders interpret the signaled
period in a consistent way.

The novelty of our approach is the adaptation of sleep periods to the estimated traffic
period and jitter subject to prescribed packet loss requirements. Moreover, we adjoin mech-
anisms to the proposed scheme that allow to update the period and jitter estimates and to
react to packet losses.

We also studied the jitter distribution by conducting several experimental runs, measuring
the jitter varying for example the number of hops in the multi-hop network and the packet
generation period. Then we hit upon a theoretical distribution that fit the random variables
of the jitter and exploited the characteristic of the jitter distribution to design and implement
estimation algorithms. We used theoretical analysis, real raw measurements and simulation
experiments to evaluate our proposed algorithms. Our proposed solution showed that by
adapting the sleep cycles into the observation loss rate would indeed result in a significant
energy saving and thus achieving a long network lifetimes. Furthermore, we demonstrated
the results of the tradeoff between energy consumption and packet loss rate.

We are currently working one improving the estimation algorithms and testing the algo-
rithms under different conditions.
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