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Abstract

Today’s core networks are permanently powered on and consume non-negligible amount of en-
ergy. Traffic varies over time giving an opportunity to switch off or put into standby mode a subset
of network devices in order to save energy in low-demand hours. Line cards are targeted to be dy-
namically switched on and off since their activation and deactivation times are expected to be suffi-
ciently small, their power consumption is significant (400-500 W per line card), and a sufficiently
large set of line cards is usually installed in the network. The focus of this thesis is on Energy-
Aware Adaptive Routing Solutions (EA-ARSs) which utilize traffic variation, traffic rerouting and
sleep modes in order to save energy consumed by line cards in Internet Protocol (IP)-over-Wave-
length Division Multiplexing (WDM) networks.

We collect from publicly available sources (product data sheets, research articles, and databases)
extensive sets of realistic input data for the EA-ARSs that are crucial for energy saving, namely
traffic data and power consumption data of single network devices. Extensive sets of traffic matri-
ces containing traffic demands between all node pairs in the network cover periods of days, weeks,
and months with granularity of 5 min, 15 min, a day, and a month. Physical supply topologies
corresponding to the traffic matrices are reported too. The power consumption of single network
devices determines the amount of power that can be saved in the whole network by switching off
subsets of devices.

Using the realistic input data we estimate the potential power and energy saving assuming diffe-
rent levels of freedom of rerouting in an [P-over-WDM network. The proposed approaches Fixed
Upper Fixed Lower (FUFL), Dynamic Upper Fixed Lower (DUFL) and Dynamic Upper Dynamic
Lower (DUDL) differ with the possibility of rerouting of traffic demands over the logical (IP) to-
pology, and the possibility of rerouting of lightpaths over the physical topology. A Static Base
Network (SBN) is used as a starting point for EA-ARSs. The SBN determines devices installed
in the network. Sophisticated Mixed-Integer Linear Programming (MILP) formulations are used
for the SBN design as well as for DUFL and DUDL computations, which are highly complex
optimization problems. FUFL is a simple, fully distributed heuristic. Our results show that flex-
ibility of the IP routing (Dynamic Upper) contributes the most to the energy saving. Additional
flexibility of routing in the WDM layer (Dynamic Lower) brings marginal savings. The simple
approach FUFL brings significant savings, which are not as high as the savings brought by DUFL
though. Furthermore, they depend on the ratio of the maximum total traffic demand and the capac-
ity of a WDM channel. Spatial distribution of traffic demands also influences the energy savings
achieved with FUFL.

A set of evaluation criteria for EA-ARSs is proposed in order to determine the approaches which
have a chance to be implemented in an operational network of the future. In this context, an adap-
tive heuristic called Energy Watermark Algorithm (EWA) is proposed. EWA uses network con-
figuration from previous time period in order to calculate new network configuration. This speeds
up calculation of network configuration and reduces reconfiguration costs. Furthermore, EWA has
a set of parameters, which allows a network operator to find the preferred trade-off between energy



Abstract

saving and the Quality of Service (QoS) guarantees. EWA is compared with the Least Flow Algo-
rithm (LFA) and the Genetic Algorithm (GA) taking power and energy consumption, reconfigured
traffic, and overload ratio as evaluation metrics. The evaluation is performed on unique network
scenarios. Differently to related research, past traffic data is used to design the SBN (determin-
ing devices to be installed in the network and their configuration), and different future traffic data
is used to evaluate EWA, LFA and GA starting from the SBN designed with a modified version
of GA. EWA outperformed LFA and achieved results similar to the GA, having lower computa-
tion times and smoother changes of power consumption. The overload is marginal, and observed
mainly in the initial phase of the evaluation, when EWA could not use the network configuration
from previous time period, but started from the overprovisioned configuration with all devices
powered on.

Implementation issues including control and management planes are discussed in this thesis as
an outlook toward future work. FUFL and DUFL have been demonstrated on an IP-over-Gigabit
Ethernet (GbE) testbed using off-the-shelf equipment. No traffic loss is observed.

An extensive survey of related work is provided in this thesis, where a class of EA-ARSs is
distinguished from the class of Energy-Aware Network Design (EA-ND) approaches. For both
EA-ARSs and EA-ND classes, we distinguish approaches targeting devices in the IP, WDM and
in both layers for energy saving.
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Zusammenfassung

Heutige Kernnetze sind permanent in Betrieb und verbrauchen erhebliche Mengen an Energie.
Der Datenverkehr schwankt iliber die Zeit. Um in Zeiten geringen Datenverkehrs Energie zu
sparen, konnen Netzwerkkomponente in einen Schlafmodus mit geringem Energieverbrauch oder
komplett abgeschaltet werden. Bei nédherer Betrachtung der Netzwerkkomponenten verbrauchen
Leitungskarten (engl. line cards), die in hoher Anzahl in einem Netzwerk installiert sind, einen sig-
nifikanten Anteil an Energie (Leistung von 400-500 W pro line card). Da geringe Aktivierungs-
und Deaktivierungszeiten fiir die Leitungskarten erwartet werden, sollen sie dynamisch ein- und
ausgeschaltet werden. Der Schwerpunkt dieser Dissertation liegt in Energy-Aware Adaptive Rout-
ing Solutions (EA-ARSs), die Verkehrsschwankung, Wegewahl und Schlafmodi anwenden, um
durch die Leitungskarten verbrauchte Energie in Internet Protocol (IP)-over-Wavelength Division
Multiplexing (WDM) Netzwerken zu sparen.

Wir sammeln aus 6ffentlich zugénglichen Quellen (Datenblittern der Hersteller, wissenschaft-
liche Veroffentlichungen, Datenbanken) umfangreiche und fiir das Energiesparen kritische Ein-
gangsdaten, nimlich Daten iiber Verkehrsbedarf und Leistungsverbrauch einzelner Netzwerkkom-
ponenten. Die Verkehrsdaten bestimmen die Stunden des niedrigen Datenverkehrs. Umfangre-
iche Sitze von Verkehrsmatrizen protokollieren den Datenverkehr zwischen allen Knotenpaaren
in Zeitrdumen von Tagen, Wochen und Monaten mit der Granularitdt von 5 Minuten, 15 Minuten,
einem Tag und einem Monat. Die Netzwerktopologien, die den Verkehrsmatrizen zugrunde liegen,
sind ebenfalls in dieser Dissertation dokumentiert. Der Leistungsverbrauch einzelner Netzw-
erkkomponenten bestimmt den Leistungsverbrauch, der durch Abschalten von Teilmengen der
Netzwerkkomponenten gespart werden kann.

Unter Verwendung der realistischen Eingangsdaten wurde das Potenzial der Leistungs- und En-
ergieersparnis abgeschitzt, das sich durch Rerouting mit verschiedenen Freiheitsgraden in einem
IP-over-WDM Netzwerk ergibt. Insbesondere unterscheiden sich die vorgeschlagenen Ansitze
Fixed Upper Fixed Lower (FUFL), Dynamic Upper Fixed Lower (DUFL) und Dynamic Upper
Dynamic Lower (DUDL) in den Moglichkeiten des Reroutings des Verkehrsbedarfs iiber die lo-
gische (IP) Topologie und des Reroutings von Lichtpfaden iiber die physikalische Topologie. Ein
statisches Basisnetzwerk (engl. Static Base Network (SBN)) wird als Startpunkt fiir EA-ARSs be-
nutzt. Das SBN bestimmt die im Netzwerk installierte Netzwerkkomponente. Bei der Bestimmung
von SBN als auch bei den DUFL und DUDL Berechnungen wurden komplexe Verfahren zur Opti-
mierung basierend auf einer Mixed-Integer Linear Programming (MILP) eingesetzt. FUFL ist eine
einfache, vollig dezentralisierte Heuristik. Unsere Ergebnisse zeigen, dass IP Rerouting (Dynamic
Upper) zu der groten Energieersparnis fiihrt. Eine zusitzliche Flexibilitdt von Routing in der
WDM Schicht hat nur eine marginale Energieeinsparung zur Folge. Der einfache Ansatz FUFL
bringt wesentliche Energieeinsparung, die jedoch nicht so hoch wie die durch DUFL erbrachte
Energieeinsparung ist. Dariiber hinaus hiingt die Energieersparnis vom Verhiltnis zwischen dem
maximalen totalen Verkehrsbedarf und der Kapazitit eines WDM Kanals ab. Auch die Verteilung
des Verkehrsbedarfs beeinflusst die erreichbare Energieersparnis von FUFL.
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Zusammenfassung

Ein Satz von Kriterien zur Evaluierung fiir EA-ARSs wurde vorgeschlagen, um die Eignung
einer Implementierung von EA-ARSs in einem zukiinftigen Netzwerk prognostizieren zu konnen.
In diesem Zusammenhang wurde eine adaptive Heuristik namens Energy Watermark Algorithm
(EWA) vorgeschlagen. EWA benutzt die Netzwerkkonfiguration aus der vorherigen Zeitperiode,
um eine neue Netzwerkkonfiguration zu berechnen. Das beschleunigt die Berechnung der Net-
zwerkkonfiguration und reduziert Kosten, die bei der Umkonfiguration entstehen. Dariiber hin-
aus verfiigt EWA iiber einen Satz von Parametern, die dem Netzwerkoperator einen Kompro-
miss zwischen dem Energiesparen und der bevorzugten Dienstgiite ermoglicht. EWA wird mit
dem Least Flow Algorithm (LFA) und Genetic Algorithm (GA) verglichen, im Hinblick auf Leis-
tungsverbrauch, Energieverbrauch, Verkehr der umgeleitet werden muss und Uberlastquotient. Die
Evaluierungsstudie wurde an spezifischen Netzwerkszenarien durchgefiihrt. Es wurden jeweils
verschiedene Verkehrsdaten zur Bestimmung der SBN und zur Evaluierung der betrachteten Algo-
rithmen benutzt. EWA iibertraf LFA und hat (mit geringerer Rechenzeit und feineren Anderungen
der Leistung) vergleichbare Ergebnisse zum GA erzielt. Die Uberlast war marginal und wurde
hauptsichlich in der Anfangsphase der Evaluierung beobachtet, als EWA keine Netzwerkkonfig-
uration aus der vorherigen Zeitperiode benutzen konnte, sondern startete von einer iiberméfBigen
Konfiguration in der alle Gerite eingeschaltet waren.

Implementierungsaspekte inklusive Steuerungs- und Verwaltungsebenen werden in dieser Dis-
sertation im Hinblick auf zukiinftige Arbeiten diskutiert. FUFL und DUFL wurden in einer
IP-over-Gigabit Ethernet (GbE) Testumgebung mit auf dem Markt erhéltlichen Standardgeriten
demonstriert. Kein Verkehrsverlust wurde beobachtet.

In der Dissertation wird ein ausfiihrlicher Uber-blick iiber die Thematik gegeben. In dem
Uberblick werden #hnliche Arbeiten besprochen und klassifiziert. Insbesondere werden Ansiitze
der EA-ARSs und des Energy-Aware Network Design (EA-ND) klassifiziert. Fiir beide Klassen
wird analysiert, welche Gerite jeweils in der IP Ebene, der WDM Ebene oder in beiden Ebenen
kombiniert ausgeschaltet werden konnen, um Energie zu sparen.
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1 Introduction

1.1 Motivation

It was a late evening in Volos, Greece. “Where are we going out for dinner?”. This is a question
frequently asked by many people for many, many years... It was Sofie who asked it this time.
Everybody looked at their smartphones. “Is there any WLAN available?”. Yes, there was. Since
Bart had the smartest smartphone, he started searching for the location of a restaurant suggested
by Sofie. He used the energy of his smartphone, the energy of an Access Point (AP) in the hotel,
the energy of switches, routers, search engines,... The address was however difficult to find on the
web, so we eventually found out that it was easier to ask for the information at the reception desk.

Information and Communication Technologies (ICTs) are changing our lives. They change the
way we think. They often make our lives easier, but have some drawbacks. Energy consumption
is one of the aspects that has to be taken into account when developing newer and newer ICTs.
The ICTs undoubtedly allow us to save fuel needed to commute if there were no Internet banking,
online shops, etc., however the increasing amount of information that is exchanged via the Internet
enforces increase of energy consumed by the ICTs [9]. Therefore many efforts are currently put
into reduction of energy consumed by ICTs.

This work focuses on core networks, which provide high capacity links between Internet Pro-
tocol (IP) routers. The edge core IP routers aggregate traffic originating from access and metro
networks. A general view on the hierarchy of telecommunications networks is provided in Fig. 1.1.

The hierarchy of telecommunications networks can be coarsely compared to the system of vehi-
cle roads. The core IP links can be compared to highways, which carry (vehicle) traffic originating
from estate alleys (access), and passing through city streets and country lanes (metro). Various
technologies can be used to realize the networks at different hierarchy levels. E.g., Wavelength
Division Multiplexing (WDM) or elastic networks can be used in the core, Synchronous Optical
NETworking (SONET)/Synchronous Digital Hierarchy (SDH) or Metro Ethernet can be used in
the metro level, and Passive Optical Network (PON), x Digital Subscriber Line (xDSL) or wireless
technologies such as Long Term Evolution (LTE) can be used in the access. While the access
networks are the biggest energy consumer in the hierarchy of networks nowadays, this is expected
to change [10]. The access technology moves from xDSLs to PONs offering high bit rates directly
to the end users. This will result in the increase of data transmitted and received by the end users,
but no significant increase in the number of end users themselves (at least in the developed coun-
tries). This process will be reflected in the traffic flowing through the core. Power consumption
of single core devices ranges from several Watts up to hundreds of kiloWatts [5, 6, 11]. Despite
the numerous devices deployed in the access, the major power fraction is thus expected to move to
the core, which justifies our closer look at this part of telecommunications networks. Furthermore,
core devices are easier to manage because they are usually owned by a single operator and their
number is significantly lower than the number of access devices.
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Figure 1.1: General view on the hierarchy of telecommunications networks with exemplary tech-
nologies to realize them [1].

1.2 Scope of the energy saving techniques

We draw a general big picture of the various ways of reducing energy consumption of a core
network before setting the focus of this work. The various ways of reducing energy consumption
of a core network can be classified as follows [12—15]:

1. Power-Efficient Architectures

Although the term “architecture” is used in many different contexts, it is related to the most
fundamental decisions in this work. It specifies the number and types of layers in the net-
work, the technologies used in the network (e.g., SDH, WDM, Ethernet), and functions
performed by the network. Furthermore, the required level of protection against failures
needs to be specified.

Power-efficient architecture concerns also the traffic. Shall different classes of traffic be
distinguished? Where can content be placed? Can the content be cached? Policies for

routing of the traffic (e.g., is the Multi Path Routing (MPR) allowed?) need to be specified
as well.

Translucent IP-over-WDM and transparent [P-over-WDM are two exemplary network ar-

chitectures. The choice of one or another influences the overall energy consumption of the
network [16].

2. Power-Efficient Devices

Energy consumption of a core network is a sum of energy consumed by each device installed
in the network. The most straight-forward way to reduce the energy consumption of the
network is therefore to improve each device. Vendors of the network devices try to reduce
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Figure 1.2: Fluctuation of traffic (total demand) over time.

their power consumption using e.g., improved Central Processing Units (CPUs) with new
silicon technologies [12], or new memory technologies like Ternary Content-Addressable
Memory (TCAM) [12, 14]. Introduction of sleep modes and making power consumption of
a device dependent on load are other ways of reducing the power consumed by a network
device. The reduction of power consumption of each device is then reflected in the overall
energy consumption of a network.

3. Energy-Aware Network Design

The objective of limited energy consumption of a network can be taken into account at
the design stage of the network, where the most power-efficient network devices and routing
strategies are considered for installation. The choice of devices that should be installed in the
network as well as their configuration should aim at the reduction of energy consumption.
The network design strategies may consider usage of sleep modes in low-demand hours.
In a similar way, smart geographical placement of network devices can be considered in
order to e.g., reduce the energy consumed by cooling devices. A more global perspective
would include manufacturing and disposal of network devices, usage of renewable energy,
energy spent on maintenance or transmission of energy from the electrical grid to the network
devices.

4. Adaptation in high-low demand hours

Traffic varies over time (Fig. 1.2). Core networks transport traffic arriving from metro and
access networks. Therefore traffic exchanged between pairs of IP routers in core networks
is aggregated, and thus much smoother than traffic in the access. Networks are often di-
mensioned to carry traffic during peak hours [17]. However, the deployed capacities remain
underutilized during low-demand hours, what offers the possibility to save energy by de-
activating idle devices. Moreover, the number of idle devices can be increased by dynamic
reconfiguration of the network including smart rerouting of traffic demands. Rate adaptation,
proxying and virtualization are other ways of adapting the network to the changing traffic in
the network [15].
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5. Reduction of transmitted data

Putting network devices into sleep mode reduces the power consumption of the network.
However, reduced number of network devices usually forces single IP packets to traverse
longer paths from their origin to their target. Effectively, the traffic transported by the net-
work increases. Although power consumption of core devices is barely dependent on load
nowadays [19, 20], this may change in the future. Therefore, usage of sleep modes should
take into account the increase of the traffic traversing the network.

Another way of reducing the amount of traffic in the core network is to reduce it at its
origin. The data sent or requested by an end-user sitting in front of his/her computer can be
compressed before it is sent out at its origin [12]. Furthermore, each end-user may consider
if the traffic that he or she generates is really necessary. This would require however actions
beyond the core network or influence of network operator on user data at intermediate stages
of transported data.

1.3 Thesis focus and goals

The focus of this work is set on adaptation of transparent IP-over-WDM networks to the changing
traffic in order to save energy. The complexity of these networks is related not only to multiple
layers (IP and WDM), but also to traffic grooming, routing of traffic over the IP layer, and re-
alization of the topology seen at the IP layer by the WDM layer. Furthermore, the management
and control planes are discussed within this thesis, as the mechanisms needed to implement the
adaptive energy saving schemes on a real network.

The following research challenges are addressed in this thesis. First, we pose the question
about potential energy savings that can be theoretically achieved in the transparent IP-over-WDM
networks by switching off line cards in low-demand hours. Second, we estimate savings that can be
achieved with heuristic approaches, which are more realistic to be used in real network operation.
Eventually, we check the possibility of implementation of the adaptive energy saving schemes
looking at the control and management planes.

More in depth, we look at the possibilities of saving energy during low-demand hours, where
it is possible to dynamically change the configuration of the network according to the changing
traffic demands. There are different types of devices in the network such as Optical Line Am-
plifiers (OLAs), Optical Cross-Connects (OXCs), line cards and IP routers. We focus on the
energy consumed by line cards and transponders which are potentially connected to them. The
line cards and transponders are responsible for Optical-Electrical-Optical (OEO) and Electrical-
Optical-Electrical (EOE) conversion which require high power. At the same time, these devices
are expected to have sufficiently small activation/deactivation times for dynamic operation [21].

The idea is to find a balance from the power-efficiency perspective between bypassing the power-
hungry line cards and grooming traffic into as few links (lightpaths) as possible, which allows high
utilization of the capacities installed in the network. At the same time, a set of constraints needs to
be taken into account, just to mention Quality of Service (QoS) and protection against failures.

Network resources are often doubled for (1+1) protection purposes. We do not consider this
type of resources in this work, although the proposed algorithms could be used for that part of core
networks as well.
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We leave aside the choice of network architecture, improvement of the devices themselves,
and the reduction of transmitted data, mentioned in Section 1.2. The focus of this thesis is on
adaptation of the network in the high-low demand hours, however the Energy-Aware Network De-
sign (EA-ND) is also partially tackled in order to ensure that the energy savings achieved through
the sleep modes in low-demand hours are not due to high power-inefficiency of the network de-
signed in power-unaware fashion.

1.4 Thesis contributions

The first main contribution of this thesis is a collection of realistic network scenarios to evaluate en-
ergy saving approaches. In particular, we gathered extensive information about power consumption
of single network elements, information about realistic network topologies, and traffic originating
from measurements, which describe traffic exchanged between all network nodes evolving over
time (days, weeks, months). Particularly the information about traffic is critical for the evaluation
and extremely difficult to obtain.

The second main contribution of this thesis, is the evaluation of potential of energy saving using
Energy-Aware Adaptive Routing Solutions (EA-ARSs) considering different levels of rerouting in
the IP and WDM layers of an [P-over-WDM network. We found out that a flexibility of rerouting
of IP traffic demands over the topology seen at the IP layer (a logical topology) contributes the most
to the saving of energy consumed by line cards. Additional flexibility of routing at the WDM layer
does not provide significant further savings. No flexibility of rerouting provided in the simple,
fully distributed approach called Fixed Upper Fixed Lower (FUFL) still allows for energy saving.
The savings achieved with FUFL depend on spatial distribution of traffic demands as well as on
the ratio between the total demand and the granularity of capacity of logical links.

The third main contribution of this thesis is a proposal and evaluation of an adaptive heuristic
called Energy Watermark Algorithm (EWA). EWA utilizes the freedom of IP routing and the
adaptation of logical topology. At the same time, it is adaptive in nature by modifying the current
network configuration, and not computing a completely new one. The adaptivity influences EWA
computation time, which is important for its live operation. We showed that significant energy
savings can be achieved with EWA keeping the reconfiguration costs low. Clear triggering events
have been defined so that the network can timely react on the increase or decrease of the traffic
finding a balance between energy saving and QoS. The following assumption was made in the
EWA evaluation: different (past) traffic data was used to determine network devices installed in
the network (network design), and different (future) traffic data was used to determine the devices
deactivated in low-demand hours (network operation). This realistic assumption is rarely followed
in the related work.

Eventually, two of the proposed approaches FUFL and Dynamic Upper Fixed Lower (DUFL)
have been demonstrated on an [P-over-Gigabit Ethernet (GbE) testbed showing that it is possible to
remotely manage and control a network in a dynamic manner, so that energy is saved and no traffic
is lost. Extensions that need to be made in the management and control planes are discussed in
the context of [P-over-WDM networks, focusing mainly on the Generalized MultiProtocol Label
Switching (GMPLS) mechanisms.
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1.5 Thesis outline

The outline of this work is as follows. Background information including network model is pre-
sented in Chapter 2. It provides an overview of the type of network that we look at. It contains
the terminology and definitions used throughout the thesis, including the fundamentals of the tech-
nologies used in an IP-over-WDM network and interrelations between the layers. Moreover, the
key input data for the considered energy saving approaches is discussed, i.e., power and traffic.
First, the power consumption data of single network devices is crucial for the estimation of the
energy savings that can be achieved with any energy saving approach [5]. Second, sleep modes of
network devices can be utilized in low-demand hours. Therefore realistic data describing dynami-
cally changing traffic demands between all node pairs [4] is crucial for any energy saving solution.
The traffic data is accompanied with network topology information.

Next, the related work is surveyed in Chapter 3. In particular the Energy-Aware (EA) approaches
to network design (EA-ND) and to adaptive usage of sleep modes in low-demand hours (EA-ARSs)
are presented. Solutions targeting devices in WDM, IP and both layers are distinguished. The aim
of this chapter is to provide an overview of the flourishing green backbone networking research,
and to identify the contributions of this thesis.

Using the network model and key input data described in Chapter 2, the potential of energy
savings is estimated in Chapter 4. Capital Expenditures (CapEx)-minimized network is used as
a reference, i.e., as a Static Base Network (SBN). Three different approaches for determining
the network elements to be switched off in the low-demand hours are proposed. They differ by the
level of freedom of rerouting in IP and WDM layers. Two of the three approaches (Dynamic Upper
Dynamic Lower (DUDL) and DUFL) are Mixed-Integer Linear Programming (MILP) problems
which require long computation time (in the context of dynamically changing traffic) to find a
solution. The third solution FUFL is a simple, quick and fully distributed heuristic.

Differently from the contribution in Chapter 4, the heuristic solution EWA proposed in Chapter 5
explicitly addresses several constraints that an energy saving solution has to face in reality. This
includes limited computation time, reconfiguration costs, impact on QoS, and no knowledge of
future traffic.

The issues concerning implementability are discussed in Chapter 6. They include not only
the time required to compute network configuration, but also the methods for providing input
data for the computation and the methods for distributing the computed solution to all network
nodes as well as traffic monitoring, events triggering network reconfiguration, and the network
reconfiguration itself. Furthermore, related work on experimental activities is surveyed, and two
energy saving schemes are demonstrated on an [P-over-GbE testbed.

Chapter 7 concludes the main results of this thesis, and points out open issues for future research.
The list of symbols and publications containing parts of this work can be found in the Appendices,
together with bibliography and list of publications. Moreover detailed description of mathematical
models (DUFL and DUDL) and of an energy saving algorithm EWA as well as source data on
power consumption values and considered network topologies can be found in the Appendices.



2 Background

A model of an Internet Protocol (IP)-over-Wavelength Division Multiplexing (WDM) network is
presented in order to provide the understanding of the elements that can potentially be switched off
to save energy. Their functions and interrelations with each other and with traffic are explained.
The WDM layer is presented first. Description of the IP layer follows. Eventually, the multi-layer
perspective including traffic is presented. An overview of the network model can be seen in Fig. 2.1
assuming Generalized MultiProtocol Label Switching (GMPLS) as the control plane.

There are two fundamental issues which influence saving energy using adaptation of the network
configuration to the changing traffic demands over day and night. The first factor is related to the
power consumption of each network element itself, as it determines the amount of power that
can be potentially saved by switching this element off or putting it into sleep mode. The second
factor is the traffic itself. The shape of the curve showing variation of traffic over time (such
as in Fig. 1.2) determines the potential power and energy savings to a major extent. Therefore
both power consumption of single network elements and the traffic variability are discussed in this
chapter together with the network model.

2.1 WDM

Optical technologies offer high capacities. This is achieved thanks to the Wavelength Division
Multiplexing (WDM) technology, where multiple optical signals assigned to a unique wavelength
are multiplexed into a single fiber. Each optical signal is generated by an optical transmitter (e.g.,
semiconductor diode laser or Fabry-Parot laser [22]) and received by a receiver (e.g., PN or PIN
photodiodes [22]). Both the transmitter and the receiver are located in a transponder or a colored
line card (see Section 2.2).

The optical signals are added or dropped at the network nodes using Optical Cross-Connects
(OXCs).! An OXC has the ability to dynamically change its configuration. It can also pass the
optical signal from its input to its output. It is composed of arrays of mirrors, which can be
adjusted using Micro Electro-Mechanical Systems (MEMSs).

The optical signals that traverse the same fiber installed on a fiber link are multiplexed together.
A fiber can carry up to B multiplexed optical signals.? In order to overcome the attenuation, two
amplifiers called pre-amplifier and booster are used at the ends of each fiber. The pre-amplifier
and booster together with the multiplexer/demultiplexer are often referred to as WDM terminals,
which provide the interface between fibers and OXCs. The optical signal traversing a fiber needs to
be amplified every R kms by Optical Line Amplifiers (OLAs). Dynamic Gain Equalizers (DGEs)
are placed at some OLAs (e.g., at every fourth OLA [2]) to compensate for any channel power tilt

"Functionality of Reconfigurable Optical Add-Drop Multiplexers (ROADMs) and OXCs is very similar. We consis-
tently use the term “OXC” in this thesis.
2The notation table with symbols used throughout this thesis is available in Appendix A
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Figure 2.1: Model of the considered IP-over-WDM network in an exemplary configuration. Colors
of lightpaths determine wavelengths used by the lightpaths.

introduced by the OLAs, optical filters, or the Raman effect inside the transmission fiber [2]. We
assume that signal regeneration is done in the IP layer, and no dedicated regenerators are used.

The optical WDM channel originating and terminating in the transponders and traversing two
or more OXCs is called a lightpath. A lightpath may span multiple fiber links and has capacity
W bps. Each intermediate node traversed by the lightpath essentially provides an optical bypass
facility [22]. The lightpath can be assigned a unique wavelength on all physical links that it tra-
verses or wavelength converters can be used at intermediate nodes. The assignment of wavelength
and choice of the set of physical links that a lightpath traverses is referred to as a Routing and
Wavelength Assignment (RWA) problem.

The physical topology consists of physical nodes and fiber links. A fiber link consists of one
or more fibers. The physical supply topology (in contrast to the physical topology) determines the
nodes and links where network devices and fibers can be installed at the network design stage. The
physical topology is the topology, where network devices and fibers have already been installed in
the network design stage. All lightpaths between the same pair of nodes can traverse the same or
different paths (set of physical links). Each wavelength can be used only once at each fiber.

22 IP

The IP is the basic protocol of networking today providing procedures to allow data to traverse
multiple interconnected networks [23]. IP routers are installed in the nodes of the network.
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Figure 2.2: Router model with exemplary line cards and port cards [2].

A router model proposed in [2] is presented in Fig. 2.2. It consists of a basic node, slot cards
and port cards. The basic node includes the control plane and data plane software, switch matrix
power supply and cooling, as well as the physical and mechanical assembly. The basic node can
be equipped with slot cards and port cards of different types. The port cards are interfaces from/to
the lower hierarchy networks and to other nodes. One port card corresponding to each slot card is
assumed in this work. A slot card equipped with port card(s) form a line card. The line cards can
either be colored or gray [2]. A colored line card generates optical signals, which can be directly
fed into the fiber towards the next network node, and therefore does not require any transponder.
A gray line card is a Short Reach (SR) interface and requires a transponder, which converts the
SR signal into a Long Reach (LR) one. A colored line card or a transponder terminate lightpaths
introduced in Section 2.1. We assume the usage of colored line cards in this thesis, since they are
more energy-efficient than gray line cards combined with transponders. The advantage of using
gray line cards with transponders is the flexibility of choosing solutions of different vendors in the
IP and WDM layers.

The core IP routers usually have a modular structure, where the basic node consists of one or
more Line Card Shelves (LCSs) interconnected by Fabric Card Shelves (FCSs) [7]. The modular
structure allows proper choice of the router according to the required capacity.

Lightpaths are transparent to the IP routers. All parallel lightpaths (regardless of their realization
in the WDM layer) between a pair of IP routers constitute a logical link (IP link). The IP routers
correspond to logical nodes.

Source-target traffic demands arrive at the IP routers from the lower hierarchy networks (Fig. 1.1).
The traffic passes through several steps of aggregation when it goes from the end users through ac-
cess and metro networks up to the core. The traffic has to be routed through the logical topology
in order to get from its source node to its target node. There are different methods of routing of
traffic demands. In general, Single Path Routing (SPR) and Multi Path Routing (MPR) can be
distinguished. The SPR (such as the one computed with Dijkstra algorithm [24]) is simpler than
the MPR (which can be computed using e.g., K-Shortest Paths (KSP) algorithm [24]), since no
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decision needs to be taken about what fraction of traffic should take which path. However, the
MPR offers the potential of higher power savings, as the traffic can be split over multiple paths so
that the logical links are filled to a high extent.

Basic IP routing protocols are Open Shortest Path First (OSPF) and Intermediate System to
Intermediate System (ISIS) [24]. Both of them are link state routing protocols. This means that the
state of an IP link influences routing of traffic. The state of the link is advertised by the IP router
attached to it. The advertisements are broadcasted to all IP routers in the network using flooding
or spanning tree, i.e., each router must redistribute all the advertisements so that all routers receive
information about all links in the network, and can calculate the same routes over the network.

In a GMPLS controlled network, information about links (called Traffic Engineering (TE) links)
is stored in a Traffic Engineering Database (TED). Information about state of the links is exchanged
using Link State Advertisements (LSAs) in OSPF. Dynamic changes in traffic routes can be made
through modifications in network link metrics [24]. Changes in the link metrics can even result
in the increased number of IP hops that traffic will traverse from its source node to its target
node, which can however contribute to the lower power consumption of the network. GMPLS
mechanisms used for the management and control of the network are described in more details in
Chapter 6 (particularly Sections 6.1 and 6.4).

2.3 IP-over-WDM

Looking at both the IP and WDM layers, line cards and OLAs respectively are the devices that can
be targeted for switching off in the low-demand hours. The IP routers cannot usually be switched
off because of the constantly present traffic originated from or targeted to them. The same way of
reasoning makes switching off the whole OXCs difficult. Thanks to the modular structure of the
IP routers, some parts of them (i.e., LCSs and FCSs) could be switched off. However, their boot
times are expected to be much higher than the times needed to activate and deactivate line cards.
Dynamic operation of OLAs is more difficult than dynamic operation of line cards due to transient
(thermal) effect of optical transmission [25].

Routing is present in both the IP and the WDM layers. Lightpaths need to be routed through
the physical topology in order to provide connectivity between the IP routers. On the top of them,
the IP traffic has to be routed over the logical topology in order to get from the source to the target
node. Introducing flexibility of routing into one or both layers increases the complexity of the
network operation, but offers potential of energy saving.

Fig. 2.3 shows a summarizing example of the network configuration given as input a traffic ma-
trix visualized in the subfigure 2.3(a). Note that the traffic units are normalized to the capacity
of a single lightpath. Going down through the layers, the traffic needs to be routed over the log-
ical topology (Fig. 2.3(b)), where each logical link has a certain capacity in terms of number of
lightpaths (Fig. 2.3(c)) and corresponding line cards located in IP routers. Traffic demands may
be potentially split and traverse multiple logical paths (e.g., routing of the traffic demand between
nodes A and D over the logical topology shown in Fig. 2.3(b)). The logical topology needs to
be realized over the physical topology. This includes the routing of lightpaths over the physical
topology (Fig. 2.3(d)), where each fiber link has a certain capacity in terms of number of fibers
(Fig. 2.3(e)). The fibers and their lengths determine the number of OLAs as well as the size of
OXCs. Lightpaths connecting the same node pair may potentially traverse different physical paths
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(a) Traffic matrix arriving at
the IP layer
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Figure 2.3: An example showing different layers (stacked one on the top of the other) in the con-
sidered network model apart from the control and management planes. Traffic units

are normalized to the capacity of a single lightpath.
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(e.g., lightpaths connecting nodes A and C routed over the physical topology shown in Fig. 2.3(d)).

2.4 Power consumption of single network elements

A network consists of a set of network devices interconnected by fibers at the physical layer.
Power consumption of the network can be calculated as a sum of the power consumption of the
network devices. Some devices are passive and do not consume power like the fibers themselves.
We consider power consumption of single network elements from previous sections in order to
identify the most power-hungry ones.

We surveyed the literature for the measurements of power consumption of network elements
looking at both research papers and product data sheets. The extensive data is presented in Ap-
pendix D based on [5]. We present only a discussion and observations in this section.

There are multiple factors that influence the power consumption to a higher or lower extent.
They include configuration of the devices (features and equipment), packet size [19], load [19, 20],
and temperature [26].

The following observations have been made based on the power consumption data of the devices
in the IP layer:

e Router chassis (i.e., LCSs and FCSs) have the highest power.
e Power consumption of the devices is almost independent of the load [19, 20].
e Power consumption of line cards is significant.

e Power consumption of routers does not linearly scale with the capacity (power consumption
Versus capacity curves).

The following observations have been made based on the gathered power consumption data of
the devices in the WDM layer:

e Power consumption of network elements of the same type varies a lot (e.g., 6-1000 W for
OLAs). The reported values are influenced by no consistent measurement procedure (such
as Energy Consumption Rating (ECR) [27]) used by vendors. Furthermore, some values

assumed in research papers are unreferenced and unjustified (e.g., 1000 W consumed by an
OLA in [28]).

e [t is difficult to compare the network elements, since their functionalities are not consistently
described in data sheets and research papers.

Overall, the devices in the IP layer consume significantly more power than the devices in the
WDM layer. Furthermore, the time that is needed to power on a device in the IP layer is signifi-
cantly lower than in the WDM layer due to the thermal stability [21].

The work [6, 11] led by Ward Van Heddeghem (iMinds) extends [5]. Reference power values
were proposed taking the following aspects account: (1) typical values (under typical load and
conditions) rather than maximum values are provided; (2) overhead power consumption corre-
sponding to chassis and control equipment is included in the reference values, while the external
cooling and facilities (e.g., lighting) is not included; (3) power values correspond to bidirectional

12
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Figure 2.4: State model of a network device (based on [3]).

equipment. The gathered power consumption data is also available in the online database pow-
erlib [29] hosted by iMinds. In this thesis however, we use power values from specific network
equipment. These values are not far from the reference values proposed in [6] though. The most
important assumption for this work concerns line cards, because they are the network elements
which can be activated/deactivated in a short amount of time. We assume 500 W consumed by a
line card according to the Cisco CRS-1 router line cards [7]. More precisely, we assume Cisco 4-
port 10-GE Tunable WDMPHY Physical Layer Interface Module (PLIM) [30] consuming 150 W
and a Modular Services Card consuming 350 W [31]. Assumed power values of all other devices
are precisely defined in the corresponding chapters containing results. All of them are based on
data listed in Appendix D.

Although the survey in Appendix D shows that sleep mode is not implemented in the devices of
today, a third power-state of network devices (additionally to the on and off states, see Fig. 2.4) is
desired. Activation of a device from the sleep state is expected to be much faster than booting-up
a device [3]. The same applies to the transition from the on state to the sleep state with respect to
the transition from the on state to the off state.

Since activation and deactivation of optical devices such as amplifiers are expected to take long
time [21], we do not change their states, but keep them always on, what ensures connectivity in the
network. Furthermore, we assume that power consumption of a device in a sleep state is negligible.

Eventually, we note for clarity the difference between power and energy in the context of electric
circuits. Power determines the rate at which energy is drawn by an electric circuit, and is measured
in Watt [W]. The SI unit of energy is Joule [J]. One Watt is equivalent to one Joule per second, and
one Joule is equivalent to one Watt times one second. The energy is consistently used to describe
operation of the network over a certain period of time (consisting of multiple time points), while
the power is used when describing a single point in time. Both energy and power are used as
evaluation metrics in this thesis. Only power is used to describe a network device though.

2.5 Dynamics of traffic

Knowing that there are network devices that consume non-negligible amounts of power, we look at
the factor that allows to switch them off or put into sleep mode. We indicated in Fig. 1.2 the traffic
diurnal pattern, which gives the opportunity to switch off idle devices in low-demand hours. The
idea of the Energy-Aware Adaptive Routing Solutions (EA-ARSs) is that the power consumption
of the network follows the changing traffic pattern over time. Therefore the traffic data is a critical
input for the energy saving studies.

13



2 Background

Table 2.1: (Random) traffic used in the literature.

Type of traffic Used in
Uniform distribution [32-73]
_ '§ non uniform distribution (shown in a table)  [38, 74-78]
% E non-uniform traffic matrix (not shown) [16, 42, 79-81]
o g population based model [82]
5 gravity model [19]

synthetically generated TM, lognormal dis- [84-89]
tribution [83]

Unknown distribution [90, 91]
sine-like function [28, 36, 92-96]
ARIMA [97] [67-T71, 98, 99]
random variation [66]
o _§ Poisson arrival with exponentially dis- [44, 45, 100, 101]
£ 3 tributed holding time
= § Poisson arrival with negative exponential [59, 102, 103]

holding time

2.5.1 Overview of the traffic data and network topologies used in
related work

We first look at the input traffic data, because (1) this data is critical for energy saving; (2) it is very
difficult to find complete sets of traffic data originating from measurements and describing traffic
between all node pairs over a sufficiently long period of time.

The majority of the related work used random or synthetic traffic data as input for their studies
as shown in Table 2.1, where we distinguish spatial distribution and temporal variation of traffic.
The first one determines traffic demands between node pairs, i.e., the traffic matrix. The second
one determines changes of traffic matrices over time.

Looking at the attempts to artificially model the spatial distribution of the network (Table 2.1),
the gravity and population based models [19, 82] make an attempt to resemble the reality in con-
trast to the most popular uniformly distributed traffic demands. Looking at the models reflecting
variation of traffic over time, the sine-like functions are used to model traffic variation in the IP
layer, while the Poisson models are used to describe traffic as requests for lightapths with a certain
holding time. Auto Regressive Integrated Moving Average (ARIMA) model [97] is a time series
analysis method used to characterize diurnal traffic variation. No details about traffic assumptions
are provided in several studies (e.g., [104, 105]).

We found three cases where traffic data originating from measurements (different than the one
used in this thesis) was used. First, traffic data originating from measurements is used in [106—109],
however the measurements were taken on 1992/01/12 in the Transmission System 1 (T-1) NSENET
network [110]. Second, public and non-public traffic forecasts were mentioned in [111], however
it is unclear what the data exactly is due to its non-public nature and the forecasting. Eventually,
a similar situation applies to our works [18, 112] and to [113]. More details of scenarios used in
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[18] can be found in [114]. The same traffic variation over time was applied to all demands in
[18, 112, 113], and also in [28].

The network topologies are much easier to be found concerning the set of nodes and links. It
is much more difficult to find data on the capacity of the links and routing of traffic over these
links. Table 2.2 contains a summary of network topologies used in the related work as supplemen-
tary information to the traffic data. The information whether network links are unidirectional or
bidirectional is often unclear. These doubts are marked in the table with a “?”.

The following hierarchical national networks have been used in addition to the ones shown in
Table 2.2:

e Germany with 918 nodes in total with 20 nodes and 29 links (bidir.?) in the backbone [111]?

e “atopology similar to the actual one adopted by one of the largest Internet Service Providers
(ISPs) in Italy” with 372 nodes and 1436 unidirectional links with 8 nodes and 24 links in
the core [28, 61, 62]*

Eventually, random network topologies were used in:
e [19] (created with the Brite network generator utilizing the Waxman method).
e [35] (network with 10-35 nodes, unspecified links)
e [38] (network with 16 nodes, unspecified links)
e [65] (network with 100 nodes, unspecified links)

e [60] (hierarchical network with 10 core, 30 edge and 120 aggregation nodes, where core
nodes are randomly connected to other core nodes with probability 0.5, each edge node is
connected to the two closest core nodes and to another randomly selected edge node, while
aggregation nodes are connected to the two closest edge nodes)

e [43] (probability 0.5 of having a link between any two OXCs)

e [59, 92, 93, 102, 103] (nodes uniformly distributed over an area, links added iteratively
according to an algorithm)

2.5.2 Gathered traffic data originating from measurements and
corresponding network topologies

We present the traffic data measured in three networks (Abilene, Germany17 and Géant). The data
is unique in the sense that it not only originates from measurements, but (1) it also contains com-
plete traffic demands between all node pairs in the network (what is in contrast to measurements
of groomed traffic flowing through logical links), and (2) it covers long periods of time, e.g., we
have 1 day covered by 288 traffic matrices, each of 5-minute time granularity and 1 month covered
by 28 traffic matrices, each of 1-day time granularity; (3) it is publicly available. The data was
collected after an extensive search and numerous discussions with various partners. The data sets

3Total number of links is not reported in [111].
4373 nodes are reported in [62].
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Table 2.2: Network topologies used in the literature. Uncertain data is marked with “?”.

Name Layer Nodes Links Comment

6N8L-network WDM 6 8 [33] (bidir.), [34] (bidir.?)

6N7L-network WDM 6 7 [90] (unidir.?)

8N12L-network 1P 8 12 [91] (unidir)

12N22L-network 1P 12 22 [76] (unidir.?)

AT&T [115] 1P 114 148  [36] (bidir.?), [116] (115 nodes, 296 unidir. links)

Abovenet 6461 [115] 1P 17 74 [19] (dir.)

Abovenet [115] 1P 366 1932 [85, 87, 89] (unidir.), [86, 88] (968 undir. links)

COST239 WDM 11 26 [32, 44-47] (bidir.), [16, 42, 74] (bidir., single-fiber), [52,
106] (bidir.?), [117, 118] (one node excluded, 10 nodes
and 42 unidir. links), [105, 119] (23 bidir.? links)

COST239b WDM 11 22 [45, 48, 49]

DT [120] WDM 14 23 [121] bidir., [53] (bidir.?)

Ebone 1755 [115] 1P 18 66 [19] (dir.)

Ebone [115] 1P 159 614  [85, 87, 89] (unidir.), [86, 88] (307 undir. links), [122]
(87 nodes and 161 unidir. links?)

EON WDM 16 23 [48]

European WDM 26 49 [77, 78]

European-like WDM 11 117 [53] (16, bidir.?), [52] (bidir.?), [55] (single fiber per link)

Exodus 3967 [115] 1P 21 74 [19] (dir.)

Exodus [115] 1P 244 1080  [84, 85, 87, 89] (unidir.), [86, 88] (540 undir. links)

FT [114] 1P 38 72 [112, 113] (bidir.)

Géant2 [120] WDM 54 52 [121] bidir., [104] with an additional link

Germany50 WDM 50 89 [82] (8 core nodes, bidir.?)

Internet2 1P 9 26 [123-126] (bidir.)

Level3 [115] 1P 63 285  [36, 122] (bidir.?)

NSFENET [22] WDM 14 21 [16, 32, 44, 67-72, 98, 99, 101, 107, 127, 128] (bidir.),
[34, 56-58, 63, 64] (bidir.?, 19 links plotted in [63]),
[108, 109] (bidir., 40 unidir. links mentioned in [108],
the same topology for the IP layer assumed)

NSFNET14N22L WDM 14 22 [75] (bidir.?), [42] (bidir., single-fiber)

NSFNET24N43L WDM 24 43 [38, 56-58] (bidir.?)

Pan-European WDM 25 46 [59] (bidir.?)

Ring WDM  4-32  4-32 [43]

Sprint [115] 1P 516 3186  [85] (unidir.), [116] (52 nodes, 296 unidir. links)

Telecom Italia WDM 31 53 [77]

Telstra [115] 1P 7 18 [19] (dir.)

TID WDM 30 96 [32] (bidir.)

Tiscali [115] 1P 41 87 [36, 122] (bidir.?)

USNETI13N22L WDM 13 22 [50, 51] (bidir.?)

USNET24N41L WDM 24 41 [100] (bidir.)

USNET24N43L WDM 24 43 [45] (bidir.), [34] (bidir.?), [79, 80] (bidir.?)
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are publicly available in the SNDIib library [4] hosted by Zuse Institut Berlin. I contributed to [4]
by proposing and postprocessing traffic data sets from the Abilene and Géant networks, so that
they have the same unified format, the same units, and contain no traffic from a node to itself.

2.5.2.1 Available data sets

The choice of the network scenarios considered in this thesis was determined by the availability of
the traffic data covering longer periods of time (at least 1 day) with multiple traffic matrices. The
data correspond to the Abilene [129], Géant [130] and Germany17 [131] networks. Even though it
was not directly specified in the original traffic data [129—-131], we assume that Greenwich Mean
Time (GMT) is used.

Abilene The Abilene network (12 nodes and 15 links, Fig. 2.5(a)) is an American network com-
monly used in the research community [129]. The set of traffic matrices was collected by Yin
Zhang and includes 55872 items. Each of the 55872 traffic matrices has granularity of 5 min-
utes. The traffic matrices cover altogether 55872 - 5 [min| = 279460 [min| = 194 [days] from
2004/03/01 to 2004/09/10. However, there are some gaps within this period:

1. 2004/03/15-00:00 — 2004/04/01/-23:55 (5184 missing Traffic Matrices (TMs), 18 days)
2. 2004/04/16-00:00 — 2004/04/21-23:55 (1728 missing TMs, 6 days)

3. 2004/04/29-00:00 — 2004/04/30-23:55 (596 missing TMs, 2 days)

4. 2004/08/20-00:00 — 2004/08/20-23:55 (288 missing TMs, 1 day)

No traffic matrices were available for the periods listed above [129].

Germany17 The German backbone network Germany17 (called Nobel-Germany in [4]) with
17 nodes and 26 links (Fig. 2.7(a)) has been defined as a reference network in the NOBEL project
[131].

The traffic data for the Germany17 network was taken from measurements that were performed
in the year 2005 in the national research backbone network operated by the German DFN-Verein
[132]. The original DFN data consists of the total end-to-end traffic in bytes every 5 minutes
over the day 2005/02/15, every day of February 2005, and every month from January 2004 until
February 2005 (rather representative data according to partners from DFN). The original traffic
matrices were mapped from the original DFN locations to the Germany17 network according to
the smallest geographical distances. There is also another version of the German backbone network
(with 50 nodes) available in [4], however we leave it out for this study.

Géant The largest network that we investigated (22 nodes and 36 links, Fig. 2.5(b)) is the pan-
European research network Géant, which connects European National Research and Education
Networks (NRENs) [130]. Other than in the original data, we treated two German nodes as one in
Géant network due to location problems.

The set of traffic matrices was collected by Steve Uhlig using Netflow statistics and Border
Gateway Protocol (BGP) Routing Information Base (RIB). It includes 11460 traffic matrices. Each
of the 11460 traffic matrices has granularity of 15 minutes. The traffic matrices cover altogether
11460 - 15 [min] = 171900 [min| = 119.375 [days], from 2005/05/04-15:00 to 2005/08/31-23:45.
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Table 2.3: Summary of network scenarios [4].

Name Nodes Links Time granularity Time horizon No. of traffic matrices
Abilene 12 15 5 min 6 months 48096
Germany17 17 26 S min 1 day 288

(Nobel- 1 day 1 month 28
Germany [4]) 1 month 1 year 14

Géant 22 36 15 min 4 months 11460

Similarly as in the Abilene traffic data, there are some gaps in this period:

2005/05/04-15:00 — 2005/05/04-15:15 (2 empty TMs, 30 min)
2005/05/19-10:00 — 2005/05/19-16:30 (27 empty TMs, 6.75 h)
2005/05/27-17:00 — 2005/05/27-17:30 (3 empty TMs, 45 min)
2005/05/31-15:45 (1 empty TM, 15 min)

2005/05/31-18:45 — 2005/05/31-19:00 (2 empty TMs, 30 min)
2005/06/28-16:45 — 2005/07/03-10:30 (456 empty TMs, 4.75 days)
2005/07/24-05:45 — 2005/07/25-14:30 (128 empty TMs, 32 h)
2005/08/31-08:00 — 2005/08/31-23:45 (64 empty TMs, 16 h)

NN R DD =

Differently from the Abilene data, empty traffic matrices are provided for the periods mentioned
above in the original data [130]. We drop the first 36 TMs in order to cover whole days, i.e.,
119 days from 2005/05/05-00:00 to 2005/08/31-23:45. It is unclear whether no measurements
were taken during these periods, or there was no traffic in the network. Furthermore, TMs for the
following periods are almost empty (most of the demand values equal to zero):

1. 2005/06/28-16:15 — 2005/06/28-16:30 (2 almost empty TMs, 30 min)
2. 2005/07/03-10:45 (1 almost empty TM, 15 min)
3. 2005/07/24-05:30 (1 almost empty TM, 15 min)

There seems to be a bug in the traffic matrix 2005/05/27-17:45, since the demand sum is
74862010 Mbps while the demand sum for most of the matrices is in the order of 103 to 105 Mbps.
The previous three traffic matrices (2005/05/27-17:00 — 2005/05/27-17:30) are empty (see above).
Another unusually high demand can be observed between 2005/06/27-11:30 and 2005/06/27-
16:15.

Summary of the networks and corresponding traffic data considered in this thesis is presented in
Table 2.3 and Appendix E.

2.5.2.2 Brief analysis of the traffic data

We use the total demand defined as sum of all the elements in each traffic matrix to analyze traffic
data available in [4]. We leave out the traffic matrices with unusually high demands mentioned in
Section 2.5.2.1.

The total demand over time (covered by all considered traffic matrices) is visualized in Figs.
2.6(a) and 2.6(b) for the Abilene and Géant networks, respectively. The first 36 traffic matri-
ces measured on 2005/05/04 in the Géant network are not plotted in Fig. 2.6(b). The peaks on
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2005/05/27 and 2005/06/27 are not plotted for visibility, and neglected throughout this thesis.
Fig. 2.7(b) shows the total demand for the set of traffic matrices of finest time granularity (5 min)
available for the Germany17 network.

The average total demand is equal to 2.84, 43.1 and 4.57 Gbps for the Abilene, Géant and
Germany17 networks, respectively. The total demand in the Abilene and Germanyl7 network
is comparable, particularly taking into account the higher number of nodes in the Germanyl7
network (17 with respect to 12). The total demand in the Géant network is higher even when taking
into account that it is the biggest considered network (22 nodes). We report also the median of the
total demand, which are 2.58, 41.56 and 4.65 Gbps correspondingly. The absolute values of the
traffic demands in all networks are not high with respect to the capacities of a single WDM channel
being 10, 40, 100 Gbps and beyond, particularly when taking into account the number of node pairs
in the networks (132, 272 and 462 node pairs in the Abilene, Germany17 and Géant networks,
respectively”). Therefore it is necessary to scale the original traffic matrices up in order to match
the capacities of the modern backbone networks. Even the maximum values are relatively small,
namely 11.89, 120.13 and 7.19 Gbps for Abilene, Géant and Germany 17 networks, respectively.

The traffic variation over day and night influences the possibility to switch off some components
in low-demand hours to a high extent. We report the difference between the 97.5-th percentile
and the 2.5-th percentile of the total demand instead of the difference between the maximum and
minimum in order to filter out the anomalous data and measurement errors. The difference between
the 97.5-th percentile and the 2.5-th percentile equals 4.64, 36.88 and 4.78 Gbps for the Abilene,
Géant and Germany17 networks, respectively. These absolute values are again relatively small
with respect to capacities of today’s WDM technologies, however the relative values normalized
to the maximum of the total demand show that traffic variation is significant:

e Abilene: 4.64/11.89 - 100% = 39%,
e Géant: 36.88/120.13 - 100% = 30%,
e Germanyl7: 4.78/7.19 - 100% = 66%.

The day-night patterns can be easily recognized in all the curves from Figs. 2.6(a), 2.6(b), and
2.7(b). However, apart from the anomalies reported in Section 2.5.2.1 some spikes can be found
in these curves, particularly in the Abilene network. The reason of these spikes is unclear (e.g.,
measurement errors, peculiar activities within research networks, etc.). A more detailed analysis of
single traffic demands instead of the total demand over time (performed within a student project by
Olivier Engelbert Eyebe and Mickaél Guth) showed further anomalies. Therefore, representative
traffic data without anomalies is chosen to perform optimizations and simulations in this thesis.
The data from the SNDIib library [4] was used in [32, 66, 88, 116, 133—135].

Unfortunately, neither access to a commercial backbone network nor up-to-date measurements
in such a network were available to us. It is a challenging task for future work. It is challenging
for several reasons, i.e., access to the commercial backbone network, amount of data that needs
to be captured in order to create a set of traffic matrices with fine granularity over a long period
of time, and confidentiality issues. The traffic data presented in this section and available at the
SNDIib library [4] is to the best of our knowledge the most complete one and publicly available at
the same time.

STraffic demands from a node to itself are neglected [4].
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Figure 2.5: Physical supply network topologies [4].
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Figure 2.6: Total demand over the whole periods.
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2 Background

100 km

Total Demand vs Time, Germany17 network from 2005/02/15 at 00:00 to
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Figure 2.7: Germany17 network and traffic [4].

22



3 Related Work

Three survey articles on green networking have been published in IEEE Communications Surveys
& Tutorials, namely [13—15]. Their submission dates range from August 2009 to March 2010.
The last revisions took place between June 2010 and November 2010. Numerous papers on green
networking have appeared since then (see Fig. 3.1 for the papers cited in this chapter). Due to

30
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Number of publications
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€10¢
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Time [year]
Figure 3.1: Publications cited in this chapter — breakdown over time.

the number of published papers, we limit the scope of this survey with respect to [13—15], and fo-
cus on the works related to Internet Protocol (IP)-over-Wavelength Division Multiplexing (WDM)
networks in this thesis. The related work is divided into two classes as indicated in Fig. 3.2. The
first one tackles the Energy-Aware Network Design (EA-ND), where the devices fo be installed
in the network are determined. The second class is called Energy-Aware Adaptive Routing Solu-
tions (EA-ARSs) which adopt sleep modes in low-demand hours of network operation. The term
“design” can be used in different contexts. The lack of constraints on installed devices is crucial in
this work in order to classify an approach as an EA-ND approach. We distinguish greenfield and
non-greenfield approaches. Installation of fibers is considered in the first group in contrast to the
second group. The presence of the constraints on installed devices determines EA-ARSs, which
focus on network operation in contrast to network design. Moreover, the variation of traffic (over
time) must be considered in an EA-ARS. Static routing is allowed though.

The related work is summarized in Tables 3.1-3.6 presented in the following sections. In the
cases when there are several publications covering similar energy saving approach, we report all
the publications discussing the approach that we are aware of. We use the following notation in
the tables in order to keep them compact:

e n/a —not available
e n/c —not considered
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Energy saving approaches

— T

Energy-Aware Network Design Energy-Aware Adaptive Routing
(choice of devices to be Solutions (network operation with
installed in the network) sleep modes in low demand hours)

12 v v v
WDM 1P WDM IP
Y Y

IP and WDM IP and WDM

Figure 3.2: Classification of energy saving approaches.

e n/r — not reported
e ppr — postprocessing.

Acronyms are explained in the List of Acronyms (page xix). In order to keep the tables compact,
some acronyms (such as Line Card (LC), REGenerator (REG), Transponder (TSP), Logical To-
pology (LT), Wavelength Assignment (WA), and Traffic Matrix (TM)) are introduced in them, but
not used in the text for its readability. Furthermore, the information that was not clearly described
in the corresponding paper, but could be guessed from the context was marked with a “?” in the
tables available in this chapter. The considered traffic and network scenarios are summarized in
Table 2.1 and Table 2.2. Parts of this chapter have been published in [136—138].

3.1 Energy-Aware Network Design

Taxonomy used for the EA-ND methods is presented first. We classify the EA-ND methods ac-
cording to the layers that they target to save energy. The methods targeting jointly the IP and WDM
layers are described first. The methods targeting separately the IP and WDM layers are described
next. Please note that an EA-ND method may design both layers, however target energy saving in
one layer only (particularly the more power-hungry one).

3.1.1 Taxonomy

The main aim of the network design process is to choose devices to be installed in the network.
The devices include Optical Cross-Connects (OXCs), Optical Line Amplifiers (OLAs), WDM
terminals, regenerators and transponders in the WDM layer, and routers (including different chas-
sis/shelves/racks) and line cards in the IP layer. Different terminologies are used in the related
work. Short Reach (SR) interfaces, router interfaces, Network Interface Cards (NICs), capac-
ity modules, line modules, Transmitters (TXs), Receivers (RXs), transceivers correspond to line
cards and transponders. Switching matrix, switch fabrics and 3D Micro Electro-Mechanical Sys-
tems (MEMSs), Arrayed Waveguide Grating (AWG) filters correspond to OXCs. Moreover, the
related operations performed by the devices are explicitly targeted by some related works in or-
der to decrease the energy consumption (assumption of load-dependent power consumption). The
related operations include Optical-Electrical-Optical (OEO) conversion, electrical switching, IP
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3.1 Energy-Aware Network Design

processing (corresponding to line cards and transponders) as well as optical switching correspon-
ding to OXCs. Furthermore, the greenfield EA-ND approaches determine installation of fibers,
while the non-greenfield EA-ND approaches assume that fibers are pre-installed in the network.

We distinguish methods of IP traffic routing over the logical topology (either Single Path
Routing (SPR) with a potential constraint on Shortest Path Routing (ShPR) or Multi Path Rout-
ing (MPR)) and routing of lightpaths over the physical topology (again either SPR with a potential
constraint on ShPR or MPR).

Next, we consider the approach to the wavelength continuity problem, which includes potential
usage of wavelength conversion and wavelength assignment. In general, both of these aspects
are complementary and can potentially be done in a postprocessing step in order to decrease the
complexity of the network design problem.

Furthermore, we look for constraints ensuring Quality of Service (QoS), which in the network
design mainly correspond to the constraint on the maximum level of utilization of network re-
sources (overprovisioning). The overprovisioning can be performed already at the stage of the
estimation of the peak traffic that the designed network will handle. Next, we look at the indica-
tion of computation time or complexity of the given approach. Fast computation is not critical
for the network design methods in contrast to the EA-ARSs. The provided information is purely
indicative since it depends on network size, amount of devices that can potentially be installed
in the network, implementation and computation platform. Computation time of Mixed-Integer
Linear Programming (MILP) problems is labeled as “hours” regardless whether it is reported in
the corresponding paper or not. It is possible to stop the MILP solver after a given amount of time,
however no limitation of optimization gap can be guaranteed in this way.

Consideration of protection is the final aspect of the survey, even though protection is not the
focus of this work.

Finally, some of the criteria can be neglected when looking at single layers.

IP layer: The criteria purely related to WDM do not apply. They include installation of fibers,
routing of lightpaths in the WDM layer as well as wavelength conversion and assignment.

WDM layer: The criteria purely related to the IP layer do not apply. They include IP routing
of traffic demands over the logical topology. However, since the routing of lightpaths over the
physical topology is considered, and all parallel lightpaths with the same source and target nodes
constitute a logical (IP) link, the design of logical topology is covered indirectly by these network
design approaches.

3.1.2 IP and WDM layers

The greenfield approaches are described next. The non-greenfield approaches follow. Results of
the survey are summarized in Table 3.1.

3.1.2.1 Summary of the approaches with fiber installation

The Genetic Algorithm for Green Design (GAGD) [138, 139] is an extension of the Genetic Al-
gorithm (GA) proposed in [38] (see Section 3.1.4). GAGD covers the WDM additionally to the
IP layer covered by GA. Genetic algorithms use the notion of an individual. The individual is
defined as a feasible network configuration in [138, 139]. It is evaluated using power consump-
tion as a fitness function. Individuals are created through random selection of parents, crossover
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and mutation. In this way they are expected to find solutions close to optimality, but require less
computation time than MILP solvers. Two versions of GAGD (joint and two-step design) are con-
sidered. Constraints on SPR and MPR are distinguished. Eventually, the authors of [139] study
cases where one or multiple logical topologies are realized on the same physical topology. MILP
solutions originating from [140] are reported in [138].

The problem of designing a protected backbone network is formulated as a MILP in [111]. It
includes IP routing (both single- and multi-path), logical topology design, realization of lightpaths
in the physical layer, and installation of fibers. The problem is solved on a network with 20 nodes
and 29 physical links using realistic input data. No heuristic approach is used though.

Shen and Tucker present a network design model in [34]. Their MILP minimizes power con-
sumption of the network, and determines the number of fibers installed on a physical link, estab-
lished lightpaths and their routing, as well as split routing of IP traffic. Various router configu-
rations are not considered. Optimal solution is achieved only for a small network (6 nodes and
8 physical links) with fibers accommodating 16 wavelengths. Heuristic approaches called “direct
bypass” and “multi-hop bypass” are proposed. The power-minimized network is compared with
the network designed with the objective of cost minimization (in $). No single-path IP routing
is considered in the MILP. The “multi-hop bypass” heuristic seems to be based on the ShPR
(indicated also in [67]).

Design of energy-efficient Mixed Line Rate (MLR) networks is tackled in [74, 75]. The authors
formulate three MILP problems for a transparent, translucent and opaque IP-over-WDM networks.
The number of fibers on a physical link, established lightpaths (taking physical layer constraints
into account) and MPR of IP traffic over the virtual topology are kept as variables. The power
consumption of basic nodes (IP routers and OXCs) is not included in the objective function, but
the devices to be installed can be determined out of the variables mentioned above. No heuristic
approach is studied. Similarly to [34], cost minimization (Capital Expenditures (CapEx) cost
normalized to 10G transponder’s cost) is considered as an alternative objective function of the
MILP problem.

There are several papers published by the group of prof. Elmirghani from the University of
Leeds. We leave out the initial works [101, 141] discussing the concept of anycast routing in op-
tical networks, and focus on the more recent and mature works. Employment of renewable energy
sources is considered in [67—70]. The authors propose an Integer Linear Programming (ILP) prob-
lem and a heuristic called Renewable Energy Optimization hop (REO-hop) targeting minimization
of non-renewable energy consumption. Number of multiplexers/demultiplexers, number of fibers
on each physical link, number of wavelength channels on each physical and virtual link, number
of ports at each node and the multi-path IP routing are kept as variables in the ILP problem. The
REO-hop heuristic is based on the multi-hop bypass heuristic from [34]. Traffic demands are at-
tempted to be routed over the virtual topology so that they traverse the maximum number of nodes
using the renewable energy. Shall the attempt be unsuccessful, ShPR for the traffic demand is
verified. This is in contrast to the “multi-hop bypass” heuristic, where only the ShPR is verified.
The NSFNET network loaded with random traffic demands is used for the evaluation. The authors
of [67] extended their work with [71], in which they focused on the physical topology design of
IP-over-WDM networks (no constraints of the physical supply topology). Variation of the con-
straints on nodal degree limit and number of links is the main difference from [67]. Furthermore,
Dong et. al. considered network design for symmetric and asymmetric traffic (hot node scenario),
and CapEx minimization. Data centers, replication schemes, and transporting renewable energy
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to data centers (vs. transporting bits to where renewable energy is) are additionally considered in
[99]. Embodied energy, energy-efficient data compression and BitTorrent content distribution in
optical networks are additionally tackled in [98]. Caching of content is considered in [72]. Content
replication, storage as a service and placement of virtual machines are investigated in [128].

A 2-step MILP is proposed in [142]. The network at the IP layer is designed first. It is then used
as input for the design of the network at the optical layer. The variables include: number of wave-
length channels between node pairs on the precomputed K-shortest physical paths, multi-path IP
routing, number of fibers on physical links, number of add/drop Dense Wavelength Division Multi-
plexing (DWDM) ports (connecting the Reconfigurable Optical Add-Drop Multiplexer (ROADM)
to the IP router and to other nodes), and number of line cards determining router configuration
(S2 fabric cards, Line Card Chassis and Fabric Card Chassis) at each node. The proposed 2-step
MILP is evaluated on a small-size network (6 nodes and 8 bidirectional links as in [34]) and the
NSFNET network (14 nodes and 21 bidirectional links). No heuristic approach is proposed, no
differentiation of IP routing schemes is considered, and different optimization objectives are not
studied.

The model presented in [104] assumes precomputed routing (corresponding to link-by-link
grooming, and end-to-end grooming), and counts the number of necessary devices (routers with
line cards, regenerators and fibers with optical amplifiers) according to predefined rules and for-
mulas. No MILP problem is formulated.

3.1.2.2 Summary of the approaches without fiber installation

Circuit- vs. packet-switched network architectures are considered in [32]. All intermediate nodes
of a lightpath are bypassed in the circuit-switched architecture, and dedicated and only dedicated
lightpaths are established for each traffic demand. The opposite holds for the packet-switched ar-
chitecture, where no bypass is allowed. The circuit- and packet-switched network architectures are
similar to end-to-end grooming and link-by-link grooming from [104], respectively. Five different
network topologies are considered in [32] (COST239, NSFNET, Germany17, Géant and TID).
CapEx and Operational Expenditures (OpEx) costs are analyzed in the function of traffic load.

The MILP proposed in [106] finds the IP routing, installed line cards (determining chassis and
interconnecting fabrics), logical topology and its realization in the WDM layer taking into account
physical layer constraints, installed transponders and corresponding slave shelves and racks. The
COST239 network topology (11 nodes and 26 links) is used in this study with the assumption
of a single-fiber per link. Heuristic approaches, variation of IP routing schemes and alternative
optimization objectives are not considered.

The authors of [90] present a model for multi-layer network design. They consider two types
of line cards (1 Port OC-48/POS and 4 Port OC-12/POS) with gray interfaces, diversified light-
path capacities, multiple chassis configurations, and Routing and Wavelength Assignment (RWA).
Due to the complexity of the formulated MILP, the problem is optimally solved on a small net-
work (6 nodes and 7 physical links) with one fiber per physical link and 3 wavelengths per fiber.
Traffic demands are randomly generated. Similarly to [106], heuristic approaches and variation
of IP routing schemes are not considered. Cost-efficient' design is investigated as an alternative
optimization objective for the network design.

ICost seem to refer to the CapEx cost in [90], but it is not explicitly stated in [90].
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Yetginer and Rouskas consider a two-layer architecture, where each node is equipped with an
OXC and a Digital Cross-Connect (DXC) [33]. Routing of lightpaths over the physical layer and
routing of traffic over the lightpaths are taken as variables in the proposed ILP problem. Following
the metric proposed in [19], the authors of [33] define the power consumption of the network as a
weighted sum of the number of lightpaths and total amount of electronically routed traffic. Three
objective functions originate out of this metric: Minimum Number of Active Router Ports (minL),
Minimum Amount of Electronically Switched Traffic (minT) and Minimum Power Consumption
(minP). A 6-node network with 8 links under random traffic (uniform distribution with varied
average value) is studied. The power consumption of a lightpath under no load (fixed power
consumption) is equal to 0.25 of the power consumption of a lightpath under full load (maximum
power consumption). The results indicate that minP uses only a few more lightpaths than minL.
The difference between minP and minT in terms of electronically switched traffic vanishes as the
network load is increased.

Two approaches are taken in [100]. First, static traffic grooming problem (given traffic in a
predefined set of time slots) is formulated as a MILP problem. Second, dynamic traffic grooming
problem (without traffic knowledge, but considering traffic demands arriving one at a time) is tack-
led using the proposed Time-Aware Traffic-Grooming (TATG) algorithm. The TATG algorithm
uses a Grooming Graph with lightpath edges, wavelength edges, and transceiver edges, which are
assigned specific weights. The shortest route over the Grooming Graph determines whether a new
lightpath should be established for the arriving traffic demand and/or which existing lightpaths
shall the demand be groomed into. USNET24N41L network (24 nodes and 41 physical links) is
used for evaluation of the MILP and TATG Traffic demands are defined as OC-3, OC-12, OC-48
and OC-192 requests. The wavelength assignment problem is solved by both TATG and the MILP.
Even though time-awareness is targeted by the proposed approaches, no constraint on the installed
devices is considered (there are always transceiver edges available).

Network design considering different transport architectures was studied in [16, 143]. The
architectures (basic IP-over-WDM, IP over Synchronous Digital Hierarchy (SDH) over WDM,
transparent IP-over-WDM and translucent IP-over-WDM) differ with the possibility of grooming,
regeneration, and additional SDH layer between IP and WDM. Network design problem for all
transport architectures was formulated using MILP. Evaluation was performed on the COST239
network (11 nodes and 26 bidir. physical links) and the NSFNET network (14 nodes and 21 bidir.
physical links) assuming a single fiber on each physical link.

In [144] the authors focus on two network architectures (IP-over-WDM with gray interfaces and
IP-over-Optical Transport Network (OTN)-WDM). The optimization model is not explicitly pre-
sented, but the authors explain that optimal router basic node and Electrical Cross-Connect (EXC)
basic node as well as the degree of the OXC are selected as a result of the optimization. Underly-
ing fiber topology is given (Germany17 with 17 nodes and 26 links). No heuristic approaches are
investigated and the IP routing is not varied. Power-minimized network is compared against the
CapEx-minimized one.
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Table 3.1: Energy-Aware Network Design (EA-ND) methods (IP and WDM layers).
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GAGD (joint and two-step de- | routers, LCs (lightpaths), OLAs & | yes SPR, MPR MPR n/c n/c over- mins no
sign) [138, 139], Bianco ‘WDM terminals (fibers) prov.
MILP [111], Betker routers, LCs & TSPs (lightpaths), | yes SPR, MPR MPR n/c n/c over- hours link disjoint
OXCs, OLAs & WDM terminals (fibers) prov. paths
MILP, direct bypass, multi- | LCs & TSPs (lightpaths), OLAs yes SPR (direct by- | MPR full n/c n/c hours no
hop bypass [34], Shen & pass, multi-hop
Tucker bypass?) and
MPR (MILP)
MILPs for opaque, transpar- | routers with electronic processing, LCs | yes MPR MPR full (trans- | consid. n/c hours no
ent, and translucent MLR net- | & TSPs (lightpaths), REGs, OLAs parent, trans-
works [74, 75], Chowdhury lucent) or
no (opaque)
ILP and heuristic REO-hop for | routers, ports & TSPs (lightpaths), | yes MPR (ILP), SPR | MPR full n/c n/c hours no
networks with renewable en- | OLAs, MUXs/DEMUXs (REO-hop) (ILP),
ergy sources [67-70], Dong SPR
(REO-hop)
2-step MILP [142], Wang routers, LCs & TSPs (lightpaths), | yes MPR MPR n/c n/c n/c n/r no
ROADMs, DWDM ports
mathematical model [104], | routers with LCs & REGs, OLAs yes SPR  (shortest | SPR n/c n/c n/c n/r 1+1
Van Heddeghem cycle) (shortest
cycle)
GA and single-layer ILP [32], | routers, LCs, TSPs (lightpaths), OXCs, | no SPR (GA), | n/c no n/c n/c hours (ILP),| no
Bianco OLAs & WDM terminals MPR? (ILP) minutes
(GA)
MILP [106], Rizzelli routers, LCs & TSPs, REGs no MPR MPR no consid. n/c hours no
MILP [90], Shen router chassis, LCs & TSPs (lightpaths) no MPR MPR n/r consid. over- hours no
prov.
MILP [33], Yetginer router ports with processed traffic, EO | no MPR MPR n/r consid over- hours no
and OE conversion prov.
MILP and simulation with | LCs (fixed and traffic dependent parts) no SPR, Dijkstra | MPR no consid. n/c? hours no
TATG [100], Zhang for TATG (MILP),
n/r (TATG)
MILP for basic, transparent | OXC, REGs, TSPs, LCs (SR interfaces) | no SPR MPR At3R REGs | consid. n/c hours no
and translucent networks [16, | with IP processing,
143], Musumeci
MILP [144], Palkopolou routers, port cards, TSPs, OXCs no n/r n/r full n/c n/c hours no

2Avg. number of hops and blocking probability are analyzed in [100].
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3.1.3 IP layer

We found surprisingly few works addressing the EA-ND with the target of energy-efficient IP layer
(see Table 3.2).

Chabarek et al. in [19] formulate a MILP problem, which determines the router chassis and line
cards that need to be allocated to each node, as well as the IP routing. The problem was solved
for 7 logical topologies (7-21 nodes and 18-134 links) under different loads. The authors support
their approach with measurements of power consumption of routers (Cisco GSR 12008 and Cisco
7507). They point out that the power consumed by the routers shows only little dependency on
the load (data rate, packet size, packet inter-arrival times). Despite router chassis being the most
power-hungry elements of the router, its power consumption is highly dependent on the number
and type of installed line cards.

The heuristics proposed in [34] have been extended in [35], where the authors propose the Start
Single-Hop and Reroute (Star-SH&ReR) heuristic. The physical layer is left aside with the justi-
fication that the WDM devices consume significantly less power than the IP ones. Consequently,
a simplification has been made that any logical topology can be realized by the resources in the
physical layer, what reduces the complexity of the formulated ILP problem. The basic idea of
Star-SH&ReR is to start considering the solution given by the single-hop strategy (i.e., a virtual
link for each traffic demand) and then trying to modify link weights and iteratively reroute traffic
demands so that unnecessary links can be switched off. Additional Power and Link Load (AP&LL)
is used to determine link weights. The output of the network (virtual topology) design consists of
IP routing (single path) and the installed line cards, which in turn determine the router chassis.

Logical topology design using a MILP, a greedy heuristic Less Energy Incremental (LE-I), and
a meta-heuristic GA were studied in [73] and [38], respectively. LE-I starts from a void logical
topology and each traffic demand is satisfied by choosing the less power consuming alternative be-
tween adding a new direct link or by using an already available path which has enough bandwidth.
Three criteria for ordering traffic demands are considered: increasing, decreasing and random or-
der (according to their rates in bps). The individual in GA is defined as a logical topology [38]. It
is evaluated using power consumption as a fitness function. OpEx and CapEXx are analyzed in [73]
with respect to the ratio between power used by an optical transceiver operating at a given rate and
the power consumed by a node to process information in the electronic domain at the same rate.

Puype et al. in [39-41] investigate MultiLayer Traffic Engineering (MLTE) with the objective
of reducing the power consumption in IP over optical networks. They assign higher routing costs
to lightly loaded logical links in order to empty them after IP rerouting. Empty logical links are
removed from the actual logical topology to save energy. Routing of lightpaths constituting logical
links is not considered. Applying an algorithmic approach to a 14-node network under a traffic
pattern based on a uniform distribution, the authors show significant power savings against a full
mesh logical topology. Traffic characteristics cover diurnal traffic variations - off-hour traffic is
equal to 0.25 of the peak traffic, however no constraint on the installed devices is used. No con-
straints on the installed devices are reported though. The authors investigate the case when logical
topology updates are slower than the diurnal traffic variations and the opposite one under the as-
sumption that power of router interfaces (line cards) depends on the carried traffic. The authors
discuss two ways to influence the power vs. bandwidth (load) curve, i.e., idle power reduction (by
e.g., matching line rates with traffic volume, or reducing clock rates) and the scaling of equipment
power requirements using newer Complementary Metal-Oxide-Semiconductor (CMOS) technol-
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ogy. Both of them influence the results of the considered traffic engineering approach. Power
values normalized to the maximum power are reported.

The authors of [76] search for a tradeoff between power and performance (defined as the mean
delay). They formulate the network design problem with a simple MILP, and consider three ob-
jective functions (power objective, performance objective and trade-off objective). However, there
is a mistake in the performance objective (wrong units of mean delay in Eq. (7) of [76]), and
consequently also in the trade-off objective. A topology with 12 nodes and 22 links was used for
evaluation.
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Table 3.2: Energy-Aware Network Design (EA-ND) methods (IP layer).
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MILP [19], Chabarek router chassis, LCs n/a MPR n/a n/a n/a n/c hours no
Star-SH&ReR [35], Coiro LCs n/a SPR, ShPR n/a n/a n/a n/c n/r no
MILP, LE-I, and GA [38, 73], | transmitters and receivers n/a SPR (Dijkstra in | n/a n/a n/a n/c3 >24 no
Ahmad, Bianco & Bonetto LE-I and GA) and hours
MPR (MILP) (MILP),
n/r (LE-I,
GA)
MLTE [39-41], Puype router interfaces n/a SPR, ShPR | n/a n/a n/a n/c hours no
with  differently
weighted links
MILP [76], Sansd & Mellah routers n/a MPR n/a n/a n/a consid.* | hours no>

3Number of hops analyzed in [38].

*A MILP objective trading power against performance is considered in [76]. However, there is a mistake in the equation defining the objective (wrong units of
mean delay in Eq. (7) of [76]).

3Lost traffic upon failure and other metrics are analyzed in [76].
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3.1.4 WDM layer

Similarly to Section 3.1.2, the greenfield approaches are described first. The non-greenfield ap-
proaches follow. Results of the survey are summarized in Table 3.3.

3.1.4.1 Summary of the approaches with fiber installation

We found only two works that considered installation of fibers (greenfield approaches). First,
dimensioning of a pan-European optical network based on the current traffic demands, as well as
projections over five and ten years is performed in [118]. The output of the dimensioning process
is the number of fibers per link and wavelengths per fiber that need to be installed to serve the
input traffic matrix, as well as the dimensions of optical switches required to transparently route
the input traffic. The ILP problem minimizes the cost of the dimensioned network (in cost units)
and not explicitly the power (even though power can be considered as cost). Power consumption of
the designed network is performed in postprocessing summing power consumption of all devices
installed in the network.

Second, the number of fibers is an unconstrained variable in [81]. The authors of [81] focus
on the node architectures differing in the flexibility of traffic grooming. Apart from the ILP for-
mulation minimizing the number of line cards (line modules), an extensive mathematical model
calculating the number of other modules (transponder modules, control modules, etc.) is provided.

3.1.4.2 Summary of the approaches without fiber installation

An auxiliary graph is used in [79, 80] to provision WDM networks. Additionally to the power
consumption of network devices (transponders, OLAs and WDM terminals), power related to
electronic switching, optical switching and Electrical-Optical (OE) and Electrical-Optical (EO)
conversion is considered.

The Power-Aware RWA problem is proposed in [43] and formulated as a MILP problem. Energy
savings can be achieved by switching off OXCs and optical amplifiers according to three proposed
algorithms called Least-Cost Path (LCP), Most-Used Path (MUP) and Ordered-Lightpath Most-
Used Path (OLMUP). All the algorithms start with a void network and iteratively add OXCs and
lightpaths. They use SPR to route lightpaths, however different weights are assigned to physical
links for LCP, MUP and OLMUP. OLMUP consists of a Lightpath Selection phase and a Routing
Update phase. “A rough lower bound” is presented in [43] additionally to the results achieved
with the proposed algorithms. Investigations of bidirectional rings and generic meshes of up to
32 nodes without wavelength conversion, and with a large number of fibers on each link and of
wavelengths per fiber compared to the number of lightpaths (random requests with no dependency
on time) revealed that smart routing of lightpaths in the WDM layer may bring significant energy
savings against the SPR and First Fit (FF) wavelength assignment. The authors assume that both
the power of an amplifier and the power of an OXC are equal to 1 kW, however no justification for
this value is given.

The contribution of [77, 78] is two-fold. First, transmission properties of optical transport net-
works (such as dispersion) are exploited with a split-step method in order to reduce the number
of regenerators. Second, wavelength assignment is performed using OPNET SP Guru Transport
planner (black-box) so that some physical links can be powered off. The authors consider a Euro-
pean network (26 nodes and 46 links) and Telecom Italia network (31 nodes and 53 links) with and
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without OXCs, and scale a traffic matrix to mimic changing demands. The power consumption
of an optical amplifier is estimated to 200-500 W and the power of a 3R regenerator to 2-5 kW
(unreferenced). The results show that transmission optimization may lead to the elimination of
in-line 3R regenerators, and that traffic grooming allows to switch off significant number of links.

Protection in network design is the focus of [42]. The following four protection strategies are
distinguished: Shared Link Protection (SLP), Shared Path Protection (SPP), Dedicated Link Pro-
tection (DLP) and Dedicated Path Protection (DPP). Four network design problems corresponding
to the four protection strategies are formulated as ILP problems. Apart from the power consumed
by transponders and OLAs, also power consumption due to traffic dependent and traffic indepen-
dent electronic processing is considered. Evaluation is performed on the NSFNET14N22L (the
version with 14 nodes and 22 single fiber bidirectional links).

The works [46] and [47] focus on the design of the WDM network taking into account protection
requirements. Both of them assume a single-fiber topology with a given number of WDM channels,
and are given a set of lightpath requests as input. Dedicated protection resources with sleep modes
are considered in [46]. Shared Backup Paths and joint minimization of capacity and energy are
considered in [47].

Eventually, the focus of [105, 119] is on providing “virtual infrastructure” for Information Tech-
nology (IT) servers. The formulated MILP problem is solved for the COST239 network (11 nodes
and 23 links) assuming a single fiber on each physical link. 1:1 protection is considered in [105].
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Table 3.3: Energy-Aware Network Design (EA-ND) methods (WDM layer).
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ShPR
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LCP, MUP, OLMUP [43], Wu | OLAs & OXCs no n/a SPR no FF n/c n/r n/c
split-step method and OPNET | REGs, OLAs n/r n/a n/r n/r OPNET n/c n/r 1+1 DiPP
SP Guru Transport planner
(black-box) [77, 78], Silvestri
ILP [42], Musumeci OLAs and TSPs with electronic process- | no n/a SPR n/c n/c n/c hours SLP, SPP,
ing DLP, DPP
ILP [46], Muhammad transmitter, receivers, switching devices, | no n/a MPR full n/c n/c hours 1:1 dedi-
OLAs (fixed and proportional power) cated
ILP [47], Cavdar transceivers, OLAs, 3D MEMSs, wave- | no n/a MPR yes n/c n/c hours shared
length converters
MILP [105, 119], Tzanakaki TSPs, OLAs, OXCs, IT servers no n/a MPR n/r n/r n/c hours 1:1

®Blocking probability analyzed in [79, 80].
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3.1.5 Concluding remarks and thesis contributions

ILP and MILP are the most frequently used methods for the EA-ND. Solving the ILP/MILP
problems is time consuming, however computation time is not critical at the network design stage.
A mathematical model was used only in [104] and [39-41]. There are relatively many works
covering both the IP and WDM layers. Most of the EA-ND approaches cover equipment related to
lightpaths (line cards). Installation of fibers is mostly not considered, particularly when focusing
on the WDM layer only. MPR is a common assumption for both the IP and WDM routing, since it
reduces complexity of the formulated optimization problems. Wavelength conversion/assignment
is considered by several works. It is usually an integral part of the formulated MILP problems.
Network overprovisioning is the most frequently used method to address the QoS constraint. Only
the authors of [76] address the mean traffic delay in the optimization objective. There are only few
approaches covering protection:

1. IP and WDM layer: the MILP [111] by Betker et al. and mathematical model by [104] by
Van Heddeghem et al.

2. IP layer: no related work

3. WDM layer: split-step method and OPNET SP Guru Transport planner (black-box) [77, 78]
by Silvestri et al., the ILPs [42] by Musumeci et al., [46] by Muhammad et al., [47] by Cavdar
et al., and the MILP [105, 119] by Tzanakaki et al.

The thesis contains a model to design a Static Base Network (SBN) with the objective of mi-
nimizing CapEx cost (Section 4.1). This model can be applied also to design a network with
minimization of power consumption replacing CapEx cost with power cost. In order to limit the
length of this thesis, the following contributions from [138, 140] were skipped:

e MILP formulation of the network design problem installing devices in both the IP and WDM
layers (routers, line cards and transponders, OLAs and WDM terminals, fibers) with the
constraint of SPR

e solutions of the formulated MILP problems provided by a high performance cluster com-
posed of 128 Central Processing Unit (CPU) cores with 568 GB of total memory [145]

e comparison of the network design with the objectives of CapEx minimization and power
minimization — solutions of the MILP problems with the two objectives were similar, since
for today’s network devices power barely depends on load. Both power and CapEx cost
scale with their capacity. This may change in the future though.

e comparison of the network design under the constraints of SPR and MPR of traffic demands
in the IP layer — the constraint of SPR still allows the design of energy-efficient IP-over-
WDM networks.

The focus of this thesis is on EA-ARS:s.
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3.2 Energy-Aware Adaptive Routing Solutions

Differently from Section 3.1, we start the review of EA-ARSs from the WDM layer, cover the
IP layer next, and eventually summarize the approaches covering both the IP and WDM layers.
Moreover, we focus on the algorithmic approaches, because solving MILP problems is too time
consuming for dynamic network operation, where traffic varies over time.

3.2.1 Taxonomy

There are fewer decisions (variables) to make during network operation than in the network de-
sign. However, there are more constraints with respect to the network design. This is reflected in
the taxonomy. The main criterion for classification are the devices targeted for switching on/off.
Second, the dynamics of routing is distinguished (either in the WDM layer or in the IP layer or in
both layers). Similarly as in Section 3.1.1, routing in the WDM layer and routing in the IP layer
are reported. The main difference to the network design is the requirement to mind the constraints
on the installed devices, i.e., fibers, OLAs and other network devices cannot be dynamically added
(installed) in the network during its operation. On the other hand, energy saving is usually traded
with QoS. Its consideration by the EA-ARS is another item in the taxonomy. Furthermore, the
computation time of the energy-efficient network configuration is crucial in the context of dy-
namically changing traffic. We focus on network topologies of up to 40 nodes in case results on
topologies with more nodes are reported. Larger topologies most probably include metro/access
networks additionally to the core network. Timely launching of an EA-ARS is crucial. There-
fore we report the triggering events that are responsible for this. Operation of the network can
be either centralized or distributed. Any EA-ARS can be centrally operated assuming that there
are mechanisms delivering input information, and control mechanisms distributing the computed
solution. Distributed solutions are more demanding. Therefore we report centralized network
operation of each EA-ARS unless distributed operation is clearly indicated in the corresponding
publication. Network knowledge is related to the operation. It determines the information that
is required by the EA-ARSs being classified in general as local or global. It is obvious that it is
easier and quicker to run an EA-ARS that requires only the knowledge about the traffic load on
local links than the one that requires a full traffic matrix. Apart from the QoS, the energy saving
is traded also with the level of protection against network failures. Therefore protection is also
considered in this survey, even though many operators run two networks in parallel [114], and the
EA-ARSs may be applied to the secondary network only, while the primary one is operated at
full speed for protection purposes. While adapting the network to the changing traffic conditions
may bring energy savings, the network needs to be reconfigured between consecutive time periods.
Therefore it is important to keep the reconfiguration cost (in terms of added/deleted lightpaths or
rerouted traffic) to a limited extent. While theoretical studies can show high potentials of energy
savings, the knowledge of future traffic is crucial in order to achieve the savings. Although it
is obvious that nobody knows future traffic, many works neglect the restriction that is related to
the (short-term) traffic forecast. Eventually, the control mechanisms to deliver the required input
information for the EA-ARS as well as to perform the actual reconfiguration are necessary.

Some of the criteria can be neglected when looking at single layers.

IP layer: Routing mechanism and its dynamics in the WDM layer, as well as the physical layer
constraints are not considered by the EA-ARS working only in the IP layer.
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WDM layer: Routing mechanism and its dynamics in the IP layer are not considered by the
EA-ARS working only in the WDM layer.

Furthermore, different targeted devices, QoS metrics, triggering events, reconfigurations costs
are applicable in the two layers.

3.2.2 WDM layer

EA-ARS:s targeting energy saving in the WDM layer are shown in Table 3.4.

Power-Aware Routing and Wavelength Assignment (PA-RWA) [59, 102, 103], represents an
enhancement of the well known strategies for lightpath route computation and wavelength assign-
ment in the classical WDM networks. Differently from [43], it includes constraints on the number
of fibers (and wavelengths) installed on each physical link. In the first step of PA-RWA called
Load Based Cost (LBC), a shortest path algorithm solves the routing subproblem using a dynamic
load-dependent function to associate a weight to each optical fiber link. In the second step Least
Cost Wavelength (LCW), wavelength assignment is performed considering the load state and the
power consumption of the OLAs deployed along the fibers. LCW assigns a cost to each wave-
length available on the links belonging to the path computed by LBC, and chooses the wavelength
minimizing the cost on the whole path.

A method iteratively switching off fibers in the network is considered in [92, 93]. Various criteria
of ordering fibers that are attempted to be deactivated are considered. All lightpaths traversing the
fiber to be switched off are attempted to be rerouted. If both working and protection paths for a
lightpath are found, all OLAs on the fiber are switched off.

RWA-Bill problem is formulated as an ILP in [50, 51]. The focus of this work is on the energy
bills where electricity prices vary over the network nodes. No heuristic approach is proposed.

Different combinations of available MLRs are considered in Energy-Aware Routing and Wave-
length Assignment (EA-RWA) considered in [121] additionally to the elastic networks. Power
consumption of network elements installed along physical links of the network is used as a link
weight to select the most energy-efficient lightpath from a set of K-Shortest Paths (KSP).

Weighted Power-Aware Lightpath Routing (WPA-LR) [44] is based on a modified version of
the KSP algorithm. Scaled power of OLAs is used as a weight of fiber links. Scaling factor
equal to 1 is used for fiber links that are not in use. The selected K paths are evaluated according
to the wavelength continuity constraint, and the one with lowest cost is selected for the requested
lightpath. If no path satisfies the wavelength continuity constraint, the lightpath request is dropped.

Differentiation of primary and secondary (protection) paths is the basis of the approaches pro-
posed in [45]. The approaches also use the KSP algorithm to precompute available paths between
all node pairs. The three considered approaches (Energy-Aware Dedicated Path Protection with
Differentiation of primary and secondary paths (EA-DPP-Dif), Energy-Aware Dedicated Path Pro-
tection with Mixing Secondary with primary paths (EA-DPP-MixS), and Energy-Aware Dedicated
Path Protection (EA-DPP)) use different weights of physical links differentiating sets of links used
only by primary paths, links used only by secondary paths, links used by both primary and sec-
ondary paths and unused links.

Morea and Perell6 propose a MILP with a Connectivity Graph in [3, 48, 49]. The Connectivity
Graph is defined as a set of nodes and a set of logical links. The definition of a logical link in
[3, 48, 49] is different than the definition in this thesis, since lightapths are routed over the logical
links in [3, 48, 49] (see the variable z* , in [3]). No heuristic approach is proposed.

38
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"LBC with time variant link weights.

8Blocking probability is analyzed in [102] and [45].

%In-line, pre- and post-amplifiers are considered in [92, 93].

IOMEMS-based switching matrix.

""Power of OLAs on the link is used as link weight.

12Bach fiber link is assigned a weight dependent on power of OLAs on the link and whether the link is in use [44].
B3Different assignment of weights (costs) to links is used in EA-DPP-Dif, EA-DPP-MixS, EA-DPP [45].

!4Links weights (costs) are assigned.
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3.2.3 IP layer

There are many EA-ARSs targeting devices in the IP layer for energy saving (see Table 3.5).

The authors of [116] investigate a Power-Aware Traffic Engineering (GreenTE), by proposing
MILP coupled with methods to reduce its complexity. In particular, the concept of balancing the
load in the “greened” network is proposed, and the signaling issues are thoroughly discussed. QoS
is investigated using link utilization, delay, queue length (with ns-2 simulations), and number of
MultiProtocol Label Switching (MPLS) tunnels. Reconfiguration aspects and the constraints of
the WDM layer are not considered.

The authors of [146-148] propose Virtual Line Card Migration (VLCM), which eliminates
rerouted traffic at the IP layer. This is possible by virtualizing the IP logical functionalities, which
means moving the IP functionalities from a line card to another one, allowing then to put the first
line card into idle state. VLCM introduces a new level in the control plane architecture, and the
rerouting takes place at the layer 2 (MPLS/Ethernet). An Energy-Aware Router architecture is also
presented.

A depth-d algorithm is proposed [63, 65] as part of the project called MiDORi (Multi-(layer,
path and resources) Dynamically Optimized Routing). d determines the number of links that are
attempted to be switched off. All possible logical topologies with deactivated d links are generated,
and the one with the lowest maximum link utilization is chosen. If utilization of any link exceeds
1, d is decremented and another logical topology with inactive links is searched for until success
or until d equals 0. The computation time ranges from 0.01 s up to over a day depending on the
value of d and number of nodes in the network. E.g., for a network with 20 nodes the calculation
time equals ca. 0.8, 3, 90, 1200 s for d equal to 1, 2, 3 and 4, respectively (Fig. 4 of [65]). The
reconfiguration cost is not taken into account.

The Beeler’s algorithm [64, 149] is another algorithm originating from the MiDORIi project. Itis
an efficient implementation of the exhaustive search for the most power-efficient logical topology
satisfying given traffic demands. Calculation times of less than 0.01 s have been achieved with an
efficient implementation on a parallel data flow type reconfigurable processor for networks with
25-30 nodes (Fig. 7(a) of [64]).

The authors of [133] perform a reality check of Energy-Aware Routing on different network
scenarios assuming three different energy models (energy-agnostic, idleEnergy and fully propor-
tional). The constraints on maximum load on logical links are incorporated in the formulated
MILP, and analyzed in the solutions. The MILP does not take into account reconfiguration costs.

Minimization of power consumed by router line cards and chassis in each of 12 periods over a
day is investigated in [107]. The authors analyze the newly turned-on and shut down line cards (and
lightpaths), as well as the percentage of traffic rerouted in the Virtual Topology that is produced as
outcome of the MILP solution. The reconfiguration cost is however not included in the objective
function of the formulated MILP.

Performance of switch-off and switch-on schemes are compared in [108, 109]. The authors pro-
pose a network designed for off-peak hour with the possibility to establish dynamic optical circuits
in the peak hour. Then, routing parameters are introduced to trade between energy consumption
and route changes. Solutions of the formulated MILPs are presented, without investigating practi-
cal heuristics.

Least Flow Algorithm (LFA), Most Power Algorithm (MPA) and the Random algorithm de-
scribed in [28, 60, 61, 137] attempt to power off entire logical links, with the corresponding line
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cards, and possibly also routers, checking if the network is still connected and all IP traffic demands
are satisfied according to the updated IP routing. The only difference between the algorithms is the
order in which resources are considered, either according to increasing load (LFA), power (MPA)
or randomly (Random algorithm). Extension of LFA has been proposed in [112] to switch off
single lightpaths instead of the entire logical links.

The ordering issue has been improved in L-Game [113]. The logical links are ordered according
to a measure (Shapley value) that defines how much a link is critical in the network, meaning how
much traffic cannot be routed if this link is not active.

The previous algorithms do not take into account any cost related to the reconfiguration of the
network. Instead, the GA!S described in [137] searches through random selection, crossover and
mutation for a feasible logical topology (which acts as an individual) that reduces a weighted sum
of power consumption and reconfiguration costs measured as the amount of IP traffic that has to
be rerouted between two consecutive time periods.

A distributed algorithm GReen Distributed Algorithm (GRiDA) is proposed in [150, 151]. It
utilizes periodic Link State Advertisements (LSAs) describing configuration and load of links,
and broadcasting critical states. The reconfiguration cost in terms of rerouted is not considered in
GRIiDA itself, but the number of reconfigurations per node (ON = OFF and OFF = ON) is
analyzed in postprocessing in [150, 151].

Distributed versions of LFA and MPA are proposed in [62]. In the Distributed Least Flow (DLF)
and Distributed Most Power (DMP) algorithms each network node maintains three First In First
Out (FIFO) queues to store the last links that (i) entered into sleep mode but no LSA confirmed yet
that constraints are not violated (foBeVerified list); (ii) are in sleep mode and caused no constraint
violations (sleepLinks list); (ii1) caused a violation and thus should not enter sleep mode anymore
(tabu list with limited length). DLF aims at selecting the least loaded link to be switched off, while
DMP aims at selecting the most power-hungry link to be switched off. Similarly to [150, 151], the
number of reconfigurations per node is analyzed in [62].

Distributed and Adaptive Interface Switch off for Internet Energy Saving (DAISIES) [36, 59, 94]
is another solution that exploits the control mechanisms provided by MPLS to switch off router
line cards. The actual amount of traffic carried by each Label Switched Path (LSP) is monitored
by the ingress node on a fine granular observation period (e.g., tens of seconds). Then, whenever
it goes beyond a prefixed threshold, the ingress node recomputes the path of the LSP and reroutes
it updating both the path and the reserved bandwidth (make-before-break). The information about
available (unreserved) bandwidth advertised by the Traffic Engineering (TE) routing protocol is
used by DAISIES to properly compute link weights, and in turn aggregate the traffic on a reduced
set of links.

Energy-Aware Routing (EAR) algorithm [84, 85, 89] considers three types of routers in the
network: exporters, importers, and neutral routers. An importer router computes its routing path
tree taking into account the Shortest Path Tree (SPT) of the exporter router it is associated with.
The three main phases of the EAR algorithm are: (1) exporter router selection; (2) Modified Path
Tree selection by an importer router, and determination of the links to be switched off; (3) routing
path optimization on the residual topology obtained after the first two steps. There are different
exportations which result in putting a link into sleep mode. A generic exportation is referred to
as a move in [84, 85, 89]. A set of rules determining whether two moves can be performed one

I5Extension of the GA described in [38].
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after another is proposed in [85]. The problem of finding a set of compatible moves minimizing
the network power consumption is formulated as a maximum clique problem in a graph. Three
heuristics to solve this problem are proposed, i.e., Max_Compatibility [85, 89], Min_Used_Links
[85], and QoS-aware_Max_Compatibility [89].

The algorithm Energy Saving based on Algebraic CONnectivity (ESACON) [86] uses algebraic
connectivity to choose IP links to be switched off and keeping algebraic connectivity over a given
threshold 4. In the first step, the network links are ordered according to their impact on the
algebraic connectivity. In the second step, the links to be switched off are identified starting from
the ones that have the lowest impact on the algebraic connectivity.

Energy Saving based on Occurrence of Links (ESOL) leverages the number of occurrences
of network links selected by the Open Shortest Path First (OSPF) (Dijkstra) routing [87]. Four
different versions of ESOL are proposed in [87], i.e., basic-ESOL, fast-ESOL, (f + b)-ESOL and
(f x 2)-ESOL in order to find a trade-off between computation time and power saving. Basic-
ESOL sorts unidirectional links of the logical topology in decreasing order of their occurrences in
network paths. Basic-ESOL iteratively selects from this sorted list links that can be switched off
until the network remains connected. Fast-ESOL tries to find the largest set of links that can be
powered off in one iteration without disconnecting the network. (f -+b)-ESOL uses fast-ESOL and
basic-ESOL in cascade, so that the output of fast-ESOL is an input to basic-ESOL. (f x 2)-ESOL
repeats f-ESOL in cascade two times.

Energy Saving based on TOPology control (ESTOP) [88] does not use any traffic information
in its computation. It is solely based on the topology information and utilizes the notions of edge
“betweenness’” and graph connectivity to put unnecessary IP links to sleep mode.

A Routing Standby Algorithm [91] aims at putting routers into standby mode. It uses the Floyd-
Warshall algorithm (a classical algorithm to find shortest path in a weighted graph), which is
stopped before all the nodes are considered. A Demand Reassignment problem (ILP) is solved
after stopping the Floyd-Warshall algorithm. Three different versions of the Routing Standby
Algorithm are considered, where different sorting criteria (degree-based, betweenness-based, and
traffic-based) are used for the initial list of nodes provided to the Floyd-Warshall algorithm.

The idea of reducing energy spent on routing within line cards lies behind the Table Lookup
Bypass (TLB) proposed in [37] and extended in [122]. The forwarding engine of some line cards
is frozen and incoming packets are forwarded towards a single pre-determined outgoing interface.
Table Lookup Capability Bypass Transformation of the classical ILP problem is used to determine
incoming, outgoing ports as well as internal arcs and external links of the nodes in the network,
which in turn are used to formulate an extended ILP problem. The extended ILP problem deter-
mines states of all line cards in the network being either OFF, TLB or FULL. Evaluation of TLB
is restricted to a six-node network due to the problem complexity. Larger networks are evaluated
using a genetic algorithm proposed in [122]. A weighted sum of power consumed by line cards
(in FULL and TLB states) and the average available link capacity is used as a fitness function in
[122].

The authors of [66] consider protection in the context of EA-ARSs. A MILP problem covering
all considered time intervals is formulated. A heuristic called Energy and Survivability Aware
Single Time-period Heuristic (ESA-STH) is also proposed. It separately solves the MILP problem
for each single time interval, and not for all considered time intervals at once. A constraint on card
reliability is ensured, so that each line card can be switched on (and off) only a limited number of
times.

42



9%

Table 3.5: Energy-Aware Adaptive Routing Solutions (EA-ARSs) targeting power saving in IP layer.
= S 5 & 2 o =
S Ey 2] 2] % 8 g § % = 3
. - 5. |% |5 |28 |8 |: |f |2 By |E. |e: |52 2
2s %y s £ & |Ef |£7f |§ |B, |8z |E |%% |¥3 5% |&f|%d
S g o0 = £ 5 = = 22 g = = =) 8 £ 3 22 = S 28 t g
S s = O > 3 S S = 5 S =5 £ S E b=l 9 T = = 5 o 5 = 2 S =
- Z = AE | & 2 =S O3 = OE | =3 < ZZ | &3 & B & |O&
GreenTE [116], | LCs  with | IP MPR n/c n/c included no!”’ 65s— | timer (5, | centr. | global | no n/c known | MPLS ext
Zhang ports or (LCs) 28h'® | 15 min)
SPR!6
VLCM [146— | LCs & TSPs | no SPR, n/c n/c included 1P secs. change of | centr. | global | no n/c known | n/c
148], Bolla (IP links) ShPR (routers trans- IP traffic
and LCs) parency demand
Depth-d  search | IP links 1P SPR, n/c n/c included over- sub- n/r centr. | global | no n/c known | n/c
algorithm ShPR, (IP links) prov. secs.—
[63, 65], Yonezu Dijkstra mins.
Beeler’s  algo- | NICs & | IP SPR, n/c n/c included over- sub- n/r centr. | global | Disjoint | n/c known | GMPLS
rithm [64, 149], switch ShPR, (IP links) prov. secs.— Multi- ext.
Yamanaka & | fabrics Dijkstra & secs. route
Takeshita max. diver-
IP hop gence
MILP [133], | IP links & | IP MPR n/c n/c included over- n/r change of | centr. | global | n/c n/c known | n/c
Bianzino nodes (links & | prov. ™
nodes) w
Switch-On & | LCs & 1P | IPwith| SPR precom-| n/c max. over- n/r exceeding | centr. | global | no routing known | n/c o
Switch-Off MILPs | ports changes puted number of | prov. util. thresh- penalty oy
[108, 109], Caria of LT ports20 olds S
LFA, MPA, | routers, LCs | IP SPR, n/c n/c included over- Secs. change of | centr. | global | no n/c known | n/c 2
Random  [28, | & TSPs (IP ShPR @l de- | prov. ™ %
60, 61, 137], | links) vices) i>
Chiaraviglio?! =
L-Game [113], | LCs & TSPs | IP ShPR n/c n/c included Shap- secs. change of | centr. | global | no n/c known | n/c S
Bianzino (IP links) (all  de- | ley ™ ¢}
vices) value >
GA [137], | LCs & TSPs | IP SPR, n/c n/c included over- mins. change of | centr. | global | no rerouted known | n/c g-‘
Bonetto (lightpaths) ShPR (routers prov. ™ traffic '"9}
and LCs) =k
Continued on next page @
=
g
160One of KSP in simplified MILP. =
7Routing stability is analyzed in [116]. uq
18Computation times are provided for the AT&T network with 115 nodes and 296 links in [116]. g’
9Rerouting takes place in an intermediate layer between IP and WDM in [148]. g
20No capacity constraints in the transport network in [108, 109]. §
2INote that the only difference between LFA, MPA, Random is the policy for sorting nodes and links [61]. @



144

Table 3.5 Energy-Aware Adaptive Routing Solutions (EA-ARSs) targeting power saving in IP layer — continued from previous page.

2 = = [72) ] L
a, § :% (2] 3 % 8 .5 g % = §
“ . s B |2 |ZE |:% s |F | £ 5 . | & - =% |E
. 23 Ep | £ £ SE £5%g |3 g 5. 2 Ex | S5 | €S g8 | T2
< E g2 g€ | E 2z g 2 g Eo | 2HE g 22 |22 |SE g |3
< = > 2 ] S = 5 S =3 ] S E =Y 2 o = =3 2= = 2 Q=
=4 EAa gL | = & & 8 o83 = o8 |E3 o Z2 | =8 & Eo =& |O&
GRiDA router ports | IP SPR, n/c n/c included over- n/r’? LSA distr. | global | no no>> un- signal.
[150, 151], & elec- ShPR, prov. arrival (LSAs) known | with LSAs
Bianzino tronic REGs BFS of OSPF
(lightpaths) or ISIS
DLF & DMP | NICs and | IP ShPR n/c n/c included over- n/r every 10— | distr. | local no n/c? un- periodic
[62], Bianzino REGs (P (all de- | prov., 20s known | LSAs
links) vices) connect.
check
DAISIES [36,59, | LCs & TSPs | IP* SPR, n/c® n/c%e included over- sub- change of | distr. | global | no n/c un- MPLS
94], Coiro (lightpaths) ShPR, (routers prov. secs. IP traffic known | rerouting
Dijkstra and LCs) demand
EAR? [84, 85, | NICs 1P SPR, n/c n/c included over- n/r?8 exceed- distr. global | no traffic vari- | un- LSAs of
89], Cianfrani ShPR, (IP links) prov. ing util. ation on a | known | the OSPF
Dijkstra thresh- link due to
olds exportation
ESACON [86], | LCs 1P SPR?, n/c n/c included alge- n/r® n/c distr./ | global | no n/c un- OSPF
Cuomo ShPR, (IP links) braic centr. known | control
Dijkstra connec- messages
tivity
thres-
hold v,
ESOL™ [87], | capacity 1P SPR, n/c n/c included n/c n/r! n/c distr. | global | no n/c known | LSAs?
Cuomo modules ShPR, (IP links)
(2.5 Gbps) Dijkstra
Continued on next page

22The time complexity of the solution scales linearly with number of nodes and exponentially with node degree [151].

23 Number of OFF=-ON and ON=-OFF events is analyzed in [62, 150, 151].

24Possibility of changing the logical topology is considered in [94], but realization of the links (including routing of lightapths) is not considered.

ZLBC was applied to the DAISIES solution in [59].

26LCW was applied to the DAISIES solution in [59].

2"The term Energy Saving IP Routing (ESIR) instead of EAR is used in [89]. Max_Compatibility heuristic is considered in [85, 89]. QoS-aware_Max_Compatibility
heuristic is considered in [89].

28No increase of complexity with respect to OSPF is reported in [84].

P Complexity of O(E - N?) is reported in [86], where E is the number of bidirectional IP links, and N is the number of routers in the network.

3Four versions of the ESOL algorithm are proposed in [87], i.e., basic-ESOL, fast-ESOL, (f + b)-ESOL and (f x 2)-ESOL.

31Complexity of O(Niter - N%logaN) is reported in [87], where Niter is the number of iterations, and N is the number of routers in the network.
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]ncrease of path length in terms of IP hops, mean utilization of the links, and fairness of traffic distribution on all links are analyzed in postprocessing in [88].

3Complexity of O(M - N?) is reported in [88], where M is the number of iterations, and N is the number of routers in the network.

3Three versions of the Routing Standby Algorithm are considered in [91], where different sorting criteria (degree-based, betweenness-based, and traffic-based) are
used for the initial list of nodes provided to the Floyd-Warshall algorithm.

35 A MILP formulation [37, 122] and a heuristic based on a genetic algorithm [122] are proposed. Both use the TLB.

3The average path length in terms of IP hops is analyzed in postprocessing in [37].

37Complexity of O(|v|?) is reported in [37], where || is the number of nodes in the network.
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3 Related Work

3.2.4 IP and WDM layers

Covering both the IP and WDM layers is challenging for EA-ARSs. Summary of the approaches
targeting energy saving in both layers is presented in Table 3.6.

Network Optimization Algorithm is reported in [82]. This centralized solution validates physical
layer constraints (wavelength assignment and lightpath length). However, a detailed description of
the algorithm (e.g., with a pseudocode or a flowchart) is missing.

Auxiliary graph heuristics Request Size Based (RSB) and Link Utilization Based (LUB), Red-
Demand-Based (RDB) and Total-Demand-Based (TDB) are proposed in [56-58]. The auxiliary
graph consists of access layer, lightpath layer, chassis layer, module layer, port layer and a layer
for each wavelength. Link weights in the connectivity graph are assigned values proportional
to power consumption of corresponding devices. The RSB and LUB heuristics [57, 58] share
the same concept, where node pairs are sorted first (according to total demand for RSB or link
utilization for LUB). The traffic demands corresponding to the sorted node pairs are routed over
the shortest path in the auxiliary graph, where lighpaths of capacity lower than the traffic demands
are removed. Differentiated energy saving traffic grooming is considered in [56]. Two different
classes of traffic are considered (Red and Green). The RDB heuristic runs the RSB algorithm for
the Red traffic demands first, and then runs RSB again for the Green traffic demands. In the TDB
heuristic, all traffic demands (Red and Green) are sorted on the same node pair list according to
the total demand (Red + Green). The traffic demands are served according to the list, with the Red
traffic demands having priority to the Green traffic demands within the same node pair.

The next two approaches also utilize connectivity graphs, however the problems are formu-
lated as MILP problems. The focus of [55] is set on reach related power consumption of 100G
transponder. The formulation in [52-54, 106] uses the network design MILP formulation reported
in Section 3.1.2 with additional constraints on the installed devices in the network.

Eventually, both the WDM and IP layers are covered in [59], where two steps are considered.
First, the IP routing and logical topology are determined using DAISIES (see Section 3.2.3). Sec-
ond, PA-RWA (LBC and LCW, see Section 3.2.2) is used to find realization of the logical topology
from the first step.
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Table 3.6: EA-ARSs targeting power saving in IP and WDM layers.
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38Slave shelves, slave racks, router chassis are distinguished in [52-54, 106].

3Maximum utilization of resources is analyzed in [106]

“0The mathematical formulation in [107] ensures the constraint on the installed fibers, but only partly addresses the constraint on the installed chassis, LCs and
OXCs.

“ITime variant link weights at the IP layer are used in [59].

“2LBC with time variant link weights at the WDM layer are used in [59].
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3 Related Work

3.2.5 Concluding remarks and thesis contributions

The highest number of EA-ARSs target the IP devices for power saving. There is only one
EA-ARS approach covering both the IP and WDM layers [57, 58]. It uses the notion of con-
nectivity graph. Connectivity graphs are used also in the MILPs [55] and [52-54, 106] by Rizzelli
et al. However MILP is not suitable in the dynamic network operation targeted by EA-ARSs.
Relaxation of the problem by splitting it into two (algorithmic) steps is addressed in [59]. The
Network Optimization Algorithm reported in [82] is promising, however its details are missing
in [82]. Almost all the works target line cards to be on/off switched (or put into standby mode).
Routers and OXCs are rarely addressed, since possibility of their dynamic operation is question-
able. OLAs are the most frequently targeted devices in the WDM layer. Heuristics use mostly
SPR in the IP layer. Lightpaths between the same node pair are usually allowed to traverse diffe-
rent paths (MPR in the WDM layer). Physical layer constraints are followed to various extents.
Wavelength assignment is the most frequently addressed constraint. Some works consider also the
constraint on maximum lightpath length. Due to classification of the related work between EA-ND
and EA-ARSs, all considered EA-ARSs obey the constraint on the installed devices. However, the
constraints are not always applied to all types of devices. Similarly to the EA-ND approaches,
overprovisioning is the most frequently used method for ensuring QoS. There are however also
other methods such as constraints on connectivity and the use of differentiated traffic. The reported
computation times are only indicative. However, some heuristics obtain solutions within the time
scale of subseconds—seconds even if their implementation is not optimal. Triggering events are
mostly related to the change of traffic (either the whole traffic matrix or load on the lightpaths).
In some works new solutions are computed periodically, what corresponds to an expiry of a timer.
There are only few approaches which can be operated in a distributed way. Most of the approaches
require global network knowledge.

Protection is considered by a few EA-ARSs, however there is still space for research in this
area particularly in the class of EA-ARSs targeting energy saving in the IP layer. Several promis-
ing EA-ARSs (e.g., DAISIES [36, 59, 94]) do not address the protection at all, and a simplistic
assumption of quick activation of links and routers is taken in some other works [88, 91],

Several related works analyze the influence of application of EA-ARSs using as evaluation met-
rics e.g., blocking rate of lightpath requests or average hop count that a traffic demand traverses
from its source to its target. However, only few EA-ARSs consider reconfiguration cost during
their operation (routing penalty [108, 109], rerouted traffic [84, 137], on/off limit [66], a top-down
approach [107]).

EA-ARSs use traffic as input data. The traffic is usually assumed to be known in the related
works. The assumption of unknown traffic is more frequently made by the EA-ARSs targeting
WDM devices to be switched off. This is caused by the fact that traffic in the WDM layer is
usually modeled as arriving lightpath requests with given holding time, and not as a traffic matrix
of certain time granularity. A few works address the control mechanisms (more details in Sec-
tion 6.2). Evaluation of the EA-ARSs together with appropriate control mechanisms has not been
well investigated yet.

The contribution of this thesis are the following. First, we evaluate the potential of power saving
by the EA-ARSs in the IP layer and consider different levels of freedom for rerouting of traffic de-
mands and lightpaths (Chapter 4). The approach when no rerouting both in the IP and WDM layer
is allowed is a simple distributed EA-ARS which requires only local knowledge for its operation.
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3.2 Energy-Aware Adaptive Routing Solutions

Second, we propose an adaptive EA-ARS, where network configuration from previous time period
is used to determine the network configuration for the following time period (Chapter 5). Clear
triggering events are described, which help timely reconfigure the network minding QoS. Com-
putation time of the proposed algorithm is reasonable. Evaluation studies are performed using as
realistic input data as possible (Chapter 2).

Third, implementation issues for the EA-ARSs are discussed, and two of the proposed energy
saving approaches are implemented on a testbed (Chapter 6). We demonstrate that it is feasible
to dynamically and remotely reconfigure the network, save energy and avoid traffic loss using
off-the-shelf equipment.
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4 Potential energy savings in the
IP-over-WDM networks

As a first step, we estimate how much energy could be potentially saved in the Internet Protocol
(IP)-over-Wavelength Division Multiplexing (WDM) network by switching off line cards in low-
demand hours. We first present the formulation of the optimization model to design the Static
Base Network (SBN). Next, we present three approaches to saving energy with different levels
of freedom of rerouting. Considered scenarios and results follow, and eventually conclusions are
drawn. This chapter is based on [136, 152].

4.1 Design of Static Base Network

To the best of our knowledge, there is no complete and publicly available data about the networks
today. The complete data includes physical topology (physical nodes and links with their capacity
in terms of fibers and number of WDM channels per fiber), the logical topology (logical nodes and
links with their capacity, as well as realization including routing of lightpaths over the physical
topology), and the routing of IP demands over the logical topology. Information about the network
elements installed in the network, as well as their configuration is required in order to evaluate
potential energy savings.

We formulate the network design problem as a Mixed-Integer Linear Programming (MILP) in
order to determine the required information for a network of today. Cost minimization is set as the
objective of the MILP. Capital Expenditures (CapEx) or power consumption can be considered as
cost. We use CapEx minimization as the objective for the design of the network of today, which is
static and therefore referred to as the SBN.

Designing a cost-minimal multi-layer network that allows to realize a given traffic matrix is
a highly complex problem which is far from being solved yet, see for instance [153—157]. The
problem becomes even harder if multiple traffic matrices are to be considered, leading to robust
multi-layer network design problems [158, 159]. Most attempts to solve robust network dimen-
sioning problems, however, assume single-layer networks, see [160—-162] and references therein.

Given detailed traffic measurements, our approach is based on constructing a single traffic ma-
trix that refers to all peak demands over time. The SBN is then dimensioned with respect to this
maximum matrix which ensures that every single traffic scenario can be realized. The SBN can be
considered being cost-minimal among all networks that allow to route the constructed maximum
traffic matrix. Note that although common in practice, this approach is potentially producing over-
provisioned networks. There might be cheaper topologies that cannot accommodate the maximum
traffic matrix but all single traffic scenarios (with static IP routing). It is also typically unlikely to
have all demands at their peak simultaneously. For our study, however, this approach based on a
maximized matrix is reasonable since our main goal is to compare the three different energy saving
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approaches among each other rather than to provide the cheapest among all robust SBNs.

Let V be the set of all demand end-nodes' and let d*(t) be the undirected demand value for each
pair of nodes (a,b) € V x V,a < b and each point in time ¢ € T, where T is the set of considered
points in time (time periods). We compute each element of the maximum demand matrix by

I — max d®(t), (4.1)

and calculate a minimum-cost IP-over-WDM network which satisfies this maximum demand ma-
trix.

Our model used to cost-optimally design the SBN is close to the one used in [153, 156, 163—
165]. We optimize both network layers in an integrated step. The model comprises all relevant
sources of installation cost both in the IP and the WDM layer. Modified versions of this model are
later used to evaluate the energy savings in different traffic demand scenarios taking the designed
SBN as input (see Section 4.2 and Appendix B).

Parameters Assuming all network elements to be bidirectional, we model the optical layer by an
undirected physical supply network (V, E') consisting of the nodes V' and the physical supply links
E. Every node i € V' can be equipped with an IP router out of the set NV of IP routers. Every router
n € N has a maximum switching capacity of R" and a cost of C". Every physical supply link
e € I can operate an arbitrary number of fibers at cost C¢ per fiber, each supporting B wavelength
channels. For simplicity we do not consider different optical nodes to be available. Instead we
assume a pre-installed Optical Cross-Connect (OXC) of infinite capacity at every network node.
The model (4.3) can be easily extended by a physical node model though. Also note that we
include some cost for OXCs in the cost of fibers, see Section 4.3.

For every node pair (7,5) € V' x V,i < j, the set P; ;) denotes all admissible routing paths in
(V,E) between nodes ¢ and j, which can be used to realize lightpaths. Let P be the union of all
these paths and P, the set of all paths ending at node i. Every path p € P can be equipped with
multiple lightpaths of capacity 1. Each bitrate unit W on a path p incurs the cost C¢ of line card
interfaces at the end-nodes of p and consumes one wavelength channel in the physical network on
every physical link of the path. All lightpaths established between a node pair (i, ) € V' x V forms
a logical link. Set of all logical links is denoted as L, and the corresponding logical topology as
V, L).

Demands and commodities We assume that [P traffic can be arbitrarily split and routed via
multiple logical paths. This is modeled by a standard so-called splittable multi-commodity flow
[166] on the IP network layer. We remark that the main motivation behind this assumption is com-
putational tractability since any more restrictive routing assumption (e.g., single-path flow or path
length restrictions) would involve using discrete flow variables and/or additional flow constraints.
From the practical point of view, we refer the reader to [167] for a discussion on the similarity of
load distribution in a network using multi-commodity flows and a network using the Open Shortest
Path First (OSPF) protocol with Equal-Cost Multi-Path (ECMP) routing and clever weight setting.

We introduce commodities based on the given point-to-point demands d% ., (a,b) € VxV,a <
b in order to model a multi-commodity flow. There are mainly two approaches related to the
definition of commodities [166, 168—170]. The first is to consider one commodity for every non-
zero point-to-point demand. This approach results in so-called disaggregated formulations which
can become huge already for small networks. The number of variables and constraints in such

"We use indices i (and ) to refer to a node (and a node pair) in general, and a and b in the context of traffic demands.
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models is in the order of O(|V|*) and O(|V[°), respectively, just for modeling the flow. For smaller
models and to reduce computation times it is common to aggregate demands at common source
nodes which leads to commodities having one source but several target nodes. This modeling trick
reduces the number of commodities to at most |V'| and the number of variables and constraints in
the multi-commodity flow model to O(|V|*) and O(|V|?), respectively.

In the following the set of commodities A C V' corresponds to those nodes in V' that are source
of at least one demand. For commodity £ € K and every node ¢ € V the net demand value is
defined according to Eq. (4.2), where all demands whose source is k£ € V' are subsumed.

g ) v dspy fori=Fk 42)
' —dki otherwise

It holds that >, |, d¥ = 0 for all k € K. The total demand value d7?" of a network node i is
given by the sum of all demands havmg its source or target in i, that is, dy BNV = S~ re wldr].

Variables The flow variables U, ’j € R, describe the directed flow for commodity £ on the
logical link between ¢ and j in both directions. Notice that the flow variables are not defined for
individual lightpaths. The variables aggregate the IP traffic on all lightpaths with end-nodes ¢ and
7. This is possible because the actual physical representation of a logical link does not matter for
the IP routing. Only the total capacity between any two nodes is of interest for an IP demand in our
model. Also notice that by the definition of the commodities above the flow variables aggregate
IP traffic with the same source node. The distribution of logical link flow to the chosen physical
representations and also the disaggregation of the commodity flows to individual demand flows
can be done in a postprocessing step, as explained below and in [156, 163]. Both aggregation
techniques significantly reduce the size of the model compared to considering flow variables on
individual physical representations and for individual point-to-point demands.

Variables y;fBN € 7, count the number of lightpaths realized on p € P. Similarly, 422N € Z,
denotes the number of fibers installed on physical supply link e € E. The binary variable z}' &
{0, 1} states whether or not router n € N is installed at node ¢ € V.

Model The problem of minimizing the cost for a feasible network configuration and routing
satisfying the demand matrix Dgpy can be formulated as the MILP (4.3).

min Y Chal +CFO) Tyt 4 eyt (4.3a)
ieVneN peP eclk
S -t =df, ieVikeK (4.3b)
JEV\{i}
WYV =N (fE+ ) 20, (1,5) e VXV (4.3¢)
pEP(Z ) keK
S Ry =Y WyiPN > PPN eV (4.3d)
neN peP;
doap <1, i€V (4.3e)
neN
SBN Z SBN cc E (4.3f)
pEP:e€p
b L € Ry, PN PPN e 2y af € {0, 1} (4.3g)
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4 Potential energy savings in the IP-over-WDM networks

The objective (4.3a) is to minimize the cost of installed routers, line cards and fibers in the
network. Equations (4.3b) are the flow conservation constraints for every node and commodity,
formulated on the complete logical layer V' x V. Inequalities (4.3c) choose a subset of paths
between the nodes ¢ and j and install enough capacity to accommodate all the logical link flow
corresponding to (7, 7). The logical node capacity constraints (4.3d) make sure that the capacity
of a node suffices to switch all the incoming traffic, including the emanating demand. The con-
straints (4.3e) select one router configuration at every node. Eventually, the physical link capacity
constraints (4.3f) make sure that the number of available wavelengths on a fiber is not exceeded.

The flow for commodities k£ € K on logical link (i, j) € V' x V has to be disaggregated in two
steps in postprocessing. First, we have to disaggregate the flow from the logical links (7, j) to all
physical representations p € P with end-nodes 7 and j (in both directions). By (4.3c) this can be
done respecting the installed capacities W - y5 %" for e € P; ;). Let f} denote the flow on path p
for commodity k£ € K. In a second step, the commodity flow fI’f has to be disaggregated to a flow
for every individual point-to-point demand (a,b) € V' x V, where a corresponds to the source of
commodity k and b to one of its targets. Since commodities have been aggregated from demands at
common source nodes, this can be done in a greedy manner by iteratively subtracting the necessary
individual demand flow for every target b from the given aggregated commodity flow. We denote
by f3* the flow for demand (a, b) with value d% on path p.

4.2 Approaches to save energy

Given the SBN designed with the model from Section 4.1, we propose three (classes of) approaches
to save energy in low-demand hours.

Fixed Upper Fixed Lower (FUFL): Both the routing of IP traffic in the upper logical layer and
the realization of lightpaths in the lower WDM layer are fixed over time. Demands are routed as
in the SBN using the same lightpaths with the same percentual splitting as in the SBN. We allow
to shift traffic between parallel lightpaths though. Line cards of empty lightpaths are switched off.

Dynamic Upper Fixed Lower (DUFL): The logical topology (including the realization of
lightpaths) is fixed as in FUFL (Fixed Lower), but the routing of IP traffic can be changed (Dynamic
Upper). In every demand scenario, we aim at routing the IP demands in the logical topology in
such a way that as many lightpaths as possible are emptied in order to switch off the corresponding
line cards.

Dynamic Upper Dynamic Lower (DUDL): Both the routing of the IP traffic in the logical
layer and the realization of lightpaths in the physical layer can be changed over time (including
adding lightpaths not existing in the SBN), with the restriction that the number of installed line
cards at each IP router must not be exceeded. The number of used line cards is minimized by
jointly optimizing the routing in the IP and WDM layers.

A Fixed Upper Dynamic Lower approach is not feasible, since the IP routing has to react to
changes of the logical topology. Note that the terms Fixed Lower and Dynamic Lower apply to
dynamics of the realization of the logical topology. Idle lightpaths are dynamically switched off in
all the considered approaches.

Fig. 4.1 shows a simple example illustrating how the approaches FUFL, DUFL and DUDL can
decrease the number of active line cards in a low-demand hour. We limit the number of nodes,
links and demands in this example in order to keep it clear and easy to follow. The physical fiber
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Figure 4.1: A simple example showing how the approaches FUFL, DUFL and DUDL decrease
the number of active line cards. There are five peak demands (AB = 1.3, AC =
2.1, AD = 1.2, BC = 0.7, CD = 0.8), which decrease in the low-demand hour
(AB = 0.6, AC = 0.4, AD = 0.9, BC' = 0.6, C'D = 0.0). The physical topology is
fixed (solid lines in subfigures (i)—(1), each line corresponds to a single fiber of capacity
B = 3 wavelengths). The granularity of the logical link capacity is W = 1 (normalized
capacity, two line cards). In the low-demand hour 2, 6, and 8 line cards are saved with
FUFL, DUFL, and DUDL, respectively.
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4 Potential energy savings in the IP-over-WDM networks

installation and the hardware configurations at the nodes from the SBN are fixed for all approaches.
New line cards must not be installed. Two traffic matrices are considered. The SBN is designed
to accommodate the peak traffic matrix. The approaches FUFL, DUFL and DUDL are applied in
the low-demand hour starting from the SBN. The columns of the subfigures in Fig. 4.1 correspond
to the SBN, FUFL, DUFL and DUDL respectively. The first row shows the routing of the IP
demands, the second one depicts the logical topologies, and the last one illustrates the routing of
lightpaths over the physical topology. FUFL can switch off a lightpath between nodes A and C
(the dotted one routed via D in Fig. 4.1(i)) due to a decrease of traffic. DUFL changes the routing
of IP demands to additionally make the lightpaths AC' (dotted, routed via B in Fig. 4.1(i)) and C'D
idle. Eventually, DUDL adds a logical link between nodes B and C, which does not exist in the
SBN (compare Fig. 4.1(e) and (h)). This additional link and the new routing of the IP demands
allows to further decrease the number of active line cards.

FUFL is the most restrictive approach. It is the easiest to be realized in practice since it does not
require any optimization but only monitoring of the lightpath utilization. Decisions on switching
line cards on and off can be taken locally. Its drawback is to rely on the routing defined by the
SBN, no matter what it is (single-path, weighted multi-path, etc.). The routing taken from the
SBN can be suboptimal especially in low-demand hours. A similar concept to FUFL (extended to
different types of networks) was used in [123—126] after the publications [136, 152].

In contrast, DUFL and DUDL with the objective of minimizing number of lightpaths are NP-
hard optimization problems, as they generalize the uncapacitated fixed charge flow problem [171,
172]. DUFL is a single-layer network design problem which can be solved to optimality in a rea-
sonable amount of time in practice, see Section 4.4 and [170, 173]. DUDL is a computational
challenge since it involves optimizing two coupled network layers simultaneously, similar to de-
signing the SBN, see [153-157].

Dynamics in the IP routing (DUFL) may allow more line cards to be switched off, compared
to FUFL, by choosing a smart IP routing in each demand scenario, but it may lead to instabilities
of connection-oriented protocols (e.g., due to overtaking of packets upon the change of the IP
routing). Moreover, decisions about the IP routing changes need to be forwarded to all involved
routers. Even more signaling is needed for additional dynamics in the WDM layer (DUDL). It has
to be ensured that no packets are lost in the reconfiguration phase, when lightpaths are torn down.
Generalized MultiProtocol Label Switching (GMPLS) including the traffic engineering extensions
is a potential candidate for controlling and managing the paths. The reconfiguration itself is non-
trivial though since it requires the use of OXCs to dynamically change logical links (typically
realized by point-to-point connections nowadays). Energy-efficient network design may have an
influence on resilience and Quality of Service (QoS) in the network in terms of packet delay, jitter,
packet loss as well as on network throughput, since switching off line cards decreases the capacity
of the network. Moreover, network devices being repeatedly switched on and off may be more
prone to failures.

More formally, the model (4.3) can be adapted to evaluate the possible energy savings for FUFL,
DUFL and DUDL under dynamically changing traffic demands (indicated by ¢). The complete
model variants (DUFL and DUDL) are presented in Appendix B.

For all approaches we fix the physical network by fixing the variables y52 to the values from
the SBN. We also fix the variables z' of the installed IP routers together with all installed line
cards at each node 7 € V' according to the SBN solution. The capacity of the IP router installed at
node i is denoted by R7BY.
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FUFL Consider a demand between nodes a and b with base value d%,. In each low-demand
hour ¢t € T where this demand has value d*°(t), we reduce the flow on each path p used to transport
this demand by the factor d®*(t)/d%s € [0, 1] and reduce the capacity on the path accordingly.
As all flows for this demand are scaled by the same factor, the relative share of traffic on each used
path remains the same as before.

To state it more precisely, consider a path p used to route demand d% . In scenario t € T, we
reduce the flow from f2° to

Fb () = fi - d(2) i
Let

L) = > £

(a,b)eVxV

be the total flow on path p after reducing the flow for all demands. Then the capacity on that path
can be reduced from y 2" to
()
wiv) = | 2]
where 35BN

P
7" is the capacity of all lightaths established on the physical path p in the SBN. The va-
riables y,(¢) count the number of lightpaths on p € P at time period ¢ € T". Hence this procedure
corresponds to shifting traffic between parallel lightpaths, that is, lightpaths with the same realiza-
tion p € P. No optimization is needed. From a practical perspective alternative FUFL principles
might be of interest. Traffic could be shifted between all paths p € P having the same end-nodes
(i, 7) ignoring physical representations. This could reduce the number of active lightpaths even
more and completely relies on information available at the IP-layer. Additionally adjusting the
splitting of demands across IP multi-paths could further contribute to energy savings. For ease of
exposition we neglect to study these FUFL variants here.

DUFL For every t € T, we compute new IP routing by using a variant of model (4.3). The
logical link (all physical paths on the logical link) capacity variables y,,(¢) can be reduced compared
to the corresponding ones from SBN (y]fBN ), but not augmented. This is ensured by adding the
constraint y,(t) < nyN to (4.3) for all p € P. The IP flow can be rerouted without any further
restrictions such as to minimize the number of active line cards. Hence an energy optimal routing
for every time period ¢ € T' can be computed by fixing y2?" and z7, and bounding y,(t) in (4.3)
as described above, using the demand matrix D(t) instead of Dgpy, and changing the objective
function to minimize the number of active lightpaths » _py,(t). The detailed model (B.1) to
reoptimize the routing in every time step using the strategy DUFL can be found in the Appendix B.

DUDL We are allowed to change the IP routing as well as the logical topology including phys-
ical representation of the lightpaths. But we cannot install new line cards at IP routers. Similarly
to DUFL, we use a variant of model (4.3) to compute an energy-efficient network in each demand
scenario t € 7. In contrast to the previous case, the augmentation of logical link capacity variables
yp(t) is allowed in addition to changing the flow variables. In order not to exceed the number of
line cards installed at each node in the SBN, we add the constraints

D upt) <Y o yBY

pEP; pEP;

for every node ¢ € V. We then minimize the number of used line cards for every demand scenario
using the same objective as for DUFL, see model (B.2) in the Appendix B.
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(c) Abilene (d) Géant

Figure 4.2: Physical supply network topology, and source traffic distribution. The area of a node
represents its emanating demand. The DFN demands (a) are Frankfurt-centralized in
contrast to the DWG demands (b). Notice that the New York node is omitted in the
Géant figure (d).

4.3 Scenarios

4.3.1 Topologies and traffic demands

We used three physical supply network topologies (Germany17, Abilene, Géant) and a subset of
corresponding traffic data [4] described in Section 2.5.

For each single physical supply network topology, we precalculated the set F; ;) of up to 50
shortest paths for potential lightpaths for every node pair (¢, j). The length of a physical link was
computed by using the spherical distance of its end-nodes. The paths were limited in total physical
link length to 3000 km. There are three physical links in the Géant network with a real length
greater than 3000 km (Israel-Netherlands, New York—Austria and New York—UK). We set these
links to a length of exactly 3000 km. There is thus only the direct path possible between these
nodes. This way we implicitly assume to provide the necessary regenerators on these three links
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Figure 4.3: Total demand over time in Tbps for the scenario with 3 Tbps maximum total demand,
every day of February 2005, and every month of 2004. The DWG matrices show the
expected behavior over time with peaks during the week, low traffic on weekends (a),
and a slightly rising demand over the year (b). In contrast, the DFN measurements
exhibit peaks caused by single demands.

at no cost.

The traffic values for all networks have been scaled to obtain comparable maximum total demand
values (1 Tbps, 3 Tbps and 5 Tbps). To get undirected demands between nodes 7 and j, we
considered the maximum of the two corresponding directed demands. In order to be consistent with
the 15-minute traffic matrices of Géant, we aggregated the 5-minute traffic matrices of Abilene and
Germany17 networks to 15-minute traffic matrices by taking the maximum value for each demand
over the whole aggregation interval.

As shown in Fig. 4.2(a), the DFN matrices have a centralized structure with a large demand
emanating from Frankfurt, which is a large entry point for cross-atlantic traffic, see [164]. They
also exhibit temporal peaks caused by single academic institutions sending large amounts of traf-
fic to another institution or to an international backbone. Therefore we also evaluated the en-
ergy savings in Germany17 with demand matrices generated using the Dwivedi-WaGner (DWG)
model [174] b