Mobility Support in IP Cellular Networks —
A Multicast—Based Approach

vorgelegt von
Diplom-Ingenieur
Andreas Festag
aus Berlin

von der Fakultat IV - Elektrotechnik und Informatik
der Technischen Universitat Berlin
zur Erlangung des akademischen Grades

Doktor der Ingenieurwissenschaften
— Dr.-Ing. —

genehmigte Dissertation

Promotionsausschuss:

Vorsitzender: Prof. Dr.-Ing. Dr. rer. nat. H. Boche
Berichter: Prof. Dr.-Ing. A. Wolisz
Berichter: Prof. Dr. G. Polyzos

Tag der wissenschaftlichen Aussprache: 5. Juni 2003

Berlin 2003

D 83



ii



To my family.



v



Zusammenfassung

Heutige zellulare Kommunikationsnetzwerke bieten eine unterbrechungsfreie Mobilitatsunterstiitz-
ung, basieren aber auf homogener Netzwerktechnologie und komplexer verbindungsorientierter In-
frastruktur. Es ist zu erwarten, dass die Internet-Technologie einen Paradigmenwechsel bei zellularen
Netzwerken herbeifithren wird. Mobile IP stellt die klassische Losung flir das Mobilitatsproblem in
IP zellularen Netzwerken dar, hat aber eine Reihe von Nachteilen: das indirekte Routing und der
Einfluss auf die Ende-zu-Ende Verzogerung, Probleme durch sogenannte Ingress-Filter bei Routern,
sowie die ungentigende Qualitdt des Handover.

In dieser Dissertation wird der Ansatz verfolgt, das Mobilitdtsproblem mit Unterstiitzung von
Gruppenkommunikation (Multicast) zu 16sen. Hierbei wird im Prinzip die Fahigkeit des Multi-
cast zur Adressierung und zum Routing unabhéngig vom Aufenthaltsort genutzt. Dadurch stellen
sich aber eine Reihe von neuen Herausforderungen, unter anderem die Tatsache, dafl Multicast
nicht alle Funktionen bietet, die zur Mobilitatsunterstiitzung notwendig oder wiinschenswert sind.
Ebenso stellen sich Probleme von Multicast in nicht-mobilen Netzwerken, sowie durch die beson-
deren Anforderungen von Hostmobilitdt an den Multicast. Auf diesem Gebiet gibt es bereits mehrere
interessante Vorschlége, denen unterschiedliche Motivation, sowie verschiedene Anforderungen und
Annahmen iiber die Netzwerkarchitektur zugrunde liegen.

Es werden die Anforderungen an Multicast-basierte Mobilitdtsunterstiitzung identifiziert, sowie
Mobilitatsfunktionen und grundlegende Protokolloptionen ausgearbeitet. Diese drei Komponen-
ten bilden ein Rahmenwerk fiir einen System- und Protokollentwurf fiir Multicast-basierte Mo-
bilitdtsunterstiitzung, genannt MOMBASA (Mobility Support — A Multicast-Based Approach).
Dieses Rahmenwerk wird benutzt, um existierende Arbeiten zu beurteilen und dient gleichzeitig als
Basis, um neue Ansétze zu kreieren bzw. existierende zu modifizieren. Vier Fallstudien, basierend
auf unterschiedlichen Dienstmodellen fiir Multicast, werden von dem Rahmenwerk abgeleitet.

Zur Untersuchung der Fallstudien wird ein kombinierter Ansatz aus Messung, Simulation und
Analyse angewendet. Fiir eine experimentelle Untersuchung wurde die MOMBASA Software Envi-
ronment entwickelt, eine generische Softwareplattform fiir die Untersuchung von Multicast-basierter
Mobilitatsunterstiitzung in IP-basierten Netzwerken. Die Softwareplattform bietet ein abstraktes
Interface zum Multicast und ist daher auch zur zukiinftigen Untersuchung von unterschiedlichen
Typen von Multicast geeignet. Die MOMBASA Software Umgebung ist Teil der Umgebung zur
Leistungsbewertung, die es gestattet, die Fallstudien in einer gemeinsamen Umgebung unter vergle-
ichbaren experimentellen Bedingungen zu untersuchen.

Die Ergebnisse der Dissertation zeigen die prinzipielle Moglichkeit eines mobilen Kommunika-
tionssystems mit Multicast-basierter Mobilitatsunterstiitzung ohne Einschrankungen von IP-Dien-
sten. Potentielle Probleme (wie z.B. das Fehlen eines zuverldssigen Transportdienstes fiir Multicast)
konnen vermieden werden. Die Dissertation beschreibt die Ergebnisse der Leistungsbewertung fiir
Handover. Es werden Skalierbarkeitsaspekte untersucht, insbesondere die Signalisierungskosten in
einem System mit Multicast-basierter Mobilitdtsunterstiitzung ermittelt. Alle Ergebnisse werden
mit dem Referenzfall Mobile IP und seiner hierarchischen Variante verglichen.
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Abstract

Today’s cellular communication networks offer seamless mobility support but are based on a
homogeneous networking technology and a complex voice-oriented networking infrastructure. The
Internet technology is expected to cause a paradigm shift in cellular communication networks. Mobile
IP is the classical solution to support host mobility, but faces a number of disadvantages, including
triangular routing and its effect on protocol overhead and end-to-end delays, router ingress filtering,
and handover performance.

In the dissertation a different approach is pursued that solves the general mobility problem by
means of group communication (multicast). In principle, it utilizes the capability of multicast
for location-independent addressing and routing, but poses a number of challenges, including the
fact that not all mobility functions are offered by the multicast, as well as the open problems of the
multicast as it exists in today fixed networks, and problems that arise through the usage of multicast
for mobility support, such as the scalability with the number of multicast groups. A few proposals in
this area have already been made with different motivations, requirements, and assumptions about
the networking architecture.

In this dissertation the requirements for multicast-based support of host mobility are identified,
as well as mobility functions and basic protocol options elaborated. The three components create
a framework for the system and protocol design of multicast-based mobility support that is termed
MOMBASA (Mobility Support — A Multicast-Based Approach). The framework is used to judge
existing research approaches and serves as a basis to design new schemes and modify existing ones.
Four case studies are derived from the framework based on the Any-Source Multicast, the current
multicast standard in the Internet, as well as alternative service models. For these case studies a set
of protocols are designed that augments the multicast schemes by mobility functions.

The methodology of investigation is a combined approach of measurements, simulation, and anal-
ysis. For experimental investigation the MOMBASA Software Environment is developed — a generic
software platform for experimentation with multicast-based mobility support in IP-based networks.
The software environment offers an abstract interface to the multicast, and hence can be used for
future investigations of different classes and types of multicast. The MOMBASA Software Environ-
ment is part of the evaluation environment that allows to investigate the selected case studies in a
common experimental environment under comparable conditions.

The results of the dissertation show the feasibility of a mobile communication system with
multicast-based mobility support providing the full spectrum of IP services. Potential problems
of multicast-based mobility support (e.g. lack of a reliable transport service for multicast, and oth-
ers) can be avoided. The dissertation presents results of the performance evaluation for handover.
Scalability issues are addressed, in particular the signaling costs in a system with multicast-based
mobility support determined. All results are compared with the reference case Mobile IP and its
hierarchical variant.
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1. Introduction

The recent years have seen a rapid development of mobile computing and communication. The
technological progress was driven by advances in wireless and wireline transmission technology,
cellular technology, communication protocols, micro-electronics and standardization efforts. Mobile
service has evolved from a sparse coverage and heavy mobile devices — mainly for vehicles — to an
almost ubiquitous coverage with very small-size devices affordable to users. While today’s mobile
systems are still being optimized for voice communication, they support an increasing variety of
mobile data services at low data-rates.

The future of mobile communication is sometimes considered in the context of Ubiquitous Com-
puting. This is a vision of a future world, which enhances computer use by providing many devices
to anyone and making them effectively invisible to the user:

”The most profound technologies are those that disappear. They weave themselves into
the fabric of everyday life until they are indistinguishable from it.”

”The Computer for the 21st Century”, M. Weiser [163]

A vision like this makes great demands on mobile networks, and in this context, problems need to
be solved before Ubiquitous Computing becomes a reality. Certainly, the next generation of mobile
network will cope with some of these problems. For example, technologies such as GPRS and UMTS
will offer a connection-less service in the near future and, therefore, introduce a paradigm shift from
connection-oriented to connection-less communication in mobile networks. In order to shape future
networks, it is essential to identify trends in the development of present-day mobile networks. By
identifying the trends, the design of future mobile networks becomes clearer. In what follows, major
trends will be highlighted.

New wireless technologies. A variety of new wireless technologies will replace or augment existing
radio technology, such as IEEE WLAN [86, 87, 88], UTRAN based on WB-CDMA [41], or
Bluetooth [71] and will be used instead or complementary to GSM and IS-95 radio technology.
Each of these technologies will offer a different service in terms of bandwidth and (partly
overlapping) spatial coverage. There is no wireless technology that provides all requirements
all the time, and there is a tradeoff between coverage, data rates and costs. Hence, future
mobile networks will not base on a single standardized wireless interface, but on a set of
different technologies and standards.

High-speed core networks. Future core networks will provide very high bandwidth. In particular,
optical fiber transmission offers abundant bandwidth with data rates beyond gigabit per sec-
ond. This technology meets the requirement of a large bandwidth transport capability in the
core network, which interconnects cellular access networks. In existing core networks optical
technology is only utilized for point-to-point transmission and electrical processing is done
at every node. Future photonic networks are expected to provide direct optical connections
without electrical processing using wavelength routing.
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Variety of communication devices. Future mobile networks will support a variety of communica-
tion and computing devices, that differ in their physical equipment. This equipment may
include screens, video and sound support, input devices (touch screens, pointer, keyboards,
voice recognition), data processing capabilities, storage and network devices. In particular it
is expected that devices will be equipped with more than one network interface in parallel.
With the progress of software radio technology wireless interfaces will be able to adapt to the
current environment and switch between different modes if demanded or beneficial.

New communication services. Speech will continue to be the predominant source of traffic, but at a
quality comparable to fixed networks. Mobile Internet access can be regarded as the basic data
services for mobile users, which facilitates the use of popular applications well known from the
wireline Internet access, such as email, web browsing, streaming audio and video, file transfer,
network games, ICQ, remote execution of programs. Moreover, mobile communication paves
the way for new services, such as E-shopping and location-based services.

IP-based network nodes and protocols. Future mobile networks will use the Internet model where
Internet Protocol (IP) packets are used for both transport and signaling. IP-aware network
nodes and devices can give better support to IP applications. They will reduce the cost
of deployment, and in addition IP-style engineering is faster and cheaper, as the Internet
development has proven. IP-based protocols facilitate a natural convergence of fixed and
mobile networks. Finally, considering the wireless interface, an IP-based protocol enables the
movement between access points and networks that use different wireless interfaces.

Protocol conversions. Although IP-based applications will dominate future traffic volume, exist-
ing standardized services (conventional voice, fax, old-style data applications) will still be
supported by means of conversions. This includes application-level protocols with media con-
versions (e.g. fax-to-jpeg, email-to-voice, etc.). Also well-known standardized supplementary
services, such as GSM call forwarding are expected to be re-implemented in IP-based appli-
cations. Such protocol conversions are also required since equipment often has limitations in
processing capabilities, screen resolutions, etc. and not all applications can be used in all end
systems.

Future mobile networks will offer services where users can move freely almost anywhere and
communicate with any one, any time, and in any form using the best service available. They will
support different types of mobility: In a scenario with nomadic wireless access the user roams freely
and the mobile device switches between access points only between two consecutive communication
sessions. In a scenario with true mobility dynamic changes of the supporting access point during
a session — usually referred to as handover — are expected to appear, possibly even several times
during a single session. The grade of service continuity in spite of handover is one of the essential
quality features. Continuity of service might be expressed in terms of no information loss during
the handover, sometimes even so-called seamless handover, i.e. handover not observable by the user
at all. In order to provide seamless handover across possibly heterogeneous networks it is required
that the networks interact and co-operate to offer the best service available. The latter scenario lies
in the focus of this thesis.



1.1. Mobile Communication

1.1. Mobile Communication

Wired and wireless communication networks differ in an essential property: In wired communication
networks, the supported data rate can be increased to a nearly unlimited degree in exchange for added
investment in equipment. In contrast, the overall data rate in wireless communication networks is
limited due to spectrum scarcity. In order to make efficient use of the available spectrum, present-
day wireless communication networks reuse channels. This channel reuse exploits the physical
phenomenon of wireless transmission, i.e. wireless signals are attenuated after a certain distance
and do not interfere. In order to utilize the channel reuse in communication networks, the coverage
of a wireless network is divided into smaller areas called cells (Fig. 1.1). The available spectrum is
split into (logical) channels. These channels are distributed among the cells according to a certain
reuse pattern. In addition, the power levels used within a single cell are limited in order to reduce
interference between the cells. In the early wireless networks, the seven-cell-reuse-pattern was used,
which was a result of the distance required between cells using the same logical channel. By channel
reuse, more users can be accommodated in a wireless network as if the channel is used a number of
times in the system.

{ ) Transmission range of cell 1
—— Border of acell

— Cell cluster

Figure 1.1.: Cellular structure of a wireless network

Cellular networks exploiting channel reuse requires a dedicated access point — a dedicated network
node that provides service in the spatial coverage of a cell. The access points are interconnected by
a — usually fixed — network infrastructure.

The cellular principle gives rise to mobility-related phenomena which are not present in non-
cellular networks. In order to establish communication sessions with a mobile user, the communi-
cation network needs to determine the mobile user’s location and the actual communication path
to the user. This is a similar functionality in relation to fixed networks, but the difference is that
in cellular networks the mobile user’s current location can change. Therefore, a cellular communi-
cation network maintains location information of users in a — centralized or distributed — database.
A mobile user frequently updates the network with its actual location information. Without the
location database in the network, a mobile user would need to be located by means of searching the
whole service area of the communication network.

Another mobility-related phenomenon is caused by the migration of a mobile user from one cell
to another while a communication session is ongoing. This process is referred to as handoff or
handover, and may cause disturbances, or even break off communication sessions.
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The growing demand for higher data rates results in very small cells — called micro cells, pico
cells and even nano cells with diameters of several meters. This trend clearly follows from the use of
higher radio frequencies: the higher the radio frequency the higher the attenuation and the worse the
wall penetration. Smaller cells with a high grade of user mobility (i.e. speed) result in very frequent
handover which may disturb the communication service remarkably. To supply the environment
efficiently, cellular networks consist of cells with different spatial coverage (forming a hierarchy of
cellular layers). Pico-cells will be provided in communication hot spots, whereas macro-cells supply a
basic communication service. Frequent handover with stringent requirements on the communication
quality as well as handover between cells of different cellular layers require sophisticated mechanisms
for mobility support. These mechanisms will be dealt with in this thesis.

1.2. Thesis Formulation

Today’s cellular communication networks offer seamless mobility support but are based on a homoge-
neous networking technology and a complex voice-oriented networking infrastructure. The Internet
architecture, protocols, and applications provide flexible services with heterogeneous networking
technology at prospectively lower costs. The Internet technology is expected to cause a paradigm
shift in cellular communication networks: In an all-IP cellular network wireless end systems repre-
sent IP hosts and the network nodes of the cellular backbone are based on IP routers of an access
network interconnected to the global Internet.

A general problem, however, needs to be solved: An IP address reflects a host identifier as well as
the host’s current network point of attachment as the location. This IP address is used to establish a
session between hosts, whereas sockets at an protocol-independent interface are used to access lower
protocol-dependent layers. A mobile host might change its current network point of attachment
so that the network part of the mobile host’s IP address does no longer match the IP network
address of the new location. The assignment of a new IP address — which is topologically correct
— enforces the closure and re-opening of existing sessions and their corresponding sockets. In fact,
sockets are bound to source and destination addresses. Hence, the re-establishment pertains to the
mobile as well as to a correspondent host communicating with the mobile host and disrupts the
communication. Even frequent changes of the network point of attachment considerably sustain the
communication quality.

A number of solutions for the general mobility problem already exists. They can be divided into
three main categories: Indirect addressing and address translation (e.g. Mobile IP [96, 129], RAT
[147]) assign two IP unicast addresses to a mobile host: A permanent address and a temporary
address. Packets destined to the mobile host are routed indirectly via the mobile host’s home
network where a home agent translates the IP address in the packet to the mobile host’s temporary
IP address. The second category is Host-based routing (e.g. Cellular IP [27], HAWAII [136]) where an
IP address is considered as a unique host identifier without a network part and routing is performed
by means of the host identifiers. Since the IP address does not reflect the location, it is not necessary
to assign a new IP address during a handover. For routing of packets the network nodes have per-
host-entries that are created and released according to the mobile host’s movement. Application
prozies (e.g. MPA [161], ICEBERG [105], Extended SIP [162]), the third category, introduces a new
user-level addressing concept and principally maps the user address to the temporary IP address of
the mobile host. When a mobile host changes its IP address due to mobility, the user address is
re-mapped to the mobile host new IP address.

In this thesis, however, a different approach is pursued. The general mobility problem — as
described above — is solved by multicast. The main idea of multicast-based mobility support is
to utilize location-independent addressing and routing to support host mobility. In principle, each



1.2. Thesis Formulation

mobile host is assigned a multicast group address — a special-purpose address that does not contain
a network part and, therefore, is independent of the location. The mobile host subscribes to the
multicast group through its current access point to the network. Handover is performed by multicast
operations, namely subscribe/un-subscribe to/from a multicast group. Data packets are distributed
via a multicast tree with branches reaching the current locations of the mobile host on its movement.
The branches of the multicast tree can grow and shrink, and hence, follow the mobile host’s location.
In particular, the branches can be simultaneously set up to multiple locations, including the current
as well as the expected locations of the mobile host. In comparison to the classical solution for IP
mobility support, Mobile IP, a multicast approach has the following advantages: First, re-routing
for handover is done in a network node where the paths to the old and from the new access point
diverge (and not in a software agent in the mobile host’s home network as in the Mobile IP approach).
Second, a handover-specific signaling and infrastructure is in principle not required, instead multicast
is reused for mobility purposes. And third, multicast offers inherent mechanisms to minimize the
service interruption caused by a handover between access points.

The utilization of multicast for mobility support poses many challenges. First of all, multicast
does not offer all functionalities that are required for mobility support or useful for mobility-related
performance. Another set of problems arises from the design of present-day IP multicast — these
problems exist independently of its potential use for mobility purposes. Other challenges are caused
by the specific requirements of mobility support on multicast. Highly dynamic join and leave oper-
ations represent an example for such a requirement.

It has already been recognized that multicast has a number of attractive features for the support of
host mobility and this idea has been addressed by a few research studies. These studies have certain
requirements and make particular assumptions about the network architecture and protocols, in
particular about the used multicast type. Instead of developing a single solution as in the existing
approaches, in this thesis a framework for the system and protocol design of multicast-based mobility
support is developed that is not limited to the classical IP multicast service model. This framework
is termed Mobility Support - A Multicast Based Approach (MOMBASA). The components of the
framework are requirements, protocol options and mobility functions. The framework create a basis
to judge existing approaches and to derive certain case studies. While these case studies have
similarities in basic protocol options, such as location of the multicast end point, they differ in
others, such as the provided the multicast service model. Consequently, the case studies provide
different options of mobility functions by optimally utilizing the specific features of their multicast.

In this thesis, four case studies are defined that attempt to meet the above mentioned challenges
of multicast-based mobility. These case studies represent extensions of existing approaches or new
schemes. It is common to all case studies that the multicast schemes itself keep unmodified and
are not adapted for mobility purposes. Instead the basic multicast functions (including group cre-
ation and release, subscription, un-subscription, data transport) are augmented by a set of mobility
functions, such as handover initiation and others.

The methodology of investigation is a combined approach of experimentation, simulation, and
analysis. For experimental investigation, the MOMBASA Software Environment, a generic soft-
ware platform for experimentation with multicast-based mobility support in IP-based networks is
developed. Basically, it is composed of software components for mobile hosts, mobility-enabling
proxies and gateways. The MOMBASA Software Environment can be regarded as a subset of func-
tionality of the general approach MOMBASA that are implemented as prototypes. Moreover, the
software environment offers an abstract interface to the multicast, and hence can be used for future
investigations of different classes and types of multicast. In this thesis the MOMBASA Software En-
vironment is used to evaluate the performance of the selected case studies in a common experimental
environment.
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1.3. Thesis Outline

The thesis is organized as follows:

In the second chapter of the thesis the concept of mobility support in communication networks is
introduced. After the definition of related terminology, the architecture of IP networks, in particular
IP-based wireless networks are detailed. Then requirements on the design of schemes for mobility
support are described. Based on this requirement analysis, existing approaches for mobility support
in wireless IP-based networks are reviewed.

Chapter 3 explains the fundamentals of multicast, including link-layer multicast, network-layer
multicast, and application-layer multicast, and analyzes existing multicast protocols in connection-
oriented and connection-less networks.

The following chapter 4 describes a general framework for multicast-based mobility support by
analyzing requirements, protocol options and functionalities. Existing approaches to multicast-based
mobility are reviewed, and it is shown how these approaches can be captured within the framework.
Then, the framework is utilized to derive four case studies for multicast-based mobility support and
the reasons for the selections are stated. These case studies are investigated in detail in the following
chapters. The four case studies represent new approaches to multicast-based mobility support and
extend existing schemes, respectively.

The following chapters focus on the selected case studies: Chapter 5 describes the methodology of
investigation. It critically discusses the selection of an evaluation technique, describes the assumed
network model for the experimental investigations, simulation, and analysis and introduces the
evaluation criteria. Chapter 6 presents the design of the protocols that has been developed. Chapter
7 describes the software platform. Chapter 8 describes the measurement environment, presents the
evaluation results of the particular case study, and compares the results of the case study with the
reference case basic and hierarchical Mobile IP.



2. Mobility Support in Communication
Networks

This chapter gives an overview of mobility support in communication networks with emphasis on
IP networks. Therefore, terms related to mobility support are exactly defined and the architecture
of IP networks is introduced. Extensive studies of mobility support in IP-based networks have
already been carried out. As it will shown, some of the approaches are based on the same principles.
The approaches are reviewed, categorized and compared. Multicast-based mobility support can
be regarded as a different class of approaches. Therefore, the existing multicast-based approaches
to mobility support will be reviewed separately in the next chapter — after the fundamentals and
protocols of multicast have been explained.

This chapter is organized as follows: First, a general overview of mobility support in communica-
tion networks is presented. Then, the architecture of IP-based networks is detailed. This includes
addressing and routing mechanisms that lead directly to the fundamental mobility problem in IP.
Then, the requirements for the design of mobility schemes are elaborated and Mobile IP, classical
solution for mobility support, introduced. Based on a discussion of weaknesses of Mobile IP, existing
alternative approaches to unicast-based mobility support are reviewed.

2.1. Terminology

A communication network carries information between users. Users are equipped with commu-
nication devices and data is exchanged between devices by means of a communication network. A
communication network offers either a connection-oriented or a connection-less service to ap-
plications. With a connection-oriented service applications executed in the devices exchange control
messages to establish connections before sending messages with user data. With a connection-less
service no handshake procedure prior to transmission of messages is needed. Applications simply
send the messages. In the past a communication device was typically fixed to a single location.
With the technological progress a formerly fixed telephone became a tether-less cellular phone and a
computer became a portable laptop or even small-sized palm-top. Wireless communication allows an
information exchange to and from a wireless communication device. A wireless network provides
the infrastructure for wireless communication.

In oder to make efficient use of the available spectrum, today’s wireless networks partition the
available spectrum into channels and the spatial coverage of a network into smaller smaller areas
termed cells. A channel represents a physical resource, such as a frequency slice, a set of time
slots, or assigned codes. The type of the physical resource depends on the access technology. The
channels are assigned to the cells applying a certain reuse pattern, in which the assignment scheme
can be fixed (fixed channel assignment scheme) or dynamic. With the latter dynamic channel
assignment scheme, the association between cell and channel may change e.g. due to changing
traffic conditions. The exact size of a cell is defined by the signal-to-interference ratio and the
boundary is usually fixed to a signal-to-interference ratio of 3 dB. Clearly, the size and shape of a cell
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depend on a number of parameters, such as frequency, transmission power and receiver sensitivity,
environmental attenuation due to obstacles and walls, antenna directivity, noise, adjacent- and co-
channel interference, and others. However, it is important to note that wireless cells may overlap or
not, in the latter case creating a gap in service continuity.

More general, a wireless cell can be defined as the portion of the service area of a wireless network.
Wireless networks that make use of the channel reuse concept require an Access Point (AP). An
access point is a dedicated node or physical component that provides a communication service within
the spatial coverage of a wireless cell.

An access point connects a wireless device to wired fixed networks and to other wireless devices.
The fixed network can be the Internet, the Public Switched Telephone Network (PSTN) or another
type of network. The wireless interconnection between the mobile device and access point is termed
wireless link and represents a logical connection. When access points of a wireless network use a
single wireless technology the network is termed homogeneous, otherwise heterogeneous. In large
communication networks, access points are combined to an access network. This is a fixed network
under the control of a single authority. It interconnects the access points with a global network via
a gateway.

A wireless device that moves through the coverage of a wireless network is usually named a
mobile terminal or mobile host (MH). When a mobile terminal moves out of the range of an
access point and enters the range of a new access point a handover! occurs. A handover is a process
that is executed when a mobile host migrates from one access point to another while communicating.
This process transfers the responsibility for a mobile terminal from one access point to another. A
handover includes a number of operations for handover detection, initiation and execution. Handover
and other operations incorporate the exchange of messages between the mobile host and the network
nodes and between network nodes termed signaling. Roaming is usually referred to as using a
mobile host while away from the home network.

A mobile terminal usually registers on each handover with its actual access point. By means of
registrations the network tracks the current location of a mobile terminal. Instead of tracking, a
mobile terminal can be searched within the spatial coverage of the cellular network. The process of
locating a mobile terminal within a geographical region is referred to as paging. Paging allows the
mobile host to update the network less frequently and provides the network only with approximate
location information.

Assuming that a communication network offers a certain service and communication sessions —
terminal or network initiated — are established, then the user with the terminal may move within
the spatial coverage of the service area. At least two basic scenarios for wireless access can be
identified [170]:

In the first scenario — which is referred to as nomadic wireless access — the terminal is expected
to be moved over distances essentially exceeding the transmission range of a single access point. It
is assumed that a terminal may switch between the access points only between two consecutive
sessions. This movement usually takes times which are relatively long compared to session duration.
Typically, no hints can be used in which location — close to whichever access point — the terminal
might appear after movement.

In the second basic scenario, which is referred to as true mobile access, the terminal moves
freely in the service area of the network from one cell to another and dynamically changes the
supporting access point during a session. As defined above, this process is referred to as handover
and is expected to appear possibly several times during a single session. In this scenario, the grade
of service continuity, in spite of handover, is one of the essential quality features of this scenario. The
handover may result in a loss of communication which may not be noticeable in voice communication

IThe terms handover and handoff are considered to be interchangeable.
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but can result in loss of data for other applications.

Handover in particular communication networks differs greatly. In order to generalize handover
procedures, handover can be classified with respect to the following criteria:

e the number of access points involved,

e the wireless link used for handover operation,

e the initiation of handover,

e the change of access technology caused by handover in heterogeneous networks,
e the topology of the interconnection network,

e the state of the terminal,

e the continuity of service,

Within these categories the following handover types can be defined:
e Criterion: Number of access points involved

Hard handover With hard handover the terminal has connectivity to a single access point,
either the old or the new one in any point of time. Typically, TDMA-based wireless
technologies, such as IEEE 802.11 employ hard handover. The control of hard handover
is more simple since there is no ambiguity over which access point the mobile terminal
shall communicate.

Soft handover With soft handover the terminal has connectivity to more than one access point
simultaneously. It requires that wireless cells overlap. Certain access technologies offer
soft handover functionality inherently. For example, in Wideband Code Division Multiple
Access (WB-CDMA) [122] the neighboring cell frequencies are the same as in the current
cell (frequency reuse of 1) and spreading codes are used to identify logical channels in
a cell. Since a terminal is able to receive multiple logical channels simultaneously, a
terminal can be connected to two or more access points. This facilitates the deferment
of the point of time for the handover decision. Typically, a terminal switches to a soft
handover state if it has connectivity to more than one access points. If the terminal is
not in this state then the transmission power is controlled according to the cell which
the terminal receives with the highest signal strength. With other access technologies,
such as TDMA, soft handover can be realized at the expense of additional hardware,
such as duplicated transmitters and receivers. The advantage of soft handover is the
shorter service interruption caused by handover. An disadvantage is the duplication of
data during the soft handover phase that may degrade the total system throughput. An
additional handover type — the softer handover — is sometimes referred to as a handover
between sectors of the same cell.

Predictive handover With predictive handover a set of access points may receive data for a
mobile terminal in advance of handover. The current access point in the set is usually
referred to as active and forwards the data to the mobile host, the other access points are
passive and buffer the data. The buffered data are forwarded when the mobile terminal
registers.
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e Criterion: Wireless link used for handover operation

Backward handover Backward handover uses the current access point to request a handover
to a new access point. It allows the terminal to execute the handover procedure while
the terminal still has connectivity. When the procedure is completed the current access
point triggers the terminal to switch to the new access point by re-establishing the radio
link. It is however assumed that the handover can be predicted.

Forward handover A forward handover uses the new access point for handover signaling op-
erations. Usually, forward handover is used when the mobile host has lost connectivity
to the old access point.

e Criterion: Initiation of handover

Terminal-initiated handover In terminal-initiated handover the terminal manages the han-
dover process, i.e. decides both the time when to handover as well as the target access
point. Usually, the handover is triggered when the signal strength of a neighboring cell
exceeds the signal strength of the current cell by a given threshold.

Network-initiated handover In network-initiated handover the network manages the handover
process. It is assumed that the network is able to determine the target access point (e.g.
by determining the location of the terminal using GPS or movement prediction, etc.).

Network-initiated, terminal-assisted handover In this handover type the network initiates
the handover based on information sent by the terminal. For example, the terminal may
frequently send measurement reports with certain measurement values to the network
and the network decides both the time when to handover as well as the target access
point.

e Criterion: Change of access technology caused by handover in heterogeneous networks

Intra-technology handover Intra-technology is a handover between access points using the
same wireless technology. Hence, the network interface of the mobile host is usually not
changed. A typical example is a handover between two access points with IEEE 802.11
technology.

Inter-technology handover Inter-technology handover is a handover between access points
using a different wireless technology. A typical example is a handover from a GPRS
access point to an access with IEEE 802.11 technology. A handover from a smaller cell
to a larger cell is often made without simultaneous connectivity to both cells since, in
this case, the user typically leaves the spatial coverage of the smaller cell suddenly. Thus,
a handover from a smaller to a larger cell is usually a hard handover, whereas during
a handover from a larger to a smaller cell the mobile host is often connected to access
points of the higher and lower layers simultaneously (soft handover).

e Criterion: Topology of the interconnection network

Local handover In a local handover the terminal moves to a new cell that belongs to a network
of the same administrative domain (e.g. service provider). This is sometimes referred to
as micro mobility.

Global handover In a global handover the terminal moves to a new cell that belongs to a
network of a different administrative domain. Macro mobility is used as a synonym in
contrast to micro mobility.
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e Criterion: State of the terminal

Active handover Active handover is a handover of an active terminal, i.e. a communication
session is ongoing.

Idle handover Idle handover is a kind of handover that is made when the terminal is in idle
mode, i.e. it does not have an ongoing communication session. Idle handover presumes
that the system distinguishes between idle and active hosts. Idle handover typically
includes fewer operations than active handover. For example, with idle handover the
mobile re-registers less often and fewer signaling operations are needed.

e Criterion: Continuity of service

Seamless handover With seamless handover the handover is un-noticeable to the user, i.e.
the service interruption is not observable. Obviously this notion can only be expressed in
terms of the application requirements.

Lossless handover With lossless handover no information loss caused by handover occurs.
Information transport can be considered as reliable, even in the presence of handover.
Often, a long gap in communication also results in high losses, and vice versa. Never-
theless, lossless handover is not necessarily the same as seamless handover. For example,
lost information can be retransmitted and then, the non-seamless handover is lossless.

The defined terms will be used in the following chapters of the thesis to describe the developed
mobility approach.

2.2. Architecture of IP-Based Networks

In general, an IP-based network consists of a number of interconnected components as shown in
Fig. 2.1. An internet is a collection of interconnected networks that can be further sub-divided into
subnetworks (subnets). Each network owns an identifying network address which differentiates
it from other networks.

A network in turn is a collection of interconnected hosts . Each host carries an address which is
unique within the network, more precisely, the interface in a host is identified by a unique address.
The combination of network address and host address uniquely identifies the host within the extent
of the internet. Hosts are assumed to be static and the unique identifier is often referred to as a
permanent address [73].

Multiple networks or subnetworks are interconnected by special-purpose boxes, called routers.
A router has multiple interfaces, each is identified by an IP address unique in each of the connected
networks. A router can be attached to very different types of subnets, such as Ethernet, token ring,
and point-to-point links. To enable routers to work correctly, the assignment of subnet addresses is
managed by a central authority that does not permit duplicate addresses. In IP-based networks data
units traversing the internet are called datagrams or packets. They carry source and destination
IP address in their header. Routers examine the destination subnet address of packets arriving at
their inputs to determine which output to use in order to route packets toward their destinations.
Hence, the main functionality of IP routers is the forwarding of packets on a route through the
network. This is referred to as connection-less transport of packets. As a connection-less protocol IP
does not guarantee in-order-delivery of packets. That is, the sequence of packets as generated by
a source does not have to be preserved when the packets are delivered to the destination. Preserving
the sequence is left to higher layer protocols, such as the transport protocol Transmission Control
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Router 2
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192.43.235 Network
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192.43.235.6

Host B
140.252.13.84

Figure 2.1.: General architecture of an IP network

Protocol (TCP) [42]. TCP preserves the sequence by offering a connection-oriented service. The
User Datagram Protocol (UDP) [132] is a connection-less transport protocol without reliability
as TCP.

In principle, the internet protocol works independently of the attached technology. From the
router’s perspective a link can be regarded as a transparent data pipe carrying IP packets. Even
a path between two routers with a number of intermediate network nodes (e.g. switches) that
transport packets transparently can be considered as a single logical link.

In IP version 4 an IP address consists of a 32 bit integer. Four address formats — termed address
classes — are defined to allow for different sizes of networks to which a host is attached. The three
primary classes A, B and C have three subfields. The first subfield identifies the address class,
the other subfield specifies a network identifier (net-id) and a host identifier (host-id). The
fourth address class D is reserved for multicast. The following figures show the different address
classes A, B, C, and D. Class D addresses are of particular importance for multicast-based mobility
support. A class D address consists of a 4 bit identifier of the address class and a 28 bit host-id. It
does not include a net-id. As an example, the network addresses 192.43.235 and 140.252 in Fig. 2.1
represent a class C and class B network, respectively.

[ 1 2 3

01234567890123456789012345678901
o ClaSSA [o] net-id [ host-id

0 1 2 3

01234567890123456789012345678901
o Class B [1]o] net-id [ host-id

0 1 2 3

01234567890123456789012345678901
o ClaSSC [1]2]e] net-id host-id

0 1 2 3
e ClassD 01234567890123456789012345678901

[AT2TaTo] host-id ]

The host-id portion of the IP address can further be subdivided into a subnetwork identifier
(subnet-id) and a host-id [111]. This figure shows an example for a class B network address that
is divided into a 8 bit subnet-id and a 8 bit host-id:

0 1 2 3
01234567890123456789012345678901
[1]o] net-id subnet-id | host-id
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This sub-netting allows 254 subnets with 254 hosts per subnet. The number of bits allocated to
the subnet-id is not fixed and committed to the local administration of the network.

Classless Inter Domain Routing (CIDR) [64, 138, 155] facilitates to allocate multiple IP addresses
in a way that allows to summarize these IP addresses into a smaller number of routing table entries.
The technique was motivated by to the shortage of unallocated class B addresses of IP version 4. In
the past network operators have acquired multiple class C network identifiers instead of a single one
for a class B network. Although this method solves the problem of scarce class B network identifiers,
it introduces the problem that every class C network creates a routing table entry and results in
greatly enlarged IP routing tables. CIDR allows the network operator to create a network without
being restricted to the IP address classes with less routing table entries.

An TP packet carries a number of subfields, including source and destination address. The IP
version 4 address format has placed limitations on the growth of the Internet. IP version 6 overcomes
this limitation by increasing the size of the network addresses which are 128 bit long.

The internet protocol provides a number of core functionalities, including

e Fragmentation and reassembly of messages for transfer of packets across subnetworks which
support smaller packet sizes than the user data of packets,

e Routing of packets through the network where each source must know the location of the local
router directly attached to the same network/subnetwork,

e Error reporting to the source when packets are discarded by routers or some other reporting
functions.

The global Internet can be regarded as a collection of separately managed internets with a core
network (Fig. 2.2). The internets are termed Autonomous System (AS) and have their own
internal routing algorithms and management authority. In order to discriminate between the gate-
ways used within an autonomous system and those used to connect an autonomous network, the
terms interior gateway and exterior gateway are used. The corresponding routing protocols are
the Interior Gateway Protocol (IGP) and the Exterior Gateway Protocol (EGP) [139].

A number of companion protocols has been designed for use in IP-based networks forming the
TCP/IP protocol suite or protocol stack. These protocols are modeled in layers. A comparison
between the TCP/IP protocol suite and the ISO OSI reference model is shown in Fig. 2.3. In fact,
the TCP/IP standards define many distinct communication protocols which have been evolved over
25 years.

A wireless IP-based network (Fig. 2.4) is a network with hosts that are connected by means of
a wireless links and with components making use of the TCP /IP protocol suite. It is expected that
in today’s wireless networks more and more components will be replaced by IP-capable components.
The final stage of this evolution is referred to as an all-IP wireless network. In an all-IP wireless
network all components are replaced by IP networking equipment. Mobile hosts as well as the
components in the fixed network carry IP addresses and execute applications that make use of
TCP/IP protocols. Access points process IP packets and can be regarded as special-purpose TP
routers. The access points are interconnected among themselves by a fixed network. This fixed
network may include also routers forming a network. This network can be interconnected to the
public Internet via a special-purpose router termed gateway. Very large wireless networks with
many access networks attaching the public Internet via a single or multiple gateways are referred to
as wireless access networks. The topology of a wireless network creates a hierarchical structure
that consists of wireless hosts at the lowest hierarchical level, access points, and the gateway at the
highest hierarchical level. In addition to this hierarchical topology of the access network the usage of
heterogeneous wireless technologies in IP-based wireless networks results also in a spatial hierarchy

13



2. Mobility Support in Communication Networks

Internet

|
! Autonomous system D Exterior gateway

O Interior gateway
@ Network (¢} Subnet router
O Subnetwork

Figure 2.2.: Simplified architecture of the Internet composed of Autonomous Systems (AS) [73]
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of wireless cells. This hierarchical structure is shown in Fig. 2.4 where small cells are located within
the coverage of larger cells. Cells of common size and technology create a joint layer — the large
cells can be regarded to be at the hierarchically higher layer and the smaller cells at the lower layer.
Applying this model of a hierarchical wireless network an intra- and inter-technology handover type
as described in Sect. 2.1 can be defined as horizontal and vertical handover. Horizontal handover
can be considered as a transition of a mobile host between cells of the same hierarchy level, and
vertical handover between cells of different hierarchy level.

Application Layer
Presentation Layer » Applications
Session Layer
Transport Layer Transport
Network Layer —) Internetwork
DataLink Layer
I Network Interface
Physical Layer Hardware

Figure 2.3.: TCP/IP protocol suite in comparison to the ISO OSI reference model

IP-Base

Figure 2.4.: Architecture of an IP-based wireless network

The usage of TCP/IP protocols in wireless networks implies many challenges. Many of them are
related to mechanisms for wireless transmission, such as error control, flow control and congestion
control. The support of host mobility is another important issue and will be examined within this

thesis.
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2.3. The General Mobility Problem in IP Networks

Originally, IP networks have been designed under the assumption that hosts are stationary. This
assumption implies that the IP address does not change and a host is reachable from other hosts
by an IP address that does not change. Data are carried by means of IP packets which contain
source and destination addresses. Internet routers inspect the destination address contained in
an IP packet. They make a forwarding decision based on the network part of the IP destination
address and forward packets to the determined next hop. Consequently, this addressing scheme puts
restrictions on the address usage. In particular, an IP address can only be used within the network
of its definition. If a mobile host moves to a new network, the old IP address becomes topologically
incorrect. Therefore, a new — topologically correct — IP address must be assigned to a mobile host.

In the TCP//IP protocol suite applications access communication services through a socket layer —
a protocol-independent interface to the protocol-dependent below. When an application establishes a
session between two host, it uses the IP address of the application‘s source node and the application‘s
sink node comprised of the host-id and net-id and the IP address is interpreted as a host identifier.
When a mobile host moves to a new network then the network part of the mobile host’s IP address
does no longer match the IP network address of the new point of attachment. The same problem
occurs if the network is divided into subnetworks: When a mobile host moves to a new subnetwork
the subnet-id becomes incorrect. The assignment of a new IP address — which is topologically correct
— enforces the closure and re-opening of existing communication sockets. In fact, sockets are bound
to source and destination addresses. Hence, the re-establishment pertains to the mobile as well as
to a correspondent host communicating with the mobile host and disrupts communication service.

This dichotomy — an IP address represents both host identification and location — is the funda-
mental mobility problem in IP-based networks. This problem needs to be overcome by mobility
concepts.

2.4. Requirements for the Design of Schemes for Mobility
Support

A general concern in wireless networks is the communication quality. The today’s cellular networks
were mainly designed for voice applications. The requirements of these applications are low end-
to-end delay and small jitter at a fixed data rate. In future IP-based wireless networks a diversity
of applications with different application requirements are expected. A network that would meet
the most stringent requirements for all applications — if possible — would inefficiently use resources.
Therefore, applications used in wireless IP-based networks are classified into several categories with
respect to their requirements for the service quality.

In principal, not all applications used in a wire-line environment work properly in a mobile envi-
ronment. Therefore, some applications will be adapted to the limitations in a wireless environment
(mobile host with small processing power and energy, limited bandwidth, etc.) and will have less
stringent application requirements than in wire-line networks. Other applications can be kept un-
modified, but should work with as little impairment as possible. Additionally, the mobility of hosts
facilitates new applications (e.g. location-based services) and enable requirements for applications
that are not known from non-mobile networks.

Another concern in wireless networks is scalability: It is expected that next generation wireless IP-
based networks must support a very high number of mobile hosts, at least as many as the number of
subscribers in today’s GSM networks. Therefore, any scheme for mobility support must be scalable
with the number of mobile hosts and should minimize the costs for mobility support. Minimizing
the impairment of application performance due to mobility, as well as the costs of mobility support
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are antagonistic requirements. As an example, a scheme that facilitates seamless handover for any
application may incur a high signaling overhead which limits its scalability.
Key requirements of applications can be expressed in terms of Quality of Service (QoS) parameters

e delay and jitter,
e reliability, and
e bandwidth,

whereas the three parameters depend from each other.

Delay refers to the duration of time it takes to transmit a packet from the source to the desti-
nation. The delay includes the duration of time for packetization, physical transmission, queuing,
and synchronization (e.g. waiting for corresponding samples from other data flows). The variation
in delay is termed jitter. Jitter can be smoothed by means of packet buffering at the expense of a
higher delay.

Reliability describes the requirement of the application to tolerate packet loss. Typically, packet
loss is caused by congestion in the network. In wireless networks packet loss also occur due to
an error-prone wireless channel. Error control, i.e. retransmission of packets or Forward Error
Correction (FEC), improves the reliability at the expense of the delay and bandwidth.

Bandwidth expresses the data transmission capability of the network. On the one hand, the overall
network bandwidth must meet the sum of the applications bandwidth requirements. On the other
hand, it must be ensured that each application gets a fair share of the overall bandwidth.

Applications

Real-time Elastic
applications applications

One-way Two-way

Stored audio/video Real-time audio/video F|IeEtier1nr1;fler
Financial applications Interactive games Web browsing

Figure 2.5.: Classification of IP applications with respect to their requirements

In order to classify IP applications with respect to their requirements it is common to distin-
guish applications by means of their requirements for delay (real-time and delay-insensitive) and
data rate (independent data-rate and elastic): Typically, applications can be categorized into real-
time applications with independent data rate (short real-time applications) and elastic,
delay-insensitive applications (short elastic applications). A real-time IP application is based
on packetization of a source signal, the transmission of this packet flow across the network, and then
de-packetization at a distant sink. Typically, real-time applications require a minimum of bandwidth
to work well. They do not work properly if the minimum of resources is not available. In contrast,
elastic applications makes use of the available bandwidth. If the bandwidth is not temporarily
available, elastic applications will wait without being severely affected.
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Real-time applications that realize a two-way communication require a low delay (100s of
ms [17, 100]) in order to ensure the interactivity of the application. Real-time applications with
one-way communication (streaming or stored audio- and/or video) require the limitation of the
delay to a certain maximum. These applications use a play-out buffer [33, 133] in order to remove
the packet jitter. Therefore, they require an a-priori knowledge about the maximum delay in order
to adjust the size of their play-out buffer and are sensitive to a maximum delay. With respect to
reliability, real-time applications are loss-tolerant. An interrelation between loss and delay exists:
If data are buffered as in streaming audio/video applications with a play-out buffer, then any data
arriving before this playback point can be used to reconstruct the original signal, while any data
after that point will be useless and the reliability suffers.

Elastic applications are not time sensitive, but require a fully reliable data transfer. The reliability
is offered by a reliable transport protocol, such as TCP. Again, there is an interrelation between
delay and reliability. When packets are lost, these packets are retransmitted at the expense of an
increased delay. However, elastic applications usually tolerate this increased delay up to a certain
degree.

Host mobility pertains to all of the three key parameters delay, reliability and packet loss. As it will
be described in the coming sections, a mobility scheme can increase the network delay by routing of
packets on an indirect path from the application source to the sink. Also, an application experiences
a handover by a service interruption and data loss. A service interruption due to handover of 100s
of ms impairs the interactivity of two-way real-time applications. One-way real-time applications
are pertained if the service interruption exceeds the play-out time of packet buffered in the play-out
buffer.

Elastic applications tolerate the service interruption caused by handover up to a certain degree.
Since transport protocols ensures the reliability of packet loss, elastic applications also tolerate
packet loss caused by handover. However, the transport protocols such as TCP are designed and
optimized to cope with losses caused by network congestion. Their utilization in mobile networks
with handover is an open question.

Tab. 2.1 lists the reliability, bandwidth, and timing requirements of popular and emerging Internet
applications. In summary, the following application requirements are identified:

e Provision of low network delay between application sources and sinks for real-time applications,
e Provision of low service interruption and data loss handover for real-time applications,

e Provision of maximum delay for streaming real-time applications,

Minimal signaling overhead, in particular on the wireless link,

Support of horizontal as well as vertical handover,

Simplicity, ease of deployment.

Other functional requirements for mobility support are:

Support of heterogeneous end systems. Future wireless networks will support a variety of mobile
hosts with different equipment. This equipment may include screens, video and sound support,
input devices (touch screens, pointer, keyboards, voice recognition), data processing capabil-
ities, storage and network devices. In particular, low-end, light-weight end systems will have
only limited memory and processing power, ruling out solutions that have substantial memory
or CPU requirements. A mobility scheme must support all these end systems. Moreover,
mobile hosts will be equipped with more than one network interface; the best interface can
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Application Data loss Bandwidth Time Sensitive
File Transfer No loss Elastic No

E-mail No loss Elastic No

Web documents No Elastic (few kbps) No

Real-time audio/video  Loss-tolerant Few Kbps — 1 Mbps  Yes (100s of ms)
Stored audio/video Loss-tolerant ~ Same as above Yes (Few seconds)
Interactive games Loss tolerant Few Kbps — 10 Kbps  Yes (100s of ms)
Financial Applications No loss Elastic Yes and No

Table 2.1.: Requirements of selected applications [100]

be chosen based on current environment and application. With the progress of software radio
technology wireless interfaces are able to adapt to the current environment and switch between
different modes if demanded/beneficial.

Support of heterogeneous access networks. Future wireless networks will be characterized by a
variety of wireless access networks coexisting with each other, each offering different compro-
mises between cost, bandwidth, and coverage. No single technology will be able to encompass
all usage scenarios. Additionally, nodes will be able to switch between such access networks at
arbitrary times (so-called vertical handover). Therefore, a mobility scheme cannot assume that
access network parameters or even organization remains constant before and after a handover:
handing over from wireless LAN to second generation cellular networks will radically change
the communication environment.

Provision of location privacy and anonymity. Ubiquitous network access makes privacy concerns
an urgent requirement. Since an IP address represents a host identifier as well as its physical
location, the temporary IP address of a user betrays the users current location. Tracking this
address and even distributing it to third parties to ensure reachability harms people’s privacy.
Moreover, the unique identification of a user could be used to compromise the user’s privacy.

Small signaling overhead. Signaling for location updates and handover may consume a considerable
portion of the wireless bandwidth. This includes the signaling overhead for soft state refreshes
of network routing state. A scheme for host mobility support must restrict itself to a small
signaling overhead.

2.5. Mobile IP: The Classical Solution for Mobility Support in IP
Networks

Mobile IP (MIP) represents the classical solution for mobility support in IP-based networks. It is
an accepted standard in the Internet Engineering Task Force (IETF) community. It comes in two
different flavors: Mobile IPv4 and Mobile IPv6. The motivation of Mobile IP is to offer a pure
network-layer solution for mobility support and to isolate higher layers from mobility. In particular,
it aims at preserving continuous TCP connections even though handover causes IP address changes.
The IP routing mechanisms remain unchanged.

Mobile IP was first introduced for Internet Protocol Version 4 (IPv4) [129, 131]. The main idea
is that a mobile host owns an IP home address and gets assigned in addition a temporary Care of
Address (CoA) in a foreign network. A correspondent host addresses the mobile host via its IP home
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address. Mobile IP adds two new instances to the network infrastructure: A Home Agent (HA) and
Foreign Agent (FA) are executed in IP routers. Routing is performed by address translation and
tunneling: Suppose a Correspondent Host (CH) wishes to send packets to the mobile host and sends
it to its home address. The home agent intercepts and tunnels the packets to the CoA of the mobile
host. Tunneling a packet means its encapsulation by the home agent. The foreign agent decapsulates
the packets and forwards them via local mechanisms to the mobile host. For the reverse direction
from the mobile host to the CH, the mobile host is allowed to send packets directly. This is referred
to as triangular routing.

Router

Foreign Agent
O
=

Base Station

=

Mobile Host

Figure 2.6.: Mobile IP network architecture

The agents periodically send advertisements on the wireless links in order to advertise the offered
service and to provide a means for handover detection by the mobile hosts. When the mobile detects
that is has moved to a new visited IP subnet (e.g. by Lazy Cell Switching (LCS)?, Prefix Matching?,
Eager Cell Switching (ECS)* [131]) and has obtained a new temporary IP address, it registers its
new IP CoA with the new foreign agent. The foreign agent in turn relays the registration to the
home agent which binds the new CoA to the mobile host’s IP home address. Following packets
arriving in the home network will be interpreted by the home agent and tunneled to the mobile
host‘s new CoA.

In general, the mobility support in Internet Protocol Version 6 (IPv6) [96] is based on the same
main principles as Mobile IP for IP version 4. But in Mobile IPv6 a mobile host is able to create
its own CoA using its link-local address and automatic address configuration (combine advertised
subnet prefix with own hardware address). Mobile IPv6 introduces two new IPv6 destination options
header, namely a Binding Update and a Binding Acknowledgment. The destination options header
is one of the so called IPv6 extension headers that is treated only by the final destination. The
mobile host can directly send a Binding Update in the same packets carrying effective traffic to its
correspondent host (see Fig. 2.7). The correspondent host can then learn and cache the new mobile
host’s CoA. As a result of this mechanism, a host, when sending a packet to any IPv6 destination,
must first check if it has a binding for this destination.

2The mobile host detects the handover due to expiration of the lifetime of the last received agent advertisement
3The mobile host receives a new advertisement with a different network prefix. This can be interpreted as a handover
4When the mobile receives multiple advertisements from different foreign agents it may select one of them.
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e If a mobile host entry is found, the host sends the packets directly to the CoA indicated in
the binding, using an IPv6 routing header. This special extension header forces the datagram
to follow a predetermined route which has two hops. The first hop is the CoA and the second
hop is the home address of the mobile host. This avoids the routing of packets via the home
agent and packets can be sent directly to the mobile host. The mobile host receives the packet
and forwards it to the next hop specified in the routing header. The next (and final) hop is
the home address of the mobile host and the packet is looped back inside the mobile host. Now
the packet can be processed in the same way as if the mobile host were at home.

e If no binding is found, the packet is sent to the mobile host’s home address. The home agent
intercepts the packet and tunnels it to the CoA as previously described.

Home
Network

Home Agent Correspondent Host

First packet
Binding update
. - »

|Pv6 Routing Header

Mobile Host
Visited
Network
A

Mobile Host

Visited
Network
B

Figure 2.7.: Binding update in Mobile IPv6

2.6. Weaknesses of Mobile IP

Mobile IP suffers from a number of problems. The identification of these problems have resulted
in the development of extensions and modifications of the classical Mobile IP as well as in the
development of alternative approaches.

The first problem is caused by triangular routing: It adds delay to the traffic towards the mobile
host. Measurements have shown that Mobile IP increases the delay by 45 % in a campus net-
work [177]. For two way- real-time communication, this delay is — frequently experienced — not
acceptable.

Second, encapsulation adds an overhead of about 20 bytes (IP-in-IP encapsulation [128]) to each
packet. In comparison to the packet size of typical real-time applications, such as audio, the overhead
is remarkable. For example, the voice codec G.723.1 [80] has a data rate of 5.3 kb/s with a frame
size of 20 bytes. With a protocol overhead for IPv4 (20 bytes), UDP (8 bytes), and Real Time
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Protocol (RTP) (12 bytes), a packet has a length of 60 bytes. Due to the encapsulation the total
packet length increases by 33 %.

Third, triangular routing poses a problem due to ingress filtering. Ingress filtering is a common
security mechanism in routers. The mechanism checks for topologically incorrect IP addresses. In
Mobile IPv4, the mobile host uses its home address as the source address to send an IP packet
directly to the correspondent host. When a router, such as the access router of the current IP
subnetwork, examines this packet, then the router detects that the packet seems to originate from
outside of the subnetwork. Therefore, these packets will be discarded. A solution is to use reverse
tunneling; however, the mobile host does not know a priori that the packets will be discarded by
routers due to ingress filtering.

Fourth, Mobile IP may cause a high handover latency. In Mobile IP, a mobile host sends a
binding update to the home agent. When the home agent receives the binding update, the home
agent tunnels the packet to the new foreign agent. While handover messages are transported to the
home agent and back, the mobile host is not connected to the network. When the delay between the
mobile host and the home agent is large, then the service interruption is inacceptable. Moreover,
during the handover process packets destined for the mobile host will be misdirected to the old
foreign agent. These packets get lost. The main reason for this performance problem is that in
Mobile IP the point for rerouting is located in the home network that might be very distant from
the current location of the mobile host.

Fifth, in Mobile IP the mobile host sends a binding update to the home agent each time the mobile
host re-registers for refreshing the binding update in the network. When the current location of the
mobile host is distant from the home agent the aggregate signaling traffic traverses many routers in
the network and poses a considerable load.

Some of the weaknesses are solved in Mobile IPv6. Nevertheless, in view of the high number of
installed systems using IPv4 and the unclear evolution of networks from IPv4 to IPv6, a mobility
solution for IPv4 is needed. Moreover, some of the problems — such as the performance problems
with handover — still exist in IPv6.

2.7. Review of Existing Alternative Approaches to Unicast-Based
Mobility Support in IP Networks

Mobility support in IP networks has been the subject of intensive research efforts beyond Mobile
IP for several years. Therefore, it is worth reviewing the following approaches: hierarchical Mobile
IP, Mobile IP extensions by MosquitoNet, Reverse Address Translation (RAT), HAWAII, Cellular
IP, TAPP, Mobile People Architecture, ICEBERG, and Extended SIP Mobility. These approaches
attempt to supplement or to replace the classical solution for mobility support Mobile IP.

In order to work out the basic assumptions behind the schemes, the motivation to develop a new
approach, the required mobility infrastructure as well as the addressing and routing concept are
emphasized.

Hierarchical Mobile IP. The Mobile IP extension of hierarchical foreign agents [62, 63, 70] addresses
a drawback of Mobile IP: If the distance between the foreign agent and the home agent is
large, the signaling delay for the registration may be long, which then results in long service
disruption and packet losses. Therefore, the foreign agent functionality is distributed to several
routers. These foreign agents can be configured in a tree-like structure. The Highest Foreign
Agent (HFA) is the root of the hierarchy, the Lowest Foreign Agent (LFA ) is close to the mobile
host on the path between the mobile host and the home agent. Intermediate foreign agents are
on the path between the highest and the lowest foreign agent. This foreign agent that belongs
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to the old and the new path at an handover event is called the switching foreign agent. The
classification of the foreign agents is conceptual only. The hierarchy may collapse down to a
single foreign agent, as in the original Mobile IP approach. The approach works as follows:
The LFAs send announcements including their own address and the address of the next higher
level. When a mobile host first arrives at a visited domain, it sends a registration request
to the LFA which creates an unacknowledged binding update and forwards the registration
request upwards to the next higher foreign agent. This initial registration request creates an
address binding in every foreign agent on the path, and finally in the home agent.

Router Base Station

(new)

Mobile Host

Internet

Gateway
Foreign Agent:

o
ol =

Router Base Station
(old)

Figure 2.8.: Network architecture for hierarchical Mobile IP

When a handover occurs the mobile host generates a registration request that is forwarded
by the LFA. At some point the switching foreign agent receives the request and detects that
a binding update already exists but is coming from a different LFA. This is interpreted as a
local handover. The switching foreign agent replies to the mobile host with a registration reply
message.

MosquitoNet Extensions of Mobile IP. Other extensions have been proposed by the MosquitoNet
group in [177]. The goal of these extensions are to use Mobile IP most efficiently and flexibly
on mobile hosts. Mobile IP is extended by the following functionalities:

e The regular IP routing table is extended by a Mobile IP specific routing table.

e The Mobile IP home agent can manage multiple CoAs for a single mobile host simulta-
neously and bind a flow to a certain interface.

e The protocol supporting registration between the mobile hosts and the home agent is
extended.

First of all, these extensions allow to decide whether to use transparent mobility support or
not. It is argued that Mobile IP implies some remarkable overhead which should be avoided
when transparent mobility support by indirect routing is not necessary. Second, the mobile
host can decide whether to use triangular routing or bi-directional routing. Mobile IP route
optimization (triangular routing) fails when router ingress filtering is used: Packets are dropped
when they do not carry a topologically correct IP source address. Therefore, a mobile may
use the more robust bi-directional tunneling although it implies an additional overhead. The
information whether to use transparent mobility or indirect routing, as well as triangular or
bidirectional tunneling, is contained in the Mobile IP specific routing table on a per socket
basis.
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In the context of this approach the support of multiple interfaces in a mobile host is essential.
Each interface carries a temporary IP address. A flow can be bound to a specific interface.
This is done with the help of a socket option. For transmission, the route lookup has been
modified, so that only routes with that specific interface are considered. For reception of data,
a flow-to-interface binding (flow is recognized by IP addresses and port number) is sent to the
Mobile TP home agent which forwards datagrams to the appropriate CoA. The handover is
similar to Mobile IP, but extends the protocol by an update of the flow-to-interface binding in
the Mobile IP home agent. The extension is mainly intended for vertical handover of mobile
hosts with multiple network interfaces.

Reverse Address Translation (RAT). The RAT approach [147] is motivated by the limited deploy-

ment of Mobile IP. It is intended to simplify mobility support in order to break the chicken
and egg-trap between the lack of applications which require mobility support and the poor
deployment of Mobile IP. The RAT approach can be considered as a tradeoff: On the one
hand it dispenses with the requirement to maintain TCP connections. On the other hand
overhead is decreased and most of the traffic can be routed directly. Moreover, the inventors
of RAT argue that implementation of Mobile IP functionality is operating system dependent
(e.g. registration, tunneling, etc.), whereas RAT aims at a solution that is independent of the
operating system.

In the RAT approach the mobile host owns an IP home address and acquires a temporary IP
address in the foreign network. The RAT approach adds new entities to the home network:
a registration server and a RAT device. The network infrastructure remains unchanged. In
particular, there are no mobility-specific entities required in the foreign network. The RAT
approach applies Network Address Translation (NAT) [149]. NAT is an Internet paradigm
that has been widely applied recently, for extending the IP address space in IP version 4, but
also supports the security when used in firewalls.

The RAT approach works as follows: Suppose a correspondent host wishes to send a packet
to the mobile host and directs it to the mobile host’s home address. In the home network,
the RAT device intercepts the packet and performs a network address translation. Therefore,
it replaces the destination address with the mobile host’s temporary address and the source
address with the address of the RAT device. Then, the packet is sent directly to the mobile
host without tunneling. In the reverse direction, the mobile host sends a packet to the RAT
device, which in turn performs the address translation and sends it to the correspondent host.
This scheme is referred to as reverse address translation. One of the main advantages of
this approach is that the indirect routing is deployed for correspondent host initiated sessions
only. When the mobile host initiates the session, it will use its temporary address (which is
topologically correct) and communicate with the correspondent host directly®, and thus no
indirect routing via the home network is required. This results in shorter routes and does not
increase the packet length by encapsulation.

Handoff Aware Wireless Access Internet Infrastructure (HAWAII). HAWAII [134, 135] was pro-

posed since Mobile IP results in high control overhead and high latency for local mobility.
Also, HAWALII eases the usage of resource reservation protocols (such as RSVP) in a mobile
environment, where a mobile host acquiring a new CoA on each handover would trigger the
establishment of a new resource reservation. The HAWAII approach extends Mobile TP and
addresses its limitations.

5The authors argue that most of the sessions are initiated by the mobile host.
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Figure 2.9.: RAT network architecture

HAWAII defines a domain. This is a division of the wireless access network under the admin-
istrative control of a single authority. The domain consists of routers and access points. All
of them are mobility-enabled by supporting HAWATI-specific signaling in order to optimize
routing and forwarding. The router interconnecting the HAWAII domain and the Internet
core network is called foreign domain root router. Each access point has Mobile IP foreign
agent functionality.b

In the HAWAII approach mobility is separated between intra-domain handover and inter-
domain handover. For both cases different mechanisms are defined. The first case is supported
by HAWAII and the second case by Mobile IP. Both cases will be explained below.

Paging Table IP Routing Table
Mobile's IP address- Port | | wobile's IP address- Port

HAWAII
Domain

Internet

Domain
Root Router

Figure 2.10.: HAWAII network architecture

In the HAWAII approach a mobile host has a home domain (similar as the home network in
Mobile IP) and a temporary unicast IP address. The home domain may support the HAWATI
protocol. When the mobile host is in a foreign HAWAII domain the temporary IP address
is assigned once to the mobile host and does not change as long as the mobile host stays in

6Without decapsulation.
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the domain. No address translation mechanism is required, and the Mobile IP home agent
is not notified of the mobile host’s movement. Instead, connectivity is maintained by using
dynamically established paths in the foreign HAWAII domain based on host entries in the
routing table of selected routers. Thus, a HAWAII enabled access network does not rely on IP
routing in the sense of routing based on the network’s portion of the IP address. Instead, the
IP address is interpreted as a unique identifier and not as a location identifier.

As mentioned above, for global mobility support HAWAII reverts to traditional Mobile IP
mechanisms. At first, the case is considered where the mobile host is within the HAWAII
home domain. In this case the mobile host carries a unicast IP address.” When the mobile
host powers up, it sends a Mobile IP registration message to the present access point. The
access point then propagates a HAWAII path setup message to the domain root router using
a configured default route. Each router in the path between the mobile host and the domain
root router adds a forwarding entry for the mobile host. Finally, the domain root router
acknowledges to the access point. The access point in turn replies the Mobile IP registration
to the mobile host. Packets for the mobile host are sent to the domain root router based on the
subnet’s portion of the mobile host’s IP address. The packets are routed within the domain
using the host-based forwarding entries. It is important to note that the entries are soft-state
being kept alive by periodic hop-by-hop messages.

When the mobile host moves within the HAWAII domain the mobile host registers with the
new access point by sending a Mobile IP registration request. The new access point then sends
a HAWAII path setup update message to the old access point. The old access point performs a
routing table lookup for the new access point and adds a forwarding entry for the mobile host’s
IP address. Then the message is sent to the upstream router. This router performs similar
operations. If the router receiving this message is the crossover router®, then this router adds
a forwarding entry to the new access point and packets for the mobile host are sent to the new
access point. The path via the old access point will time out. This scheme is called forwarding
path setup scheme since the HAWAII path setup update message is sent from the new to the
old access point, and the old access point forwards packets to the new access point only for a
limited time. This scheme is optimized for networks where the mobile host listens/transmits
to only one access point simultaneously. An alternative scheme is the Non-Forwarding scheme,
which is optimized for networks where the mobile host is able to listen/transmit to two or more
access points simultaneously. In this path setup scheme the path setup update message travels
from the new access point to the old access point via the crossover router. Thus, packets are
not forwarded from the old access point.

In order to interact with Mobile TP the mobile host is assigned a co-located CoA from its
HAWAII foreign domain. A correspondent host directs the packets to the mobile host’s home
address. The Mobile IP home agent intercepts the packets and tunnels them to the HAWAII
foreign domain root router with the network portion of the outer IP address. This foreign
domain root router and the following routers forward the packets according to its host-based
routing entries.

The HAWAII approach differentiates between active and idle users as well as appropriate states
for the mobile host. For an active user the network knows the mobile host’s current access
point, and for an idle user the network only knows the access point approximately, such as a
set of access points. When packets for an idle mobile host arrive, the network pages the mobile
to determine the mobile’s current access point.

"The authors argue that this address might be quasi-permanent.
8This router has a route to the old and the new access point via the same interface.
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Cellular IP. The Cellular IP approach [157] envisions a networking environment with ubiquitous
computers where highly mobile hosts often migrate during active data transfers and the users
expect minimal disturbance to ongoing sessions. The authors argue that Mobile IP is not an
optimal solution, because it is optimized for macro-level mobility and relatively slowly moving
hosts. Moreover, it is stressed that Mobile IP does not scale for a large number of mobile hosts,
since every handover between Mobile IP foreign agents generates a binding update irrespective
of the fact whether the mobile host is idle or active.

The Cellular TP approach proposes a hierarchical mobility management which separates global
from local mobility. For global mobility, Mobile IP is applied to support handover across the
Internet backbone. To support local mobility within the Cellular IP access network, regular
IP routing is replaced with routing of packets hop-by-hop via lookup in specific tables. The
tables apply soft-state principles which are referred to as caches.

In a Cellular IP network a mobile host is assigned a unique identifier which is used to route
packets. It is not required that a mobile host has an IP CoA. For simplicity reasons, the unique
identifier is an IP address (e.g. home address) that makes inter-working with Mobile IP more
easy. However, this is not really required, since within the Cellular IP access network no IP
routing is performed.

For mobility support Cellular IP adds a gateway router and Cellular IP nodes to the network
infrastructure. A gateway router interconnects the Internet backbone and the Cellular IP
access network. The Cellular IP nodes are located in the Cellular IP access network and can
be considered as access points working at network level. They execute the Cellular IP protocol.
It is not required that they are equipped with a wireless interface (if not, they act as a regular
network node).
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Figure 2.11.: Cellular IP network architecture

The global mobility support in Cellular IP is provided straightforward by Mobile IP. The
Gateway router is co-located with a Mobile IP foreign agent. The mobile host registers the
gateway’s IP address with its Mobile IP home agent. Packets from a correspondent host are first
routed to the Mobile IP home agent and then tunneled to the gateway. The gateway de-tunnels
packets and forwards them towards the access points. As long as the host is interconnected to
the same access network, local mobility is hidden from the agent in the gateway router.
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The local mobility support works as follows: Inside the Cellular IP access network, nodes
are provided with a Paging Cache (PC) and a Routing Cache (RC). Both contain mappings
between mobile host IDs and node ports (Output port similar to a router port) on a soft-
state basis. Paging caches are available in a few nodes. A paging cache is updated by data
originating from the mobile host (data packets or specific signaling packets). The paging cache
is used to locate a mobile host when there is no routing cache entry. In that case, the Gateway
Router caches the IP data packets in order to send a paging packet to the mobile host across
the Cellular IP nodes. The mobile host replies to that paging packet and creates routing cache
entries in every node along the route. Now, the cached IP packets can be sent along this route
without address translation and tunneling. paging cache and routing cache entries are cleared
by timers, with different timeout values: The routing cache timeout is on the order of several
IP packets, whereas the paging cache timeout is set according to the handover frequency. Thus,
an idle and active mobile host can be managed separately with different data bases.

Paging Cache (PC) Routing Cache (RC)
MobileHost ID - Portl MobileHost ID - Portl

Cellular IP
Access Network

Mobile IP
Foreign Agent

Cellular IP Node

i\
Cellular IP Node Mobile Host

Internet

Gateway Router Cellular IP Node

Cellular IP Node
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Figure 2.12.: Cellular IP access network architecture

When a handover occurs two cases have to be considered. In the first case the mobile host
generates a route update packet when it enters the new cell in order to update the route caches
in those nodes where the old and new route diverge. After the route caches are updated, data
packets are sent to the new location of the mobile host via the new route. For a limited time
the old and the new routing cache entry can exist in the routing cache and data packets are
sent via the old and the new route. This is used for semi-soft handover. In the second case,
the routing cache entry in the Gateway was cleared, triggered by a timer. Then a new paging
packet is generated to locate the mobile host. This explicit search causes a small delay in
sending packets, but it allows longer timeouts decreasing the amount of signaling packets.

Access Point Protocol (IAPP). The IAPP [110] defines, how access points of an IEEE 802.11
network communicate with each other to support handover of mobile hosts. The protocol
facilitates the support of handover within the boundaries of an IEEE 802.11 network which
can be regarded as local handover working below the network layer. For global handover an
other mobility solution is required (e.g. Mobile IP).

An TEEE 802.11 system achieves a spatial coverage common to local area networks by con-
necting wireless cells by a wired backbone, termed distribution system. The internals of the
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distribution system are not defined in the IEEE 802.11 standard. The IAPP provides a mech-
anism by which access points can exchange information, even for access points from different
vendors.

The TAPP consists of two modules — the announce protocol and the handover protocol. The
announce protocol is for informing other access points that a new access point has become
active and other management tasks. The handover protocol is used to inform the old access
point that a mobile host is taken over by another access point, update the old access point’s
registration table to forward frames destined for the mobile host appropriately. The handover
procedure is directly tied into the IEEE 802.11 re-association procedure at link layer.

The TAPP protocol is mainly developed to provide inter-operable interaction between access
points from different vendors for mobility support within a IP network/subnetwork.

Mobile People Architecture (MPA). The main goal of the Mobile People Architecture [7, 105, 140]
is to maintain a person-to-person reachability while preserving the mobile user’s person privacy.

In the Mobile People Architecture a user is identified by a Personal Online ID. Additionally,
a user is addressed by Application Specific Addresses. Mobility is supported by mapping the
Personal Online ID to Application Specific Addresses (ASAs).

In the Mobile People Architecture a new entity is added to the network. This entity is called a
personal proxy and acts as a person level router (The person level is added to the communica-
tion layer model on top of the application level.) The personal proxy tracks the user’s current
reachability, converts media, and forwards data to a specific end system. It is located in the
mobile host’s home network (if any), or is offered by a trusted third party server.
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Personal Proxy
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Figure 2.13.: The Mobile People network architecture

When a user wishes to communicate with the mobile person a call (call is regarded as a kind
of session) is directed to the Personal Proxy, and then to the mobile person’s preferred end
system. When the reachability of the mobile person changes, the proxy state is updated by the
tracking agent. The update can be done in a scheduled manner, manually or automatically.
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It is assumed that local mobility is handled within the access network and hidden from the
Personal Proxy. The case that a user changes the end system can be regarded as vertical
handover. Then the user updates the Personal Proxy (manually or automatically) and new
calls will be directed to the user’s new ASA. The case that a user changes the ASA while
receiving service is not being considered.

Internet Core Beyond the Third Generation (ICEBERG). The motivation of the ICEBERG
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project [161] is the current diversity of access networks, end systems, and services; in particular,
traditional telephony services and data services. Therefore, the ICEBERG project aims at
supporting personal mobility in the sense of seamless access to services independent of the
access network and end system. It is intended to give the control of the communication to the
callee, and not to the caller.

In ICEBERG, a user can be uniquely identified (by means of a unique-id). Additionally,
the user is associated with one or several service-ids (e.g. phone number, email address, IP
address). To achieve mobility the unique-id is mapped to the service-id.

In general, the ICEBERG network architecture consists of the Internet Core and several dif-
ferent access networks (e.g. GSM, PSTN, WLAN). At the interface between the core network
and an access network an Iceberg Access Point (IAP) transforms services (media converter).
Additionally, ICEBERG adds service agents to the core network: preference registries, Per-
sonal Activity Tracker (PAT), and extended naming services. The preference registry stores
user preference profiles that can be modified by user interaction or by the PAT which gives
inputs about location information.
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Figure 2.14.: ICEBERG network architecture

Suppose a correspondent user wishes to call the mobile user. The call is routed to the IAP. In
the access point a name service lookup is performed, the preference registry of the called user
is located and the preferred end system is determined. After that the call is established via
the correspondent interface. A service conversion (e.g. fax to jpeg) is executed in the IAP.

The ICEBERG approach focuses on user mobility between several access networks. It is
implicitly assumed that host mobility is transparently supported in the access networks by
technology specific handover schemes (e.g. for GSM, IEEE 802.11, etc.).
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Extended SIP Mobility. Extended SIP Mobility [162] is an mobility approach that utilizes the ap-
plication level signaling capabilities of the Session Invitation Protocol (SIP) protocol [74]. The
motivation of the extended SIP mobility can be found in drawbacks of the Mobile IPv4 ap-
proach. The authors argue that for real-time traffic over IP, which is mostly RTP [144] over
UDP traffic, there is a need for fast handover, low latency, and high bandwidth utilization.
Mobile IPv4 suffers from indirect communication which increases the delay and causes an
overhead due to tunneling, which on its part decreases bandwidth utilization.

The extended SIP mobility approach introduces mobility awareness at a higher layer than the
network layer. SIP already supports user mobility, and the approach is meant to extend SIP
as an application-layer signaling protocol in order to support end system mobility.

The main assumption behind the extended SIP mobility approach is that a mobile user is
identified by a unique address (e.g. user@realm). This unique address is mapped to the
current IP address of the mobile user’s end system. No explicit home IP address is required.
SIP introduces a SIP agent on the user’s side and a SIP server (SIP redirect server or SIP
proxy server) and location server to the network infrastructure.
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SIP Server
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Figure 2.15.: Network architecture for extended SIP mobility

User mobility is supported by means of the original SIP protocol: When a user wishes to
initiate a session, an invitation is directed to the SIP server which in turn queries the location
server for the current IP address of the mobile user’s end system. The SIP server sends the
invitation to the called user. The invitation contains the IP address of the callee. If the mobile
user moves, the location server is updated, and new sessions will be set up to that new IP
address.

End system mobility with this scheme is mainly understood as an increased roaming frequency
and as a change of an IP address during an ongoing session. Assuming that a session is already
established, then the mobile registers the new temporary address with the location server and
the mobile re-invites the correspondent host with the same session identifier and the new
temporary address (in the contact field of the SIP message). The session can be continued,
although the IP address has changed.

It is important to note that SIP does not support TCP. Therefore, extended SIP mobility
supports UDP traffic only. For TCP traffic it is proposed to use Mobile IP. It is argued
that both approaches can coexist: For TCP traffic Mobile IP is applied and for UDP traffic
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the extended SIP mobility approach. For the simultaneous usage of network interfaces the
MosquitoNet approach of a mobile routing table [177] is adopted.

2.8. Summary

In summary, the approaches to mobility support in IP networks based on IP unicast can be divided
into three main categories as shown in the diagram in Fig. 2.16.

IP unicast-based mobility support

Link layer Network layer Application layer
Indirect addressing Host-based
and address translation routing
Network Address Tunneling

Translation (NAT)

IAPP RAT Mobile IP  Cellular IP  HAWAII Mobile ICEBERG  Extended
People SIP
Architecture

Figure 2.16.: Classification of IP unicast-based mobility approaches

The classical solution for mobility support is Mobile IP. Mobile IP overcomes the general mobility
problem by using additional agents in the network to map the mobile host’s identity to its current
location ensuring that arbitrary hosts can communicate with a mobile host in an uninterrupted way
even while the host moves around. Despite this achievement, Mobile IP has been widely criticized
for its performance problems and for not matching all possible requirements for a mobility concept.
Some of these requirements are technology-driven: The need for higher bandwidths results in the
use of ever higher frequency bands with high attenuation and low wall penetration making very
small cells a necessity. In highly mobile environments very frequent handovers occur resulting in
performance degradation and frequent disturbances of communication. Using different types of cells
with different technologies and communication radii, organized into a hierarchical system, could
overcome some of these problems but would also result in new problems. Other requirements are
user-driven: Examples include different types of access needs (e.g. WB-CDMA offering soft handover
capability) or service requirements (low loss versus low jitter). As Mobile IP has been criticized on
the grounds of such diverse requirements, other concepts have been proposed that also solve the
fundamental mobility problem in a different manner. Approaches applying host-based routing (such
as Cellular IP and HAWAII) aim at micro-mobility support and require a complementing solution for
macro-mobility. Application-layer mobility approaches provide a scalable solution in combination
with network-layer micro-mobility approaches. But they do not provide a general solution for all
applications, instead they are specific to particular applications. However, they offer a short-term
solution for network-layer micro-mobility approaches. Hence, multicasting-based mobility — being
the focus of this thesis — can be regarded as an alternative to these unicast-based approaches.
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In this chapter the fundamentals of multicast-based mobility support are introduced. First, the
basic concepts of multicast are explained. Then, three basic approaches to support multicast at
different layers of the protocol stack are described: [link-layer multicast, network-layer multicast,
and application-layer multicast (see Fig. 3.1 and 3.2). Among the approaches, the network-layer
multicast is the most important one. Therefore, in the following section the multicast approaches in
connection-less networks and in connection-oriented networks are detailed. It is worth noting that
the considerations are not restricted to the standardized multicast service models, such as the IP
any-source multicast (ASM) or the ATM multicast service models, respectively.
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3 | Network Layer =  Network Layer Multicast
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Figure 3.1.: Multicast approaches with respect to the ISO OSI reference model
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Figure 3.2.: Classification of multicast approaches
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3.1. Basic Concepts of Multicast

Formally, multicast is defined as a specific approach of group communication among multiple par-
ticipants. Group communication can be categorized with respect to the number of senders and
recipients [169], where a point-to-point communication is understood as a special case of group com-
munication. Four cases can be distinguished, with the first term in brackets representing the number
of senders, the second term the number of recipients:

e Unicast (1:1)

e Multicast (1: n)
e Concast (m:1)

e Multi-peer (m : n)

Multicast is defined as group communication where a single sender sends messages to several
(more than one) recipients as shown in Fig. 3.3(a). The network accepts a single message from a
sender and delivers copies of the message to multiple recipients at different locations. In the formal
definition a communication with several senders and several recipients is referred to as multi-peer
communication (Fig. 3.3(b)).

B
B
A C A Cc
D D
(a) Multicast communication (b) Multipeer communication

Figure 3.3.: Formal definition of two selected cases for group communication

A communication group can also be characterized by the following features [169]:

Openness. In an open group data can be sent from any sender to the group, whereas it is not
necessary that the sender is a group member. In closed groups data can be exchanged between
group members only.

Dynamic. A static group does not change its compound during its lifetime, whereas in a dynamic
group members can join or leave the group even when communication within the group is
ongoing.

Lifetime. Transient groups exist as long as at least a single communication participant belong to
the group. A permanent group also exists when the group has no participants at all.
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Anonymity. In an anonymous group the identity of the group members is unknown to the other
members of the group. In a known group, the members know each other. Either the sender
knows the recipients and/or vice versa or all participants know each other at all (including the
recipients among each other).

In practice it is convenient to use the term multicast also for scenarios with more than one sender
(e.g. link-layer multicast, IP multicast). Although this description does not match the formal
definition and is less precise, the term multicast will be used for (1 : n) and (m : n) communication
throughout the thesis. If it is necessary to distinguish both cases, (1 : n) communication will be
referred to as multicast in the narrow sense.

A specific method to realize group communication is the emulation of multicast by means of
replicated unicast: Assuming n recipients, a sender sends a single message to each recipient and a
total of n messages.

In comparison with unicast communication, multicast has a number of benefits:

First, multicast reduces the amount of bandwidth in the network required to transport data to
multiple recipients. On each part of the path from the sender to the recipients a multicast message
is transported only once. Only that network node where the paths to different recipients diverge
duplicates the message. Particularly, for highly utilized networks (low bandwidth / high data rates)
multicast is required since an emulated multicast with replicated unicast might even exceed the
available bandwidth.

Second, multicast saves processing power in the source and facilitates the fact that a service may
scale to extremely large audiences. With multicast an application generates a message only once,
and this message is also sent on a link only once. The delivery of data to multiple recipients can
be realized with replicated unicast as well: The source generates messages according to the number
of recipients. But, the usage of multicast reduces the processing power in the source in comparison
with replicated unicast. For extremely large audiences, the usage of multicast becomes a requirement
since the processing power of the source exceeds its processing capabilities.

Third, the usage of multicast minimizes the delay in sessions with distributed interactive appli-
cations, for example network games. In such applications, the network delay caused by replicated
unicast to all session participants imposes an application impairment. Multicast minimizes this
network delay [46].

Fourth, a multicast source does not have to know the population of the receivers. The sender does
neither know the number of subscribed receivers nor their identity. Hence, in the multicast source
node the amount of state is small in comparison to replicated unicast.

There exist a number of applications that make use of or can seriously benefit from multicast.
They can be categorized into four types [47], typically working on the basis of one—to-many or
few—to—few:

o Multicast file transfer: Transmission of data (typically a large amount of data) from one
location to multiple locations. With a growing amount of data and number of receivers the
requirements on bandwidth and duration of the file transfer are not manageable and require
multicast. Multicast file transfer supports web—caching, distributed databases and remote

logging.

o Audio/video distribution (Web—casting): A source transmits real-time audio and/or video over
the Internet to a single or to several destinations simultaneously.

e Push applications (Information delivery): Allows individual users to select channels. Informa-
tion is pushed to the users on these channels upon appearance of proper events.
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o Audio— and video—conferencing and group collaboration applications: These applications are
based on mechanisms that are also used for Web—casting. Additionally, they allow an interac-
tion between various users. The applications are usually few—to—few.

The utilization of multicast for host mobility in IP-based networks creates a new category of
multicast application. Its basic idea will be explained in Chapt. 4.

Multicast can be provided at different protocol layers with respect to the OSI reference model.!
Link-layer multicast, network-layer multicast and application-layer multicast are detailed in the next
section.

3.1.1. Link-Layer Multicast

The link-layer, layer 2 of the seven layer OSI model (Fig. 3.1), is responsible for the transport of
data over a particular link. In local area networks (LANS), links interconnect hosts, in wide-area
networks (WANSs), links are defined from one location to another.

Link-layer Multicast in Local Area Networks (LANSs)

LANSs are typically characterized by shared media with a connection-less service where all hosts are
attached to the same physical medium. Each host carries a unique Medium Access Control (MAC)
address, sometimes called a physical address. There are different types of MAC addresses: unicast,
multicast, and broadcast MAC addresses. A frame sent on the network carries a MAC address. The
hosts are able to listen to each frame sent in the LAN. Examples of such networks are IEEE 802.3
(Carrier Sense Multiple Access/Collsion Detection (CSMA/CD)) [90], 802.4 (token bus) [91] and
802.5 (token ring) networks [92].

With link-layer multicast the broadcast capability of a physical medium is exploited. A host
which is member of a certain multicast group accepts frames for a proper associated MAC multicast
address. For IEEE 802.3 networks today’s network interface cards are able to accept frames on a
per address basis. These network interface cards store MAC addresses and accept frames for each
of these addresses.

Fig. 3.4 illustrates the link-layer multicast in a Local Area Network (LAN): Hosts A-E are inter-
connected by a broadcast-capable medium. Host A sends a frame on the medium using a multicast
MAC address. Host B and E have stored this address and choose to receive the frame.

Using multicast on a physical network with non-broadcast medium is both more complex and less
efficient. It often requires a central network node that performs distribution to each receiver either
in a one-to-one or one-to-many connection.

Multicast in LANs with MAC bridges and switches is coordinated by registration and forwarding
functionalities which are defined in the Generic Attribute Registration Protocol (GARP) and the
GARP Multicast Registration Protocol (GMRP) [89].

Link-Layer Multicast in Wide Area Networks

In comparison to link-layer multicast in LANs, wide area networks (WANSs) are not based on shared
media. Therefovere, these approaches emulate the behavior of shared media. Examples for link-layer
multicast in a WANs are multicast in Frame Relay, Switched Multi-Megabit Data Service (SMDS),
and Asynchronous Transfer Mode (ATM). Since multicast neither in Frame Relay nor in SMDS
have ever been deployed remarkably, those are not detailed here. The main constraint of link-layer

LOpen System Interconnection, reference model for internetworking.
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Figure 3.4.: Link-layer multicast in local area networks

multicast in Frame Relay and SMDS is the fact that the multicast group is statically set up by the
network and can only be changed by a reconfiguration of the network [67].

ATM is a connection-oriented cell-switching technology. In ATM, a Virtual Circuit (VC) — Per-
manent Virtual Circuit (PVC) or Switched Virtual Circuit (SVC) — are established among nodes
that emulate actual physical links. Multicast in ATM networks is based on a sender-oriented model
where the sender establishes a multicast connection to all receivers. Therefore, a tree is generated
with the sender as a root and receivers as leaves. Data are sent from the root node along the tree.
The tree is set up by establishing a connection between the sender and a single receiver. Then
further receivers are added step by step. All modifications of the group membership have to be
notified to the sender that adds/drops receivers from the tree. This sender-oriented model requires
the sender to know all receivers explicitly since in ATM no notion of an ATM multicast address
exists to address a multicast group indirectly.

Today, there exist relatively few native ATM applications making use of ATM services. Never-
theless, ATM is prevalent in today’s WANs and Internet backbones where the high bandwidth of
the ATM’s underlying cell switching technology is utilized to carry IP traffic. Therefore, the map-
ping of IP traffic to the multicast of a connection-oriented technology, such as ATM (layer 2), is
an important issue. Several approaches to multicast with IP over ATM will be briefly described in
section 3.2.2.

3.1.2. Network-Layer Multicast

The network layer, layer 3 in the ISO OSI reference model, figures out the optimal path to route
packets through various links to the end points. Network-layer functionality is usually performed by
routers using routing algorithms to determine optimal routes to the destination. For multicast at the
network layer IP multicast is the most important approach. Although other protocol stacks besides
TCP/IP support network-layer multicast, such as Appletalk and DECNet, the deployment of these
protocols is decreasing rapidly. Hence, these approaches will not be introduced in the thesis, and
for the discussion of network layer the terminology of TCP/IP protocols will be used exclusively.

In general, the use of one of the two strategies can provide multicast at the network layer: Based
on host addresses and based on specific group addresses (see Fig. 3.6).
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Figure 3.6.: Strategies for Network-Layer Multicast

Network-Layer Multicast Based on Host Addressing

In the first strategy the sender needs to be aware of the receiver addresses belonging to a particular
multicast group and uses the receivers’ unicast IP addresses. The sender generates either multiple
messages each carrying the unicast IP address of a certain receiver (replicated unicast), or a single
message carrying the unicast addresses of all receivers. In the second case, each router on the path
examines the destination addresses of the message and performs routing functions similar to unicast
routing, except that they duplicate the message if the route to the receivers diverges in that router.

Network-Layer Multicast Based on Group Addressing

The second strategy is based on specific group addresses, e.g. addresses that have been reserved
from the IP address pool as described in Sect. 2.2. Unicast IP addresses (class A, B and C addresses)
are applied for point-to-point communication and have a host and network component. In contrast,
a class D IP address for multicast has one (not subdivided address space indicating the multicast
group. In IPv4 the multicast address space range from 224.0.0.0 to 239.255.255.255.

For network-layer multicast a host needs to inform the nearest router supporting IP multicast
(e.g. the designated multicast router in the host‘s network) of its membership in particular multicast
groups. Messages will be forwarded by routers on multicast distribution trees up to the receivers as
the leaves. For establishment of multicast distribution trees the multicast routers cooperate and use
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certain algorithms to create multicast distribution trees [126]:

Shortest Path Tree algorithm. With a Shortest Path Tree (SPT) algorithm, a tree is rooted at the
sender and spans all receivers so that the distance between the sender and each receiver along
the tree is a minimum. For dynamic trees either the Distance Vector algorithm or the Link
State algorithm is used [85].

In the Distance Vector algorithm, the router attached to the sender broadcasts to its neigh-
boring routers the fact that it is directly attached (distance 1). The neighboring routers, in
turn, compute the distance to the sender and select the minimum distance among possibly
multiple alternatives. Each of these routers again broadcast its distance to its neighboring
routers. Then this process is repeated.

The Link State algorithm is based on Dijkstra’s shortest path algorithm for routing of unicast
packets. Each router in the network has a complete view of the topology. In this algorithm the
routers flood a change in the state of a directly connected link as soon as such a change occurs.
For example, if a directly connected link becomes inactive, a router immediately broadcasts
this information to all neighboring routers and so forth. Once a router has a complete view of
the topology, it applies Dijkstra’s shortest path algorithm to compute the shortest path from
the sender to each receiver.

Minimum Cost Tree algorithm. The intention of the Minimum Cost Tree algorithm is to minimize
the overall costs of a tree. There are two types of algorithms: Minimum Spanning Tree
algorithm and Minimum Steiner Tree algorithm.

In the Minimum Spanning Tree algorithm a tree spanning the sender and the receivers is
computed in which the overall costs of the tree are minimal. In addition, this tree should not
include any node which is not a member of the group.

In the Minimum Steiner Tree problem the tree is not restricted to group members only —
instead it is allowed that a tree includes the group members and, additionally, non-group
members so that the overall costs of the tree are minimal. The Minimum Steiner Tree is
NP-complete and some heuristics have been proposed.

Constrained Tree algorithm. The Constrained Tree algorithm is based on the idea to minimize not
only the overall costs of a tree, but the end-to-end-delay as well. Therefore, each link is assigned
two distinct metrics: cost and delay. The Constrained Tree algorithm aims at computing the
minimum cost tree which does not have any path that exceeds a certain delay bound.

The basic algorithms are used (or proposed to be used) by multicast routing protocols in the
Internet. They will be discussed in section 3.2.1.

3.1.3. Application-Layer Multicast

In principle, application-layer multicast is based on an application’s capability to self-organize into
a logical overlay network and transfer messages along the edges of the overlay network using unicast
transport services. Each application communicates only with its neighbors in the overlay network.
By forwarding packets from neighbor to neighbor multicast forwarding is performed at application
layer.

As an example, suppose a network with hosts A-E interconnected by a mesh of links in which all
hosts are members of a single multicast group as shown in Fig. 3.7. The applications in the hosts
create an overlay network which is marked by the thick lines. When host A sends a message to the
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multicast group, this message is forwarded via the overlay multicast tree directly to host A—D. For
host C the message is forwarded by host D?.

The membership of multicast groups is managed at the application layer as well: Applications
interested in joining a multicast group send the IP address of their hosts to a multicast master, an
application executed in a dedicated host or router of the overlay network. The master determines
the appropriate router for forwarding to the host of the particular application, and informs and
configures routers. The forwarding of data is based on the IP unicast routes of the routers. The
duplication of data (in order to forward the data on different path of the overlay network to the
multicast receivers) is executed at the application layer.

Typical examples for application-layer multicast are NARADA [31, 32], OverCast [94], Scatter-
Cast [29], and JungleMonkey [76].

———  Physical network

= Overlay network

Figure 3.7.: Overlay network on top of a physical network for application layer multicast

Application-layer multicast has a number of attractive features:

e Application-layer multicast requires no changes of the existing Internet infrastructure, only
additional servers to create the overlay network. There is no need of network-layer multicast
support. This reduces the complexity of router configuration and management by setting up
forwarding trees at the application layer. Moreover, this offers an accelerated deployment of a
multicast service.

e Application-layer multicast does not rely on unique group identifiers and therefore there is
no need for a global address allocation as for IP multicast. Many of the application-layer
multicasts use a URL-like group identifier.

e Traffic control mechanisms (flow control, congestion control) for unicast traffic can be exploited.
There is no need for specific multicast transport protocols as for IP-layer multicast. Most of
the application-layer multicast approaches uses standard TCP as a transport protocol between
the hosts of the overlay tree.

2More precisely, the nodes in Fig. 3.7 are routers.
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e The edges in the overlay network can be assigned link costs of an application-specific metric.
This enables to set up application-specific multicast trees. For example, many applications
may find the latency as the most appropriate metric. Other applications may prefer a high
bandwidth, high delay path to a low bandwidth, low delay path.

e Application-layer multicast allows more flexibility in customizing some aspects, e.g. error re-
covery, flow control and security (e.g. access control) on an application-specific basis. For
example, ScatterCast uses delay as the routing cost and builds shortest path trees from data
sources. OuerCast explicitly measures available bandwidth on an end-to-end-path and builds
a multicast tree by maximizing the available bandwidth from the source to the receivers.
NARADA uses a combination of delay and available bandwidth and prioritizes available band-
width over delay when selecting a routing path.

In summary, application-layer multicast is regarded as an alternative architecture to deploy multi-
cast in the current Internet. It has a number of benefits over IP-layer multicast. Most of them arises
from the challenges of the IP multicast for which no clear solution has emerged so far. However, since
the support of this multicast is implemented at user space, this is less efficient than implementation
at kernel level. Application-layer multicast can be regarded as a short-term solution of network-layer
multicast as long as network-layer multicast has not found wide deployment.

3.1.4. Summary

In the latter sections, it was pointed out that multicast can be provided at the link layer, network
layer, and application layer. It can be summarized that two approaches provide mechanisms to solve
the fundamental mobility problem in IP networks, i.e. link-layer multicast (in WANs) and network-
layer multicast based on group addresses. In principle, both approaches offer location-independent
addressing and routing. In network-layer multicast based on group addresses, the IP address is used
as a host identifier only and does not identify the location, whereas packets are routed by means
of a multicast distribution tree established by multicast routers. In IP networks with link-layer
multicast, the unicast IP address is mapped to a link-layer address and IP packets are transparently
transported to the network layer by means of the link-layer. Hence, the IP address reflects only the
host identifier and not the location of the host.

The two remaining approaches — application-layer multicast and network-layer multicast based
on unicast provide location-dependent addressing and routing and hence, they do not solve the
fundamental mobility problem. Nevertheless, they can be utilized to improve mobility support. It
will, however, be shown in the next chapters that these approaches can be utilized for mobility
support. It should also be noted that link-layer multicast in LANs is naturally limited by LAN
boundaries and therefore cannot be used for mobility support among LLANs.

Since network-layer multicast based on group addressing and link-layer multicast in WANs and
could be identified as basic classes for multicast-based mobility support, existing service models and
protocols for both approaches will be detailed in the next section. In the following, more general
terms are used. The former approach is referred to as multicast in connection-less networks, the
latter approach multicast in connection-oriented networks.
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3.2. Multicast Services and Protocols

3.2.1. Multicast in Connectionless Networks

In general, multicast in connection-less networks is based on the principles explained in Sect. 3.1.2.
In this section, the service model of the classical IP multicast is described and its problems are
identified. Approaches for a future IP multicast are derived, which have been recently proposed and
can, potentially, help to overcome the problems.

Service Model of the Classical IP Multicast (Any-Source Multicast, ASM)

The classical TP multicast is based on a Any Source Multicast (ASM) service model. Basically, it
consists of four features: I) A multicast group is a set of receivers identified by an IP class D address.
IT) A group is dynamic, a host can dynamically join or leave an IP multicast group. Join and leave
operations are principally receiver-driven. III) A group is open, a sender does not need to be a
member of a multicast group, each host is allowed to send to a multicast group. IV) The group is
anonymous, neither receivers nor senders do know the members of the group (number and identity).

In order to join or leave a multicast group the Internet Group Management Protocol (IGMP) [55]
is used.®> Multicast routers periodically transmit Host Membership Query messages to determine
which multicast groups have members on their directly attached network. When a host receives an
IGMP Host Membership Query message, it responds with a Host Membership Report message for
each group to which it belongs. If multiple hosts in a subnet belong to the same multicast group,
redundant reports are suppressed by means of a random back-off timer mechanism: A multicast
router does not need to know the exact number of hosts in the group in that subnetwork; it needs to
know only that at least one host belongs to that multicast group. This feature reduces the multicast
signaling load. When a host joins a multicast group for the first time, it may send an unsolicited
Host Membership Report without waiting for an IGMP Membership Query message.

Multicast Routing Protocols for the ASM Service Model

The multicast routing protocols for the ASM service model are Distance Vector Multicast Routing
Protocol (DVPRP), Protocol Independent Multicast — Dense Mode (PIM-DM), Multicast Extensions
to Open Shortest Path First (MOSPF), Protocol Independent Multicast — Sparse Mode (PIM-SM)
and Core-Based Tree (CBT). Multicast routing protocols use either a broadcast and prune or an
explicit join/leave mechanism. Broadcast-and—prune protocols are commonly called dense-mode
protocols and always use a reverse shortest path rooted at the source. Explicit-join/leave protocols,
commonly called sparse mode protocols, can use either a reverse shortest path or a shared tree. The
shared tree uses a core or a rendezvous point to bring sources and receivers together.

In the following the multicast routing protocols for the ASM service model are briefly described.

Distance Vector Multicast Routing Protocol (DVMRP). DVMRP [159] is based on the principles
of the RIP distance-vector unicast routing protocol [104] and extends the mechanisms to
multicast. In principle, DVMRP is based on a broadcast-and—prune algorithm. It uses Reverse
Path Forwarding (RPF) to establish an IP multicast distribution tree. When a router receives
a packet on an interface, the reverse path to the source is checked to determine whether it
is the shortest path to the source. If the packet has been delivered on the the shortest path

3IGMPv1 is specified in RFC 1112 and defines a protocol between multicast routers and hosts on a subnet attached
to that router. IGMP has been extended twice but neither of these extensions have achieved official standard
status yet.
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from the source, the router copies the packet to all interfaces except one — the interface back
to the source of the packet. Otherwise, the packet is discarded. The RPM mechanism uses
a unicast routing protocol, that is part of DVMRP. A multicast router that has no members
for a particular multicast group, sends a prune message back up the distribution tree. When
the upstream router receives a prune message, it stops forwarding of multicast packets on the
corresponding interface. Similarly, a graft message grafts a new branch to the distribution tree.
Prunes and grafts have a limited lifetime. When the lifetime expires, the broadcast—and-prune
algorithm is repeated and the distribution tree re-established.

Multicast Extensions to Open Shortest Path First (MOSPF). MOSPF [112] provides multicast
extensions to the OSPF unicast routing protocol [113]. OSPF is based on link-state prin-
ciples. Each OSPF router has a complete view of all links in the network and calculates the
routes from itself to all other destinations. For multicasting, the OSPF Link State Announce-
ments (LSAs) are augmented by group membership information and the router maintains a
link state database with additional group membership information. When an initial multicast
datagram arrives in a router, the router determines the source subnetwork in the MOSPF link-
state database and calculates a source-based, shortest path distribution tree by using Dikstra’s
algorithm. Because the location of the group members within the topology is known, the dis-
tribution tree is established through that router so that branches lead only to subnetworks
containing members of this group.

Protocol Independent Multicast — Dense Mode (PIM-DM). PIM comes in two flavors: Protocol
Independent Multicast - Dense Mode (PIM-DM) and Protocol Independent Multicast - Sparse
Mode (PIM-SM). PIM-DM [3] was developed as a companion protocol to PIM-SM as a set
of routing protocols with the same message types that work efficiently in both sparse and
dense mode environments. PIM-DM is based on a broadcast-and-prune algorithm similar to
DVMRP. It initially broadcasts data packets and then prunes the branches where no members
of the group exist. Unlike DVMRP with its own included unicast routing protocol, PIM-
DM relies on an existing unicast routing protocol to perform RPF checks. Therefore, is is not
dependent on any particular unicast routing protocol. There exist some other minor differences
between PIM-DM and DVMRP which result in a simpler design of PIM-DM at the expense
of duplicated initial data packets.

Protocol Independent Multicast — Sparse Mode (PIM-SM). PIM-SM [43, 51, 54] was designed
in combination with PIM-DM to provide a routing protocol set with common packet formats
and to operate efficiently in sparse and dense mode environments.* PIM-SM is a shared tree
protocol, the multicast distribution tree is the same for all members of a group, regardless
of the source. In contrast, a dense mode protocol creates a new distribution tree for each
source. In PIM-SM members of a group join a Rendezvous Point (RP) where receivers meet
sources. When a host joins a group using IGMP to notify its directly attached router, the
router joins the multicast delivery tree by sending an explicit PIM Join message hop-by-hop
toward the RP. The designated router of the source knows how to reach the RP and forwards
packets to the RP by encapsulating the multicast packet into a PIM-Join unicast message. The
RP decapsulates the unicast packet and forwards the multicast packet towards the multicast
delivery tree to the group members. Moreover, the RP returns a PIM-Join message to the
source’s designated router and allows future forwarding from the source to the RP without
encapsulation.” When a group member leaves a group, the designated router sends a PIM

4Nevertheless, PIM-DM and PIM-SM are separate protocols and run in separate regions, which must not overlap.
5In fact, the RP joins the shortest path tree of source.
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Prune message to the RP and the branches are pruned back. PIM-SM also offers the optional
switching to a shortest path tree once it begins receiving packets from the source. This switch
can be triggered, for example, if the data rate of the source exceeds a predefined threshold of
data rate. However, the routers can be configured to never switch to the source-based tree.

Core Based Tree (CBT). CBT [10, 11] uses a single bi-directional shared tree for a multicast group.
Similar to PIM-SM, the CBT protocol employs the information contained in the unicast routing
table without requiring the presence of any specific unicast routing protocol. Since PIM-SM
has evolved from CBT, there exist many similarities between both protocols: Both rely on a
shared tree with a root node, which is called Core in CBT. Also, the bootstrap mechanism
to elect a core among the multicast routers is very similar to PIM-SM. In CBT a host joins
a multicast group by IGMP. The designated, CBT-aware router issues a Join Request. If the
Join Request encounters a router that is already on the group’s shared tree before it reaches the
core router, that router sends a Join Ack back to the source. Once a new branch is established,
each child router monitors the status of its parent router with a keep-alive mechanism, the
CBT Echo protocol. If the link to the upstream router fails for any reason, the downstream
branches are torn down by sending a Flush Tree message. The multicast routing entries in the
routers maintain hard state. Therefore, a multicast tree must be explicitly torn down.

Category DVMRP PIM-DM MOSPF PIM-SM CBT
Tree type SPT SPT SPT Shared/SPT  Shared
Directivity of trees Uni Uni Uni Uni Bi
Multiple sources No Yes No Yes/No Yes
Number of trees

in multiple sources S 1 S S 1
Router state O(SxR) O(SxR) O(SxR) O(R)/O(SxR) O(R)
Use of core No No No Yes Yes
Join mechanism B&P B&P B&P EJ EJ

Table 3.1.: Brief comparison of the routing protocols for the ASM service model

A brief comparison of the routing protocols for the ASM service model is shown in Tab. 3.1. The
following abbreviations are used: SPT stands for shortest path tree rooted at the source, whereas
the shared tree refers to a single tree per multicast group shared by the sources. With respect to
directivity, a tree can be uni-directional (uni) or bi-directional (bi). S and R refer to the number of
sources and receivers, respectively, and are used to express the expense of router states. The join
mechanism can either be based on broadcast and prune (B&P) or explicit-join (EJ).

Availability and Deployment of the Classical IP Multicast

In principle, multicast in IP networks is available and could be deployed in today’s networks. A
number of applications exist, such as the session directory tool sdr for announcement and joining a
multicast session, video and audio conferencing tools, e.g. vic, NetMeeting, vat, tools to record and
play audio- and videos, e.g. wvcr, shared text editors, e.g. nt, shared white-boards, e.g. wb, tools
for polling and rating, e.g. MPoll, and many others. Most of them are open software. Protocols
for multicast management (e.g. IGMPv2 [55]) belong to the protocol stack of standard operating
systems, like Microsoft (MS) Windows, Linux, Solaris etc. Multicast routing protocols are part of the
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standard configuration of commercial routers, whereas router manufacturers prefer different types
of multicast routing protocols, such as PIM (CISCO), DVMRP (Bay Networks), MOSPF (Proteon).
Also, the Multicast Backbone (MBone) [5] represents a long-term, large-scale experiment operating
since 1992 based on IGMP and DVMRP. In this context a great number of experiences in successful
deployment of multicast services could be gained and problems identified. These experiments are
continued in the Internet 2 employing PIM-SM, MBGP and MSDP as multicast routing protocols
(see below).

In spite of this, the classical IP multicast with the ASM service model has seen slow deployment.
There are some technical reasons for this:

Multicast address allocation. In the current IP multicast service model, senders cannot reserve
addresses or prevent another sender from choosing the same address. Hosts of different mul-
ticast sessions using the same multicast address receive unwanted traffic. This results in
inefficiency and can create application inconsistencies since packets from other sessions have
to be processed and dropped. If multicast were to become more popular, address collisions
would become a serious problem and a global address allocation mechanism would be needed.
Currently, there exist four alternatives for such a mechanism: the Multicast Address Alloca-
tion Architecture (MAAA) [154], static allocation and assignment (GLOP) [107], per-source
allocation as proposed by EXPRESS [82] and IP version 6 multicast addressing [72]. The
MAAA architecture is a complex protocol suite for dynamic address allocation interconnect-
ing hosts, routing domains and multicast address allocation servers. GLOP uses identifiers of
Autonomous Systems as the basis for restricting multicast addresses available to domains. IP
Version 6 introduces a drastically increased address space and makes sufficient unique multicast
addresses available, which reduces the risk of address collision.

Scalability. Unlike unicast addresses, multicast addresses are not structured and allow no aggrega-
tion of routes. This results in a higher number of routing entries with mostly long network
prefixes allowing fewer host addresses. Similar problems have been solved in unicast networks
by route aggregation and hierarchical routing [99].

Multicast security. Security can be regarded as consisting of four components: authentication, au-
thorization, encryption and data integrity.® The ASM service model does not mandate any
authentication and authorization. In particular, any host is able to create a multicast group
and to force an address collision. Furthermore, any host is able to join a multicast group and
receive data not destined to that eavesdropper. Finally, any host is able to send unwanted
traffic to a certain multicast group potentially wasting resources in the network and receivers.
Source authentication and data integrity is possible through services provided by IPsec [98],
but not receiver authorization. Moreover, IPsec does not prevent sources from sending, it just
allows receivers to drop unauthenticated packets after they have been received. For encryption,
application-level key management is regarded as a potential solution. However, most of these
problems are still the subject of research.

Charging. It is not possible to charge for multicast traffic by means of the usual model for unicast
traffic. For unicast traffic the Input data rate R is the basis for charging, and it is assumed
that a user with an Input date rate R generates a traffic of data rate R . For multicast it
is not possible to use this Input date rate R as the basis for charging since multicast packets
are replicated in the network and a higher data traffic is generated depending on the size of

6For authentication hosts are forced to prove their identity. Authorization is the process of allowing authenticated
hosts to perform specific operations. Encryption ensures that eavesdroppers cannot read data on the network.
Data integrity ensures that data have not been altered in transit.
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the multicast group and their distribution over the network topology. Additionally, today’s
IP multicast does not offer a measure for the multicast group size. This might prevent an
Internet service provider from offering a multicast service. Without a multicast service offered
by a service provider, a source would have to use replicated unicast and would be charged
according to the usual unicast charging model for a bandwidth of k% R where k represents the
number of receivers.

Multicast Inter-domain Routing. Multicast routing protocols are typically provided in routing do-
mains, as with unicast routing. Different domains are connected by inter-domain protocols.
Multiprotocol extensions of to Border Gateway Protocol (BGP) [139] (namely the Multicast
Border Gateway Protocol (MBGP) [13]) can be used to distribute information about routes
to multicast sources between domains. However, MBGP does not provide mechanisms to in-
terconnect trees of different domains when group members are spread over multiple domains.
In this context, a near-term solution has been proposed, the Multicast Source Discovery Pro-
tocol (MSDP) [106]. Given that PIM-SM is the only sparse-mode protocol with significant
deployment, the design of MSDP is strongly influenced by PIM-SM. MSDP interconnects the
PIM-SM RPs in different domains; and if a source in a particular domain becomes active, the
RP in this domain sends a message to the RPs in other domains. This solution does not scale
with the number of senders since every RP in every domain must be informed about every
source.

Reliable transport and congestion control. Originally IP multicast was designed to support unre-
liable transport of IP packets. This might lead to two main problems: First, some of the sent
packets do not reach all of the receivers. Second, multicast applications sending with uncon-
trolled data rate can overwhelm the network resources, cause congestion in the network and
starve unicast applications. To solve this problem, multicast transport protocols must support
reliable packet transport and congestion control. For unicast communication these demands
are met by TCP. For multicast transport protocols a number of approaches already exist, e.g.
Reliable Multicast Transport Protocol (RMTP) [127] and others, which mainly avoid feedback
implosion” and (unwanted) retransmissions. Although multicast transport protocols have al-
ready been the subject of research for several years, non of the resulting approaches has been
widely deployed.

Alternative Approaches for Multicast in IP Networks

As has been shown before, the classical ASM service model of IP has some limitations, though it is of
great flexibility. Recently, several new proposals have appeared that question the classical multicast
approach. The development of alternative IP multicast approaches was particularly driven by the
EXPRESS proposal, which has gained considerable attention in the research community and has
motivated new research efforts.

EXPRESS (EXPRESS) proposed in [82] uses a per-source, channel-based mode. A channel is a
datagram delivery service identified by a tuple (S, E), where (S) is the sender’s IP source address
and E is the channel destination address (i.e., a class-D address). Only (S) may send to (S, E).
Receivers subscribed to (S, E) are not subscribed to (S’, E) for some other host (S”). Thus, packets
transmitted from two sources to the same address (F) are only sent to receivers subscribed to both
channels. EXPRESS uses Express Count Management Protocol (ECMP), a management proto-
col that maintains the distribution tree and provides mechanisms to efficiently collect information
about subscribers, such as source-directed voting and counting. The single source restriction of the

7 Arrival of acknowledgments from many TCP receivers.
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multicast service model simplifies protocol design and implementation while it facilitates additional
capabilities including access control, charging and address allocation.

Simple Multicast [12] is a similar proposal. Again, a multicast group is identified by a tuple
(C, M), where C is the core router and M the IP multicast address. Unlike EXPRESS, Simple
Multicast allows for multiple sources per group. A particular source is chosen as the primary, and
the multicast distribution tree is rooted at the host’s designated multicast router. Receivers send
join messages to the source and a bi-directional tree is set up. Additional sources send packets to
the primary source.

In fact, it is the definite trend in multicast research to use a simplified multicast service. The
EXPRESS approach described above has largely motivated this trend. A future multicast service
that realizes a Single Source Multicast (SSM) service model is expected to have the following benefits
in comparison to the classical ASM multicast service model [16, 81]:

e The cross-delivery of traffic is eliminated when two sources simultaneously use the same source-
specific destination address.

e There is no need for a global IP multicast address allocation, and therefore no inter-host
coordination is required.

e A set of protocol mechanisms that are needed for supporting the SSM service model is a
subset of what has been needed for the ASM service model. For example, there is no need for
Rendezvous Points in the PIM-SM routing protocol. Moreover, the implementation of single
source multicast is considered to be easy, since a number of algorithms are already included
in protocols of the ASM service model. For example, the shortest-path tree mechanism of the
PIM-SM protocol can be easily adapted to realize the SSM service model.

e Due to the restriction of the number of sources, authorization and authentication is simplified.
Moreover, unwanted traffic to a multicast group is avoided in the SSM service model.

Ezplicit Multicast (XCast) [4, 172] is another approach to a multicast service model in IP. The
basic idea of XCast is to use an explicit list of destinations instead of a single multicast address that
identifies the multicast group. The source encodes the list of destinations in the header of the IP
packet and sends the packet to a router. Each router along the way parses the header, partitions the
destinations based on each destination’s next hop, and forwards a packet with an re-created packet
header to each of the next hops. If only a single destination is listed in the packet header, the packet
is converted into a normal unicast packet. While the routing protocols of the ASM service model
are scalable with the members of a multicast group, i.e. support very large multicast groups, these
protocols cause high costs in terms of multicast states in routers and signaling between routers.
XCast attempts to efficiently support very large numbers of distinct (small) multicast groups. The
main benefits of XCast in comparison to the ASM service model are [21]:

e Routers do not have to maintain state per multicast group (or per source and group). This
makes XCast scalable in terms of the number of multicast groups since the routers do not need
to disseminate or store any multicast routing information for these multicast groups.

e Multicast address allocation is not required.
e No need for multicast routing protocols (neither intra- nor inter-domain).

e No dedicated root nodes of multicast trees (core, Rendezvous Point), and therefore no single
point of failure exists. In contrast to shared trees, XCast packets are routed directly (and not
via root nodes of shared trees) which increases the efficiency.
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e Fasy security and accounting. In contrast to the ASM service model, in XCast a source knows
the members of the multicast group, which gives the sources the means to e.g. reject certain
members or count the traffic going to certain members quite easily. Not only a source, but
also a border router is able to determine how many times a packet will be duplicated in its
domain. It also becomes easier to restrict the number of senders or the bandwidth per sender.

e Simpler implementation of reliable protocols on top of XCast, because XCast can easily address
a subset of the original list of destinations to do a retransmission.

Several proposals of protocols supporting the XCast service model have been made, e.g. [20, 21, 123]

IP Multicast in Networks with Mobile Hosts

For the design of IP multicast protocols, it has been assumed that the hosts are static. The mobility
of hosts — either mobile sources or mobile receivers — causes certain problems:®

e When a mobile host moves, the visited network may not support multicast. Therefore, the
mobile host is unable to re-join the multicast session until it moves to a new subnetwork
providing multicast service.

e After moving into a new subnetwork, a mobile receiver experiences a long handover latency if
no other receiver is subscribed to that particular multicast group in this subnetwork. In order
to re-join the multicast group, the mobile receiver must wait for the next IGMP membership
query. The frequency of these queries is typically in the order of a minute causing the mobile
host to endure a long delay in re-joining the multicast group.

e Handover of mobile receivers causes an incorrect routing or dropping of packets with multicast
routing protocols based on shortest path trees. The reason for this is the Reverse Path For-
warding (RPF) algorithm used to construct the multicast distribution tree in those routers.
The multicast router expects packets to arrive from an upstream interface. When a mobile
sends packets while away from its home network, the packets will arrive at the router at an
unexpected interface. DVMRP drops such packets, while MOSPF forwards them on a wrong
multicast distribution tree.

e The Time To Live (TTL) value of multicast TP packets might be set inappropriately while
a mobile host is roaming. Usually, the TTL value is set to the intended scope of multicast
packets. When a mobile host moves, the actual TTL value might be too small to reach the
receivers of the multicast group. If the TTL value is too high, it may cause an address collision
with another multicast group so that unwanted traffic will be received.

3.2.2. Multicast in Connection-Oriented Networks

This section describes the service models and protocols for multicast in connection-oriented environ-
ments. Two approaches have been standardized: IP Multicasting over ATM and LAN Emulation
(LANE). An alternative approach is the MCall service realized by the CMAP/CMNP protocol suite.

From the description of the ATM multicast in Sect. 3.1.1 could be seen that the multicast service
model of ATM is different from the classical ASM service model of IP. The ATM multicast service
model does not use group addresses. The service model implies that the sender is aware of the

8The provision of a multicast service to mobile hosts is not the focus of this thesis. Therefore, these issues are for
information only.

48



3.2. Multicast Services and Protocols

number and identity of the group members. ATM multicast is based on unidirectional point-to-
multipoint connections from a sender as the root to the receivers as the leaf nodes. Therefore,
multiple senders per multicast group cannot be directly realized. A common feature of the IP ASM
and the ATM service model is the fact that ATM end systems can dynamically join and leave the
multicast group, whereas a sender is not required to be a member of the multicast group.

IP Multicasting Over ATM

This approach [8] attempts to realize the ASM service model of TP by means of the ATM multicast
capabilities. In principle, it maps IP multicast groups on ATM point-to-multipoint connections. It
is based on Classical IP over ATM (CLIP) [101] and extends the approach by multicast function-
ality. Consequently, the service provided by IP Multicasting over ATM is limited to a Logical IP
Subnetwork (LIS) representing an IP network/subnetwork as defined by CLIP. For assigning an IP
multicast address to a list of ATM addresses, a new component is introduced into the network: the
Multicast Address Resolution Server (MARS). For forwarding of data two strategies exist: the VC
mesh strategy and the Multicast Server (MCS) strategy.

In the VC mesh strategy a point-to-multipoint tree from each sender to the receivers of a multicast
group is established (Fig. 3.8(a)). In order to notify membership changes to the senders, a point-to-
multipoint control virtual circuit is set up. For example, when a host leaves an IP multicast group,
each point-to-multipoint connection needs to be modified to remove the particular ATM end system.

In the MCS strategy, multicast data distribution is centralized in a server (Fig. 3.8(b)). A sender
generating a packet to an IP multicast group directs the packet to this server. The packet is trans-
ported to the multicast server by means of an ATM point-to-point connection. The multicast server
re-assembles the cells and forwards the packet on the particular point-to-multipoint connection.

ATM
Network

\

(a) VC mesh (b) MCS

Figure 3.8.: IP Multicast over ATM

The MARS concept is limited to network boundaries termed LIS, where the virtual circuits be-
tween nodes in a LIS can be established directly. VENUS and FARTH are proposals to sup-
plement the MARS approach. Very Extensive Non-Unicast Service (VENUS) [9] proposes to use
MARS for inter-cluster multicast spanning several LIS. Easy IP Multicast Routing Through ATM
Clouds (EARTH) [148] extends MARS with QoS and multicast shortcuts.
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LAN Emulation (LANE)

This approach attempts to emulate a multicast service as provided in local area networks by link
layer multicast (Sect. 3.1.1). In LANE [34, 35, 36, 37, 38], the ATM network is divided into subnets
called Emulated LAN (ELAN)s. Intra-ELAN unicast traffic is transported by an ATM point-to-point
connection and broadcast traffic is served by means of a Broadcast and Unknown Server (BUS),
which forwards multicast traffic to all the members belonging to the same ELAN as the sender.
Inter-ELAN traffic is forwarded through a router. A multicast packet is either sent by the BUS
reaching all ATM end systems in the ELAN or by a dedicated Selective Multicast Server (SMS)
which allows to selectively choose a list of receivers in an ELAN. In both cases a point-to-multipoint
connection is established with the server as the root and the receivers as leaves. A multicast sender
directs a packet to the server through a point-to-point connection. The server reassembles the cells
and forwards the packet on the point-to-multipoint connection. It is worth noting that the main
idea of LANE is the same as in MCS (Fig. 3.8(b)).

Comparison Between IP Multicasting Over ATM and LANE

IP multicast over ATM and LANE emulate multicast by means of unidirectional point-to-multipoint
connections. Since in standard ATM no multicast group identifier is provided, the multicast sender
needs to be notified of membership changes. Particularly, in the VC' mesh strategy as described
above, the point-to-multipoint tree from each sender to the receivers must be modified and causes
a considerable signaling overhead and signaling delay with a high group stability latency. In the
MCS strategy the signaling load and group stability latency is smaller. However, there is a single
entity that manages the multicast groups. In networks with a high number of groups and frequent
membership changes this entity becomes the bottleneck for resources and processing of signaling
operation and limits its scalability. As will be shown later, the utilization of multicast for mobility
requires a multicast solution that is scalable in terms of multicast groups and frequent membership
changes. The scalability argument pertains to the LANE strategy as well. Therefore, it can be
concluded that the multicast solutions of standard ATM — VC mesh, MCS and LANE — are no
appropriate candidate solutions for multicast-based mobility support.

Multi-Point Multi-Connection Call (MCall)

Multi- Point Multi-Connection Call (MCall) represents a completely different multicast service model
than that of standard ATM. The features of the service model are: I) A multicast group is represented
by a call. Basically, a call is a multi-connection communication channel. IT) Any host that is member
of the call is allowed to send and receive to/from the call (closed call). Irrespective of the open group
model, a member can be prevented from sending due to other reasons. IIT) The membership of the
call is dynamic, a host can be dynamically added and dropped. The operations can be executed
by the host itself or by a surrogate host. V) Multiple senders in the call are allowed. IV) A call
is non-anonymous. The sender knows the members of the call and the members know the other
members of the call (at least can acquire information about the members).

The MClall service model is realized by the CMAP/CMNP protocol suite [65]. The abbreviations
stand for Connection Management Access Protocol (CMAP) and Connection Management Network
Protocol (CMNP), respectively. In the CMAP/CMNP protocols a call represents a multi-point
multi-connection communication channel. As the description implies, a call consists of multiple
end points and multiple connections (Fig. 3.9), for example a multi-media communication between
multiple participants including video and voice communication. A call can be dynamically changed
during its lifetime: The number of participants, the number of connections as well as its bandwidth
can be modified. Unlike the ATM multicast model based on unidirectional point-to-multipoint
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connections (concast, or multicast in the narrow sense as defined in Sect. 3.1), a call provides
multi-peer communication (Sect. 3.1). Hence, the approach is considered in the context of IP-style
multicast.

Call

[vose )

Figure 3.9.: A call composed of two connections (video and voice)

In general, in CMAP/CMNP a network consists of clients and network nodes containing cell
switches (Fig. 3.10). A client signals the network to establish a call with other clients by sending
control messages. A network node may signal also with other network nodes. CMAP defines the
signaling operations between clients and network nodes, whereas CMNP (and its auxiliary protocols)
defines the signaling operations among network nodes. Fig. 3.10 illustrates an example network
with five clients and four network nodes. The call exists between client 1, 2, 4, and 5. The call
is represented by a connection group between the network nodes A, C, and D, whereas the call is
routed from A to C via D.

Network Node

(1) Client

— Call

-
-
-

. ~ = = Connection Group
Connection—

Oriented
Network

Figure 3.10.: Connection-oriented network with clients and network nodes

Initially, when a call is created, a call has one or more than one connections. The network node
that creates the call is designated as the call owner. The owner may add connections to or remove
connections from the call. When the call is created, it has at least the owner as one of the endpoints
of the call. Additionally, endpoints may be added by invitation from the owner, by request from
a client not being currently in the call or by request from a third party. Fig. 3.11 illustrates an
Open_Call operation as an example: End point 1 sends an Open_Call Request to the network and
specifies a call that includes itself as the owner and the endpoints 3 and 4 as members of the multicast
group. The other endpoints are invited by means of an Invite_ Add_Ep Request and Invite_Add_Ep
Ack message. Finally, an Open_Call Ack message is sent back to end point 1.

While CMAP is the protocol that handles the call operations between clients and the network,
CMNP provides functionalities for creation, modification and release of calls within the network.
In CMNP, the abstraction of a connection group represents the call abstraction in CMAP. A main
task of CMNP (and its complementing protocols) is the construction of a bi-directional tree of
connections through a network with multiple network nodes and links. In CMAP/CMNP, each
client has a designated network node. The network node of the owner is used as a core for the
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Figure 3.11.: Example CMAP Open_Call operation (Simplified example from [40])

multicast tree and can be identified by means of the call identifier. When a new end point is added
to the call, the request is forwarded towards the route of the core. If a request encounters a network
node already being in the connection group of the particular call, a new branch is added.

Although the CMAP/CMNP approach has been proposed in the context of ATM networks?, the
approach can principally be applied in connection-oriented networks. While the actual implementa-
tion of the CMAP/CMNP protocol suite runs on top of a cell-switching technology in the network
nodes, the concept and protocol design of the CMAP/CMNP approach can be used for other tech-
nologies. In particular, the CMAP/CMNP may be employed on top of connection-oriented optical
technologies, such as Wavelength Division Multiplexing (WDM) networks.

3.3. Summary

In this chapter general approaches to multicast services, mechanisms, and protocols have been
described. Considering the multicast approaches with respect to the protocol layer — link-layer
multicast, network-layer multicast, and application-layer multicast — in detail, it has been concluded
that network-layer multicast and link-layer multicast in WANs are principally qualified to provide
multicast-based mobility support.

More specifically network-layer multicast can be distinguished into network-layer multicast based
on group addresses and based on unicast addresses. Only approaches of the former class provide
location-independent addressing and routing. The latter class does not have this feature. Multicast
of this class can still be utilized to improve mobility support, but is bound to other basic mobility
schemes (such as Mobile IP).

Then, existing multicast protocols in connection-less and connection-oriented network have been
considered. A number of protocols can be distinguished: IP multicast routing protocols supporting
the any-source multicast (ASM) service model of IP (DVMRP, PIM-DM, MOSPF, PIM-SM, CBT)
in connection-less networks, as well as IP multicast over ATM and LANE in connection-oriented
networks. Analyzing the drawbacks of the classical ASM service model provided by the existing IP
routing protocols and the TP multicast over ATM protocols it has been shown that is it worth inves-
tigating alternative multicast services and protocols, such as the SSM service model provided by e.g.
PIM-SSM in connection-less networks or the MCall service model supplied by the CMAP/CMNP
protocols. These service models alleviate some of the drawbacks of the classical ASM service model

9CMAP/CMNP makes use of the virtual circuit concept of ATM, but neither is it based on ATM signaling (User
Network Interface (UNI)/Private Network Network Interface (PNNI)) nor does it provide standard ATM services.

52



3.3. Summary

and support interesting features that might be useful for multicast-based mobility support, respec-
tively. Tab. 3.2 briefly compares the service models of the main multicast approaches.!®

Category ASM SSM XCast ATM MCall

Group Multicast group Multicast channel NA NA Call Id

identifier (RG) (RG,S) (Individual (Individual ~ (Root node,
end systems) end systems) local id)

Multicast Multi-peer Multicast Multi-peer Multicast Multi-peer

type (m:n) (I:n) (m:n) (I:n) (m:n)

Openess Open Open Open Open Closed

Dynamic Yes Yes Yes Yes Yes

membership

Lifetime Transient / Transient / Transient Transient Transient

permanent permanent

Surrogate No No NA No Yes

join/leave

Anonymity

Sender knows No No Yes Yes Yes

members?

Member knows No No No No Yes

members?

Table 3.2.: Brief comparison of multicast service models

10The following abbreviations are used: MP—to-MP = Multipoint-to-multipoint, NA = Not Applicable, P-to-MP =
Point-to-multipoint, RG = Receiver group, S = Source
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4. Framework for the Design of
Multicast-Based Mobility Support

Regarding multicast-based mobility support two separate issues need to be distinguished carefully.
The first issue deals with the question: A) 'How can a multicast service be provided for mobile
hosts?’. The second issue raises the question: B) "How can a multicast service be utilized for mobility
support?’. Both questions are closely related to each other: If multicast could be used as a sole
mechanism for mobility support (and all applications would use multicast for data transport), then
both issues would be identical. Unfortunately, this is not the case due to the problems of the classical
IP multicast with mobile hosts. Therefore, there exist two main directions of research. One direction
aims at the support of multicast services with unicast-based mobility approaches (such as Mobile
IP). The other direction of research intends to modify or augment multicast to support host mobility.
The technical problems that arise from question A have been already described in Sect. 3.2.1 and is
mentioned for completeness only. The focus of this thesis is rather on question B.

Before considering technical details, the general idea behind multicast-based mobility support
can intuitively be described by using the terms introduced in the previous chapter about multicast
fundamentals. In general, multicast-based host mobility attempts to utilize mechanisms for data
distribution to certain locations, whereas the locations are identified by access points. In principle,
one multicast group is created per mobile host. A mobile host can subscribe to a multicast group at
its current location — the access point with which the mobile host is currently associated with — or
at multiple locations. In the latter case, the mobile host has connectivity to more than one access
points or the mobile host has been pre-registered. Data are distributed by multicast in the downlink
direction towards the mobile host (Fig. 4.1). Optionally, multicast can also be used to transport
data packets uplink originating from the mobile host. Hence, in a wireless network with a mobile
host and multiple access points creating cell clusters of neighboring cells data can be efficiently
forwarded to multiple access points simultaneously. When a mobile host moves to a new wireless
cell that belongs to the cell cluster, the data destined for the mobile host are already available in
the access point. The new access point can immediately start forwarding data over the wireless link
to the mobile host. Consequently, the service interruption is shortened. The predictive handover is
an obvious benefit of utilizing multicast for support of host mobility.

In the design of a solution for multicast-based mobility support a considerable freedom exists in
choosing options regarding the network architecture and protocols. In order to classify and poten-
tially extend existing solutions as well as to identify new solutions a common framework for the
design of multicast-based mobility support is developed. This framework consists of three parts:
requirements, protocol options, and functionalities. The requirements form the basis and goal for
designing a particular scheme and judging the merits of existing schemes. Many requirements are
evident for mobility support in general. However, a number of requirements include specific con-
ditions for multicast-based mobility support. Based on the requirement analysis protocol options
and functionalities for multicast-based mobility support are elaborated. The protocol options reflect
particular assumptions regarding network architecture and protocols. The mobility support func-
tions are classified into several categories, each category provides options on the mobility support
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Figure 4.1.: Intuitive understanding of multicast-based mobility

function is executed.

The three components — requirements, protocol options and mobility support functionalities —
create a decision space for design. Each combination of options provides a basis for constructing a
variant for a multicast-based mobility approach (Fig. 4.2). It will be shown, that existing approaches
for multicast-based mobility support can be captured and classified within this framework. The
framework will be used to derive candidate approaches that will be investigated as case studies in

the following parts of the thesis.
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Figure 4.2.: Interdependence of requirements, protocol options and mobility functionalities

The chapter is structured as follows. First, the requirements for multicast-based mobility sup-
port are analyzed. Then, protocol options and mobility support functionalities are categorized.
Section 4.5 describes how the existing approaches to multicast-based mobility support can be cap-
tured with the developed framework. Finally, candidates for multicast-based mobility support are
derived in Sect. 4.6. The candidates extend existing approaches or represent new approaches for
multicast-based mobility support and will be evaluated in the following chapters of the thesis.
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4.1. Requirements of Multicast-Based Mobility Support

4.1. Requirements of Multicast-Based Mobility Support

Identifying the requirements of mobility support is essential for selecting appropriate functionalities
and for choosing among protocol options. In general, the requirements for unicast-based mobility
support described in Sect. 2.4 can be adopted for multicast-based schemes. Nevertheless, many of
them inhere multicast-specific aspects. Therefore, the requirements from Sect. 2.4 are re-iterated
and consequences for the design of a multicast-based mobility solution are emphasized.

Short handover latency and small packet loss. Handovers with short latency and small packet loss
require a fast execution of multicast join operations. Multicast management protocols are
optimized to reduce the signaling overhead at the expense of increased join latency in order
to support large groups of receivers.! Unmodified multicast protocols would — in the case of
handover — indeed ensure that a mobile host re-joins the multicast group from its new access
router, but this would only happen using the slow membership query/report process. Hence,
explicit, unsolicited re-join operations are required.

Heterogeneous end systems and access networks. A multicast scheme must cope with different
end systems (palm-sized devices up to workstations) and changing access network parameters
during a multicast session.

Inter-operation among different multicast schemes. While IGMPv2/v3 and Multicast Listener
Discovery MLD [25, 44, 55] provide the access of hosts to most of the IP multicast variants,
proprietary future multicast schemes may not be compatible with this protocol. A mobile host
needs minimal knowledge about the used multicast scheme in order to adapt to the provided
multicast protocol.

Scalability Using multicast for host mobility implies a unique multicast group per mobile. Hence,
mobile systems supplying potentially a very high number of mobile hosts require a multicast
scheme which scales with the number of multicast groups with typically only a few members.
Today’s IP multicast is designed for scalability with the number of hosts per multicast group
and more aspects like the availability of multicast addresses, address assignment, multicast
router states, signaling overhead and route aggregation must be taken into account.

Reliable transport of data. A full-scale communication network requires reliable services. In non-
mobile IP networks TCP is usually used for reliable data transport. The traditional IP multi-
cast offers an unreliable service based on using UDP. The main reason that prevents the usage
of TCP as a reliable transport protocol for multicast is feedback implosion from multiple re-
ceivers to a single sender. This feedback implosion would also pertain to an IP multicast-based
mobility scheme. Hence, either a multicast-specific reliable transport protocol is required or
the multicast must be organized in such a way that allows using TCP between a single sender-
receiver pair. Assuming that the mobile host is the only receiver in the multicast group, then
TCP might be used.

Location privacy and anonymity. Using multicast for mobility support could potentially provide
natural solutions to this problem by the very fact that they separate identity and location,
potentially in a fashion that is not noticeable for other end users.

1For example, IGMP and MLD defer sending the host’s membership report by a random delay. This mechanism
reduces the signaling load since usually only a single host sends the report and membership reports of other hosts
belonging to the same group are suppressed.
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Small signaling overhead. A multicast-based mobility solution utilizes the signaling operations of
multicast management and routing protocols, such as IGMP and DVMRP. It must be consid-
ered that the multicast signaling messages are sent via a wireless link although these protocols
are not adapted to the the limited bandwidth of the wireless link. Most IP multicast routing
protocols provide soft state maintenance where the routing state needs to be refreshed and
expires otherwise. Hard state maintenance reduces the signaling overhead, but is less robust
for stale states which are likely to occur in error-prone wireless and mobile environments.

Small data overhead. Three reasons for data overhead specific to multicast-based mobility support
exist. First, redundant packet transmissions can be caused by delays in maintaining the
multicast tree (branches not being removed immediately). Evidently, this delay should be
kept low resulting in a small data overhead. Second, broadcast—and—prune multicast routing
protocols employ a data-driven approach for the multicast tree establishment and therefore
cause data overhead on network links which do not belong to the multicast tree (those branches
will be pruned back). Third, a delayed unsubscribe operation results in the transmission of
data on links which are about to be removed from the multicast tree. For example, IGMPv1
does not support explicit IGMP leave operations. Hence, the host waits until the next IGMP
membership query cycle to implicitly leave the multicast group.

Support of different handover policies. Utilizing the multicast for distribute data to neighboring
access points in advance of handover incurs a high protocol overhead in terms of bandwidth
and buffer space. In particular the fact, that not all applications have very stringent timing
and packet loss requirements results in a demand for handover policies that make a tradeoff
between protocol overhead and handover quality. A network should be able to employ these
handover policies in a flexible manner.

Assuming that it is possible to construct a single solution that supports all of the above require-
ments, such a system would provide strong and expensive guarantees even to data flows/applications
that do not require them. For example, handover with very small handover latency for web browsing
would incur overhead and hence cost that is only necessary for real-time data flows. Therefore, some
adaptivity within a single mechanism or an adaptable choice from among a number of mechanisms
will be a more economical and equally satisfying solution.

4.2. Protocol Options for Multicast-Based Mobility Support

Multicast protocols can be used in a number of different ways in order to support mobility. The
main alternative options are the following:

Communication Environment. Can be either a connection-less or a connection-oriented environ-
ment. This option restricts the selection of the multicast type.

Micro- vs. macro-mobility. Using multicast for macro-mobility allows a uniform solution but re-
quires global scalability of the multicast scheme. If, on the other hand, multicast is only
used for micro-mobility, an additional solution for migration between access networks is nec-
essary but the scalability requirements are reduced. However, coupling two different mobility
solutions will necessitate some form of address translating (between unicast and multicast),
e.g. performed in a gateway between access network and Internet. A multicast-based micro-
mobility scheme does not need to be scalable to the global Internet which is a requirement for
a multicast-based scheme for both macro- and micro-mobility.
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Multicast type. Refers to the protocol layer of the used multicast. Main options are network-layer
(including IP multicast and unicast-based solutions) and link-layer multicast (especially, ATM
multicast). The multicast type determines the service model.

Multicast service model. Describes the services offered by the multicast without specifying how
these service are provided. Main options are the any-source multicast (ASM), single-source
multicast (SSM), and explicit multicast (XCast) service model in IP networks, the multicast
service model of ATM, MCall, etc. as defined in Chapt. 3.

X+Multicast. Multicast based on location-independent addressing and routing can be applied as a
sole mechanism for mobility support, but not all multicast schemes enjoy this property (e.g.
SGM [19]). Nevertheless, these schemes can be utilized to augment other mobility approaches
by specific functionalities. For example, SGM in combination with Mobile IP can be utilized to
distribute packets to multiple Mobile IP foreign agents. This case can be expressed by Mobile
IP + SGM, whereas Mobile IP replaces the X.

Multicast endpoint. Selecting the mobile host as multicast endpoint requires multicast protocols
to work across the wireless link. This requires multicast protocols which are optimized for
efficient usage of the scarce wireless resources and adapted to an error-prone wireless link.
Alternatively, the access point might be selected as the multicast endpoint. In this case the
access point can act as a multicast proxy and perform multicast signaling operations on behalf
of the mobile host. The latter option facilitates the usage of optimized signaling protocols on
the wireless link.

Multicast tree directionality. A multicast scheme can provide either unidirectional or bidirectional
trees. An unidirectional tree is set up to transport downlink packets from a correspondent
host/gateway as the root of the tree towards the mobile host while uplink packets use unicast.
With a bidirectional multicast tree traffic is carried on the tree for both up- and downlink.

Dynamic tree. The multicast tree can be static or dynamic. In the first case the access points belong
to a pre-established multicast tree and cover a geographical area. The tree is not modified as
long as the mobile host remains within this coverage. In the second case, the tree follows the
current location (i.e. footprint) of the mobile host.

Multicast adaptation. Existing multicast protocols can be used as is, without modifications. How-
ever, the protocols might be adapted to better meet the requirements of mobility support.

4.3. Functionalities for Multicast-Based Mobility Support

The functionalities associated with mobility support can be classified into several categories, each
provides a basis for constructing a variant for a multicast-based mobility protocol (Fig. 4.3).

Detection of link availability. Access points may advertise their availability on their local links.
Assuming the multicast endpoint in the mobile host, a multicast management protocol may
provide this functionality (e.g. IGMP membership query/report scheme). Optionally, a mobile
host may also solicit advertisements from access points. Corresponding to the IGMP member-
ship query/report scheme, a mobile host may send an IGMP unsolicited membership report.
Alternative schemes to advertisements are polling and monitoring. Polling relies on periodic
poll messages sent by the mobile host to the access point. Monitoring employs a lower-level
protocol to detect another link with better transmission and reception quality.
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Figure 4.3.: Functional categories for mobility support.

Registration. On top of an existing link-layer connectivity a mobile host registers to update its
current location information, enabling tracking. Registration can be based on a request/reply
scheme initiated by the mobile host or on an invitation by the access point. Alternatively,
a mobile host can also be registered indirectly by another access point. In this case the
other access point acts as a proxy and performs the registration on behalf of the mobile host.
Assuming that a mobile host is uniquely identified by a multicast address, the subscription to
a multicast group using a multicast management protocol represents an implicit registration.

Address translation. Due to the different type of unicast and multicast addresses an address trans-
lation might be necessary when a multicast-based micro-mobility approach complements a
unicast-based scheme for macro-mobility. This functionality is usually performed in a gate-
way interconnecting the access network with the Internet and also in the mobile host/access
points to reverse the translation. Address translation works either by NAT [149], by encapsu-
lation [128], or Segmentation And Reassembling (SAR).

Packet delivery. Evidently, the basic functionalities are send and receive in the mobile host and
access point. In addition, during a handover packets destined for a mobile host can be
sent /received either via the old or the new access point. If packets arrive at an access point
that has already lost connectivity with the mobile host, these packets are dropped, buffered or
forwarded. When packets are dropped, they can be retransmitted by higher layer protocols if
required. Forwarding refers to the functionality that packets are forwarded from the old access
point to new access points. This saves retransmission of packets at higher protocol layers. In
the buffering strategy, packets are distributed in advance of handover to a set of access points.
This saves bandwidth at the expense of buffer space and additional processing for a deferred
delivery.

Handover initiation. The handover initiation functionality manages the information about available
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access points, including advertisement lifetimes and optionally lower-layer protocol informa-
tion. The handover can be initiated by the mobile host autonomously or by the network based
on the knowledge about the wireless connectivity of a mobile host. Evidently, multicast proto-
cols have no notion of handover, but may initiate multicast subscribe/unsubscribe operations
implicitly by query the membership. To avoid long handover latencies the mobile mode might
be forced to re-join the group.

Handover control. After a handover is initiated, the handover execution can be controlled by the
mobile host autonomously or by the network. This includes the control of the sequence of
certain multicast operations which are used by functionalities like handover initiation, rerouting
and others. A network controlled handover usually requires assistance of the mobile host e.g.
by sending measurement reports to the access point. With respect to multicast to control
a handover means orchestrating the sequence of multicast group manipulation functions. A
related issue is the prevention of handover oscillation (being handed back and forth between
two access points).

Rerouting. A rerouting operation changes the network path of packets for a mobile host in a certain
network node. A rerouting operation is based on adding and pruning branches of an existing
multicast tree and is executed in that network node where the old and the new path to the
mobile host diverge. The appropriate multicast operations can be executed in a break-make
and make-break order: new branches are added before old ones are deleted or vice-versa.
Additionally, branches can be added to a multicast tree in advance, implementing predictive
handover.

Handover oscillation. Handover oscillation causes a mobile host from being constantly handed over
when it is simultaneously reachable by multiple access points and thus causes multicast group
membership changes. Oscillation prevention prohibits multiple handovers between the same
set of access points within a certain duration of time. Oscillation approval provides frequent
handover for systems that aim at optimal signal quality.

Inactive handover suppression. A mobile host which does not send or receive for a certain duration
goes into an inactive state. For an inactive mobile host the handover initiation is suppressed
even if it has moved out of the coverage of the current access point. Hence, the mobile host
re-registers less often in order to reduce signaling load on the wireless link. In addition to that,
the multicast tree for the inactive mobile host might be released and therefore the number of
active multicast groups in the mobile system is reduced considerably.

Paging. Inactive mobile hosts reduce their frequency of handover registration and location updates,
saving wireless resources and potentially also allowing release of multicast groups. Paging
locates such mobile hosts and multicast can be used to efficiently distribute paging requests to
a paging area identified by a multicast group. Paging can be done explicitly by sending paging
requests to the access points in the paging area or implicitly when data packets are distributed
to access points of the paging area.

Handover group maintenance. A handover group refers to a group of access points providing neigh-
boring or overlapping spatial coverage of cells. A handover group is used for predictive han-
dover. The membership to a handover group can be static or dynamic. In the former case the
membership to a handover group does not change, while in the latter case the access points
can dynamically subscribe or unsubscribe to handover groups.
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4.4. Review of Existing Approaches to Multicast-Based Mobility
Support in IP Networks

At the beginning of this chapter two basic questions were asked regarding multicast-based mobility
support. At first, the two main approaches are described that answers the question A) for the
provision of multicast services for mobile hosts. Then, the existing approaches concerning the
utilization of a multicast service for mobility support are described.

4.4.1. Provisioning of Multicast Services for Mobile Hosts

In order to provide multicast services to mobile hosts the current Mobile IP solution [129] proposes
remote subscription and bidirectional tunneled multicast. Both methods provide basic multicast
service but do not address new problems that arise when multicast services are extended to mobile
hosts.

Mobile IP remote subscription. With this option a multicast router in the foreign networks is re-
quired and the mobile host subscribes to the multicast group using it’s CoA. When the mobile
host performs a handover to a new Mobile IP foreign agent, it has to join the multicast group.
If the mobile host is highly mobile, packets will be lost owing to the set-up time associated
with the multicast join operation.

Mobile IP bi-directional tunneled multicast. With bi-directional tunneled multicast the Mobile IP
home agent must also be a multicast router. Applying this method, the mobile host uses
it’s home address to subscribe to the multicast group through the home agent. When the
mobile host is away from its home network, a bi-directional tunnel between the home agent
and the foreign agent is established and multicast packets are sent and received through the
tunnel. One disadvantage in comparison with the remote subscription method is the fact that if
multiple mobile hosts belong to the same multicast address then copies of the multicast packets
will arrive at the foreign agent and the mobile hosts receive duplications. Furthermore, packets
need to be encapsulated twice: First, the home agent must encapsulate the multicast packet
into a unicast packet destined for the mobile host. This is needed to ensure that the foreign
agent is able to process the packet since it will not recognize the multicast address. Once
the packet is unicast encapsulated, it must be encapsulated again and addressed to the care-
of-address. Packets originated by the mobile host are encapsulated with a unicast IP header
carrying the mobile host’s home address as the source address. Clearly, multiple encapsulations
increases the overhead and might cause fragmentation. Finally, multicast control traffic is sent
via the bi-directional tunnel and may potentially traverse long distances in network.

The typical problems of long handover latency for moving multicast receivers or packet loss due
to moving multicast sources — as described in Sect. 3.2.1 are not tackled by the multicast mobile IP
methods. Hence, this is still a challenging problem. However, solutions for selected issues have been
proposed, such as [30, 173, 174]

4.4.2. Utilization of Multicast for Mobility Support

One of the first pioneering steps in utilizing multicast for mobility support has been made by Keeton
et al. [97] in 1993. They proposed several alternative algorithms for maintaining network connections
used to provide multimedia service in connection-oriented networks with cells of nano-size. Their
multicast-based re-establishment scheme is based on multicast-operations performed by an access
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point. They distinguish between a multicast-based algorithm without hints and with hints. In the
former scheme, the mobile host registers with the new access point and informs the new access
point of the old access point and of all multicast channels originating or terminating on the mobile
host. The new access point sends the list with the multicast channels to the old access point and
requests that all data for each channel be forwarded to the new access point. In addition, the new
access point requests that it be allowed to forward data from the mobile host through the old access
point. Concurrently with the forwarding operation, the new access point multicast joins the existing
multicast channel(s) to add itself to the multicast channel. After successful establishment of the new
branch, the new access point synchronizes the data arriving at the new branch with the data being
drained from the old access point by means of buffering in the new access point. Finally, the old
access point leaves the multicast channel triggered from the new access point. In the multicast-based
re-establishment with hints scheme, the current access point is informed by a potential new access
point. The current access point notifies that access point to join all of the mobile host’s multicast
channels in anticipation of a handover. When a handover occurs, the new access point has already
initiated join operations. Finally to complete the handover, the new access point informs the old
access point to execute a multicast leave operation.

Acampora et al. [1] propose building a wvirtual connection tree covering access points in a local
area. The wireless network is split into areas called meighboring wireless access regions. In each
region, a single fixed switching node acts as the root of the tree. The tree consists of pre-established
virtual circuits from the root of the tree to each access point. All connections to a mobile host pass
the root node of its current region. When an ATM cell for a mobile host arrives at the root node,
it uses the information about the mobile host’s location to forward the cell across the appropriate
branch of the virtual circuit tree. This delivers the cells to the access points currently serving the
mobile host. When a mobile host wishes to route packets through another access point in the virtual
tree, it transmits its ATM cells using the virtual connection identifier that has been pre-assigned
for communication between the mobile host and that particular access point. When the root node
receives these cells, the root node recognizes that a handover has occurred since cells have arrived
with a different virtual circuit identifier. Finally, the root node activates the new branch of the
virtual circuit tree. When a mobile host changes its region, the network must build an entirely new
virtual circuit tree. The approach attempts to reduce signaling overhead caused by handover.

Ghai et al. [66] present an architecture for a pico-cellular network and a multicast-based, connection-
oriented communication protocol for seamless mobility support. The authors divide the wireless
network into regions controlled by a server host. Hence, the architecture consists of a three-level
hierarchy: The server host at the highest level tracks mobile hosts and maintains their connections.
The mobile support stations at the second level provide a wireless cell and act as a connection point
for mobile hosts at the lowest hierarchical level. The basic concept in the proposal is the group
that consists of a set of surrounding wireless cells. When a message needs to be delivered to the
current group of the mobile host, the server host multicasts the message to the current group of
the mobile host. The group is updated each time the mobile host moves between cells. A mobile
support station buffers all messages for a mobile host that it receives from the server host. If the
mobile host is local, the mobile support station transmits the messages to the mobile host. If the
mobile host is not local, the mobile support station holds the messages until either the mobile host
enters the cell or the server host sends information that the mobile support station is no longer in
the group. In the latter case, the messages are discarded.

Mysore et al. [115, 116] proposed a new kind of architecture for supporting host mobility using IP
multicast as a sole mechanism for routing packets to mobile hosts. In their approach, each mobile
host is assigned a unique IP multicast address. Packets sent to the mobile host are destined to that
multicast address and routed through the network of multicast routers to the host. For locating a
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mobile host by its IP multicast address, the wireless network is divided into domains, where each
domain is served by a location server. Each location server is assigned a certain space of multicast
addresses. When a correspondent host wishes to communicate with a mobile host, the correspondent
host sends a multicast packet to the multicast router in its subnet. The multicast router in turn
discovers the location server corresponding to the mobile host and retrieves the address of a multicast
router which can forward the packets to the mobile host and joins that multicast distribution tree.
As a result of using multicast for supporting host mobility, advance registration and delivery of
packets to the next cell in advance of handover is proposed. However, the authors state that a
number of factors prevent the deployment of IP multicast infrastructure for mobility support as-is.
They identify some of the problems and conclude that additional efforts are needed.

Acharya et al. [2] address the problem of reliable delivery of multicast messages to mobile hosts.
They argue that a mobile host may receive more than one copy of the message? since the mobile host
connects to the network at different times. This is due to the fact that the access points® receive the
multicast message at different times, or the mobile host receives the multicast message at different
times due to latencies within the wireless cells. In the proposed framework, a two-tier protocol
architecture is assumed where the access points are responsible for executing multicast protocols on
behalf of the mobile host. The authors make use of a host group concept. Instead of individually
tracking each mobile host, a set of mobile hosts is aggregated into a host group located within a set
of wireless cells. The host group is identified by a single multicast group identifier and a Host View
Membership Protocol (HVMP) is used for multicast management. A copy of a multicast message is
sent to each access point belonging to the host group. Three schemes with different message delivery
semantics have been proposed: A mobile host may receive a copy from at-least one cell, or from
at-most one, or at exactly one cell. All three schemes rely on a mechanism in which a mobile host’s
state is transferred from the previous cell to the current cell during the handover process.

Seshan [145] examines the problem of performing fast handover in cellular data networks with a
focus on routing updates and state distributions. He proposes the use of multicast to set up routes in
advance of handover and hints, based on information from the cellular network to predict handover,
intelligent buffering in access points and state replication to avoid explicit state transfers during
handover processing. The design, implementation and evaluation of these techniques are described
for connection-oriented and connection-less networks. The former environment is also described
in [97]. For connection-less environments Seshan assumes a Mobile IP architecture and proposes a
scheme in which a mobile host’s Mobile IP home agent encapsulates packets destined for the mobile
host in multicast packets sending these packets to multiple foreign agents. One of the foreign agents
forwards the packets actively. The other foreign agents buffer the packets and forward them when
a handover to this particular foreign agent occurs.

Stemm et al. [23, 150] propose a vertical handover scheme utilizing multicast. In principle, Stemm
et al. directly continue the work of Seshan [145] for multicast-based mobility support in connection-
less environments. The authors assume a hierarchical network architecture comprised of room-size,
building-size and wide-area data networks forming a Wireless Overlay Network. Each hierarchical
level provides a different service in terms of bandwidth and coverage. The vertical handover scheme
allows a mobile host to roam among multiple wireless networks. In principle, the handover scheme
is based on Mobile IP, but is enhanced by multicast functionalities. A mobile host may use a
multicast IP address as care-of-address. The Mobile IP home agent encapsulates the unicast packets
into multicast packets and forwards them to the Mobile IP foreign agents which have joined that
multicast group. One of the foreign agents is selected as the forwarding access point. It decapsulates
the packets sent by the Mobile IP home agent and forwards those packets to the mobile host. The

20r it may not receive the message at all.
3Mobile Support Stations (MSS) within the context of this work.
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other foreign agents buffer the packets. When the mobile host executes a handover, it notifies the
current access point to move from forwarding to buffering mode and the new access point to move
from buffering to forwarding mode. A downward vertical handover® is initiated when the mobile host
does not receive several foreign agent advertisements. To instruct the old overlay network that the
mobile host has switched to the new layer, the mobile host sends a request via the new access point
to the old access point. An upward vertical handover is initiated when the mobile host is associated
with the overlay network and receives several beacons from an other network interface. However,
the scheme requires changes in Mobile IP: Both, the home and foreign agent must be enabled to
handle multicast addresses as care-of-addresses. Furthermore, the foreign agents must be able to
forward requests to other foreign agents.

Xylomenos et al. [175, 176] argue that IGMP is designed for high-bandwidth broadcast LANs. In
wireless networks with limited bandwidth and processing power and point-to-point connectivity the
soft-state mechanism of IGMP burdens a considerable signaling load on to the mobile host. Instead,
they propose an explicit, acknowledged join/leave protocol.

Wu et al. [171] propose a network architecture with Mobility Supporting Agent (MSA) running
in access points. The architecture aims at the support of seamless receiver mobility in IP networks
and also at reducing the potential packet loss caused by handover. A set of protocols has been
designed for the architecture that performs agent discovery and pre-registration. In the architecture
the mobility-supporting agents perform multicast operations on behalf of the mobile host. The
authors argue that handover latency can be reduced, since the new mobility-supporting agent can
send an unsolicited IGMP membership report and does not have to wait for an IGMP membership
query cycle which contributes significantly to the overall handover latency.

Mihailovic et al. [108, 109] propose the use of multicast for micro-mobility in an IP access network.
For macro-mobility Mobile IP is applied. Hence, their network model consists of two parts: an
access network and an Internet-like wide area network interconnected by a gateway. The gateway
acts as a Mobile IP foreign agent. The mobile host gets assigned a unicast and a multicast care-of-
address for macro and for micro-mobility, respectively. In the access network multicast routers use
IGMPv2 and CBT for multicast routing and management, respectively. For communication between
a correspondent host and a mobile host the correspondent host sends a packet to the mobile host’s
home address. The home agent tunnels the packet to the foreign agent in the gateway where the
packet is decapsulated and after that encapsulated again in a multicast packet. When a handover
occurs where the mobile host remains within the access network the mobile host joins the multicast
group via the new access point. For pruning the branch via the old access point the IGMP protocol
is extended by a specific functionality for leaving a multicast group. This instruct message is sent
from the mobile host to the old access point to trigger the CBT process of pruning the unused
branch.

Helmy [77, 78] evaluates a multicast-based mobility scheme in a wide-area network. In the assumed
architecture the mobile host gets assigned an IP multicast address and the correspondent hosts send
packets to that multicast group. As the mobile moves to a new location it joins the multicast group
through the new access point and prunes the old branch through the old access point. A performance
of the approach is evaluated by means of simulations and compared with Mobile IP.

Uzunalioglu et al. [156] propose a handover rerouting algorithm, referred to as Footprint Handover
Rerouting Protocol for satellite networks. Due to the movement of Low Earth Orbit (LEO) satellites
relative to the Earth, ongoing calls are transferred among satellites.

The existing approaches for multicast-based mobility support described above will be classified in
the next section.

4From smaller cell to the overlay cells
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4.5.

Classification of Existing Solutions for Multicast-Based
Mobility Support

The framework allows to put together a mobility concept as a combination of certain multicast
options and supporting functionalities. Considering each protocol option as a vector, these vectors
span a certain vector space. Given the number of vectors with 9 and at least a dimension of 2 for
each vector, then the number of possible combinations are 2° = 512. Within this vector space, a
number of combinations have already been investigated. Some combinations might be impossible or
even not useful. In addition to the protocol options, the mobility support functionalities extend the
design options even more.

In Tab. 4.1 is shown how the existing solutions for multicast-based mobility support can be cap-
tured with the framework. For comparison the criteria developed in Sect. 4.2 are used.® Considering
this table in detail, the following conclusions can be made:

The majority of existing approaches can be classified into two categories: The approaches of
the first category attempt to use link-layer multicast in a connection-oriented environment
(Acampora [1], Ghai [66]). The approaches of the second category utilize IP multicast in a
connection-less environment (Mysore et al. [116], Seshan et al. [145], Stemm et al. [150], Wu
et al. [171], Mihailovic et al. [109], Helmy [77]). The latter approaches use the ASM service
model of IP.

While the usage of link-layer multicast for micro-mobility support is considered by Acampora
et al. [1] and Ghai et al. [66], link-layer multicast is not an option for macro-mobility. This
is due to the fact that link-layer multicast is based on technologies, such as ATM, that has
found only limited deployment. Hence, the usage of link-layer multicast is restricted to access
networks.

Most of the mobility approaches, both connection-oriented and connection-less, employ unidi-
rectional multicast trees. This is a consequence of the applied multicast service model, such
as the ATM multicast service model or the ASM service model of IP. However, bidirectional
trees are not always required and non-multicast transport of data can be used for the reverse
direction. A multicast tree is particularly useful in the downlink direction towards the mobile
host in order to track the mobile host’s movement.

The majority of the approaches assume a dynamic multicast tree and minimize the number of
branches in the tree. Acampora et al. use a static multicast tree with a relatively large spatial
coverage and minimize the signaling overhead for reconfiguration of the multicast tree due to
handover. However, the approach by Acampora et al. is based on a link-layer multicast and
it might be worth considering other multicast types as well.

Most approaches utilize existing multicast schemes which originally have been designed for
multicast in fixed networks. These multicast types do not include mobility-specific functional-
ities. An alternative option is to design a multicast scheme that better meets the requirements
of mobility-support.

Not all of the listed functionalities are provided by the existing approaches. Most of them use
multicast without adding mobility-specific functionality and comply them with the functionalities
offered by the specific multicast type. The amount of functionalities offered inherently depends

5The following abbreviations are used: AP = Access Point, CL = Connection-Less, CO = Connection-Oriented, LL
= Link-Layer, MH = Mobile Host , NA = Not Applicable, NWL = Network Layer, SBT = Source-Based Tree
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on the multicast type. For example, IP multicast offers inherently a mechanism for re-joining a
multicast group by means of IGMP, whereas ATM multicast does not. Other approaches augment
the multicast by mobility-specific functionality, such as Wu et al. A third class of approaches uses
multicast for a single functionality (e.g. Seshan, Stemm): Efficient distribution of packets to multiple
access points. Then, the other mobility-related functionalities are provided by a certain mobility
scheme, such as Mobile IP.
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4.6. Candidate Selections

4.6. Candidate Selections

The framework described in the previous sections allows to identify approaches that are promising
candidates for multicast-based mobility support. These candidates are investigated as case studies
in the following sections of the thesis. In this section a rationale for the selection of protocol options,
in particular of the multicast service models is given.

4.6.1. Justification for the Selection of the Case Studies

The application of the classical ASM service model of the Internet is an evident solution for a case
study. It has already been considered in previous proposals, as described in Sect. 4.4: The approach
by [115, 116] is based on a broadcast-and—prune multicast routing protocol, namely DVMRP. It
has to be noted that such broadcast-and-prune protocols are optimized to support large groups
with sparsely distributed members. This assumption does not match the requirements for mobility
support where a multicast tree typically consists of a few branches.® A modification of this proposal
has been proposed by Wu et al. [171]: Their approach uses explicit join/leave protocols for IP
multicast. In general, the first case study derived from the framework follows this latter approach in
its basic protocol option choices (e.g. placing the multicast endpoint in the access point) and extend
it by additional functionalities (especially support for inactive hosts, paging). In the following, this
case study will be termed MB-ASM.

Inspecting the first case study MB-ASM using the classical ASM service model reveals that it does
not exploit all capabilities of its underlying multicast service model. In particular, the necessary
multicast functionalities can also be provided by a simplified service model. One example would
be the SSM service model. In fact, for fixed networks a trend to a SSM service model can be
identified, particularly driven by the EXPRESS [82] proposal and by the availability of a variant of
single-source multicast in commercial routers by e.g. Cisco IOS-based routers. Using this reduced
service model instead of the full model corresponds to using a source-based tree as the multicast
type, resulting in the next candidate, described as case study MB-SSM in Tab. 4.2 and 4.3. The
benefits of the SSM service model in comparison to th ASM service model are:

e Less protocol complexity and easy deployment,
e Inhibits denial of service attacks from unwanted sources,

e Averts the problem of address allocation.

In this way, SSM alleviates some of the main problems associated with ASM multicast as a
prerequisite for its utilization for host mobility. Moreover, there are other reasons which endorse the
usage of SSM: It is ideally suited for tree-like topologies of access networks with a gateway as the
root. Since SSM sets up source-based forwarding trees, there is no need for a shared infrastructure
with core routers. Finally, the problem of security aggravates in mobile networks and SSM fairly
solves the source access control problem by itself. Additionally, it provides the same actual protocol
actions as would result from the use of case study MB-ASM. Hence, the handover performance of
both these case studies is expected to be practically identical, but the higher efficiency and less
overhead results in a better overall performance.

The usage of the MCall service model providing multi-point multi-connection calls motivates the
third case study. This service model facilitates advanced functionalities: In contrast to the ASM and
SSM service model, the MCall service model facilitates a much better management of the members

6The case with a static multicast tree covering a geographical area with a very high number of access points is an
exception of this rule.
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of the multicast group, including the senders, and the communication between them. Particularly,
the addition and dropping of end points to and from the call allows the more exact control of
rerouting operation, such as break-make and make-break (see Sect. 4.3). Moreover, additional
protocol mechanisms such as third-party registration, resource reservation in advance, sub-casting
and others are useful and may potentially improve performance. Such mechanisms provide a larger
design space and increased possibilities for the design of multicast-based mobility concepts, but
are not available in current IP-based multicast protocols. Yet these mechanisms do exist in some
multicast protocols for connection-oriented backbones. In order to investigate such mechanisms, the
third instantiation of our framework hence uses such a connection-oriented, link-layer type multicast
protocol and is summarized in Tab. 4.2 and 4.3 as case study MB-CMAP.

One of the main objections to multicast is the scalability problem. Most IP multicast protocols
are optimized to scale with the number of participants per multicast group. However, such an
optimization does not reflect the needs of a multicast protocol that is to support mobility: Here,
only very few participants belong to a single group, namely either only the mobile host itself or the
access points with which the mobile host is currently associated (or immediately neighboring access
points in case of predictive handover), depending on where the multicast tree is terminated. But the
number of multicast groups is going to be very large. Therefore, a multicast protocol for mobility
support should much rather scale with the number of groups, where scalability with the number
of group participants is only a secondary concern. Small Group Multicast [20] is a protocol that
realizes the XCast service model (described in Sect. 3.2.1). However, this protocol does not separate
location and identity and must hence be supplemented by a basic mobility mechanism. Choosing
basic or hierarchical Mobile IP results in case study MIP-SGM, whereas basic or hierarchical Mobile
IP serves as the underlying mobility scheme and SGM is applied for performance improvement.

4.6.2. Comparison of Protocol Options and Functionalities of the Selected
Case Studies

The resulting case studies are 1. MB-ASM using the classical any-source multicast (ASM) service
model of IP, 2. MB-SSM using the single-source multicast (SSM) service model, 3. MB-CMAP
using the multi-point multi-connection call (MCall) service model, and finally 4. MIP-SGM using
the XCast service model in combination with basic and hierarchical Mobile IP. Tab. 4.2 shows the
common protocol options and functionalities for all the case studies and Tab. 4.3 summarizes the
differences between the case studies.

Protocol options

Multicast endpoint Access point
Dynamic tree Yes
Adaptation No

Mobility-support functionality

Detection of link availability =~ Advertise/solicit (including link layer trigger)

Handover initiation Autonomous
Handover control Autonomous
Handover oscillation Prevent

Table 4.2.: Basic protocol options (equal values in all case studies)
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Considering the common protocol options in Tab. 4.2, it is assumed that the multicast terminates
in the access point. Thereby, the mobile host does not need to have any knowledge about multicast.”
Additional advantages are that this approach better integrates with existing IP-based protocols such
as TCP or ARP [115] and that it facilitates the deployment of performance-enabling proxies in the
access point improving the protocol performance over wireless links. Other common options are the
usage of dynamic trees and the fact that the underlying multicast protocols keep unmodified. The
protocol options that are different between the case studies are a consequence of the features of the
used multicast service models and protocols. More details will be given in Chapt. 6.

Protocol options MB-ASM MB-SSM MB-CMAP MIP-SGM
Communication Environment CL CL CcO CL
Micro vs. macro Micro Micro Micro Micro/Macro
Multicast service NWL NWL LL NWL
model
Multicast type NWL NWL LL NWL
Shared SBT Shared NA
X+Multicast Only MC Only MC Only MC MIP/HMIP
Tree directionality Uni Uni Bi Uni
Mobility-support functionalities
Registration Req/Reply Req/Reply Req/Reply Req/Reply
& Indirect & Indirect & by surrogate reg.
Address translation NAT SAR Yes/No
Packet delivery Send, Receive, Forward, Buffer, Drop Send, Receive
Rerouting Make-break, Break-make, Break-make
Predictive Make-break, Make-break
Predictive
Inactive handover suppression Activity-based None
Paging Explicit None

Table 4.3.: Basic protocol options and mobility functions (different values in the case studies)

4.7. Summary

In this chapter a framework for the design of multicast-based mobility support was developed.
The framework consists of three basic components: First, requirements represent preconditions for
the selection of certain mechanisms. Second, protocol options reflect architectural and protocol
assumptions and third, mobility support functionalities are a collection of mechanisms which are
required or useful for mobility support. Each combination of protocol options — if reasonable —
creates a particular mobility scheme. In addition, the offered mobility support functionalities exploit
or augment the underlying multicast scheme.

Within the framework the existing approaches that were described within this chapter can be
captured. The framework has been utilized to derive certain case studies that are the subject of
further investigation. The case studies are 1. MB-ASM using the classical ASM service model, 2.
MB-S5M employing the SSM service model, 3. MB-CMAP using the MCall service model , and
finally 4. MIP-SGM with the XCast service model.

7 Additionally, for approaches using IGMP the problem of high handover delay is solved which occurs when the
mobile host waits for the next IGMP membership query instead of sending an unsolicited join.
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5. Methodology for Evaluation of the
Selected Case Studies

In the previous chapters the principles of mobility support and the fundamentals of multicast were
introduced. In the foregoing chapter a framework for the design of multicast-based mobility support
was developed from which four case studies were derived. In the remaining parts of the thesis these
case studies will be evaluated and compared.

For the evaluation of the handover performance a combination of the measurements, simulation,
and analysis is used. Fig. 5.1 gives an overview about the methodology. For the selected case studies
and the reference case basic and hierarchical Mobile IP a common environment was designed. The
evaluation environment consists of a prototype implementation for the case studies MB-ASM, MB-
SSM, and MB-CMAP (MOMBASA Software Environment [60]), a simulation model for the case
study MIP-SGM (based on extensions for the simulation tool network simulator (ns)-2 [52]), and
a prototype implementation for the reference case basic and hierarchical Mobile IP!. In addition to
these evaluation tools a set of experiments was designed that facilitates a unified investigation of all
cases, in particular a comparison between them.

As will be explained later, the experiments for the case studies MB-ASM and MB-SSM are con-
ducted jointly. The experimental results are validated by means of analysis. In addition, the
simulation model for the case study MIP-SGM is validated by the measurement results for basic
Mobile IP and hierarchical Mobile IP.

MB-ASM MB-SSM MB-CMAP MIP-SGM MIP/HMIP
S -
S c
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Figure 5.1.: Overview of the methodology for the evaluation of the handover performance

IMobile TP implementation of the Dynamics group at the Helsinki University of Technology [121]
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This chapter describes the methods used for quantitative performance evaluation. First, the
selection of the evaluation technique is critically discussed. Then, the evaluation process is explained
and basic components of the system under study are described. This includes the network model,
workload generation, parameterization, as well as monitoring and data collection and statistics.
Finally, the measurement and simulation environment for the selected case studies are presented.

5.1. Selection of the Evaluation Technique

In order to evaluate the performance of the selected case studies, a system? is defined that contains
the mobility management schemes as well as the studied wireless communication network. For
a quantitative performance evaluation experiments with the system are performed. In principle,
these experiments can be done in several ways (see Fig. 5.2). According to Law and Kelton [102],
experiments can be conducted with the actual system, or alternatively, with a model of the system.
In the latter case a physical model or a mathematical model can be used. While a physical model
of a communication network consists of hardware and software which reproduce the actual system
in a simplified way, a mathematical model represents a system in terms of logical and quantitative
relationships. In both the physical model as well as the mathematical model, certain parameters of
the model are manipulated and changed to see, how the model reacts, and thus how the system would
react. A mathematical model can further be subdivided into analytical models and simulation models
(Fig. 5.2). In an analytical model the system is described by common mathematical expressions or
by a formalized analytical method, for example queues or Markov chains [93]. In a simulation model
a formalized method, such as a queuing model, is applied similar to an analytical model. However,
due to the complexity of the system and of the corresponding simulation model a closed analytical
solution is infeasible. The challenge of any model, mathematical as well as physical, is the level of
abstraction. The higher the abstraction level, the more low-level details of the system might get
lost. Without low-level details the model might not represent the actual system and might generate
wrong performance measures.

The corresponding evaluation techniques are analytical modeling, simulation, and measurement,
whereas measurements can refer to the actual system as well as to a model of the system. Tab. 5.1,
taken from Jain [93], lists criteria for selecting an evaluation technique, whereas the order of items
represents their importance. Measurements can only be used if at least a prototype of the studied
system exists. For a new scheme without an existing prototype analytical evaluation and simula-
tion are the only techniques. The required time for analytical modeling is usually small, whereas
simulation and measurement techniques take more time. The time required for simulation strongly
depends on the abstraction level of the simulation model and whether techniques to reduce the time
needed for simulation can be applied. An important consideration is the level of accuracy. Analyti-
cal evaluation requires a high level of abstraction and often unrealistic assumptions. Simulation can
incorporate more details and is regarded to be more realistic. The accuracy of measurements varies;
however, a carefully designed measurement can give very accurate, generally valid results. Usu-
ally performance evaluation is the basis for selecting a certain alternative among multiple possible
schemes. In this respect analytical modeling provides the deepest insight into the impact of param-
eters on the system’s reaction. Simulation offers to vary the parameter space in a large amount,
but often it is difficult to clearly present the tradeoff among these parameters. 'The difficulty with
measurements is the dependence of the measurement results on the experimental setup that can
make the interpretation of the results difficult.” [102]

2¢A system is defined to be a collection of entities, e.g. people or machines, that interact together towards the
accomplishment of some logical ends.‘ [143]
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Figure 5.2.: Different ways to study a system [102]

Analytical
Criterion Modeling  Simulation Measurement
1. Stage Any Any Post-prototype
2. Time required Small Medium Varies
3. Tools Analysts Computer  Instrumentation
languages
4. Accuracy Low Moderate Varies
5. Trade-off Easy Moderate Difficult
evaluation
6. Cost Small Medium High
7. Saleability Low Medium High

Table 5.1.: Criteria for selecting an evaluation technique [93]
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In this thesis for the quantitative performance evaluation of the mobility schemes, a combination
of analytical evaluation and measurement has been selected. For one of the case studies a simulation
in place of the measurement is executed; the reason for this exception is explained below. However,
the evaluation techniques measurement and analytical modeling are used complementarily instead
of exclusively. The combination of measurement and analytical technique is a consequence of the
complexity of the investigated system. The combination allows the usage of an evaluation technique
when it is most useful. Measurements are applied to investigate mobility-related performance met-
rics, such as handover latency and packet loss. In order to examine scalability effects an analytical
technique is applied where measurements would incur considerable costs for equipment and experi-
mental logistics. For example, increasing the number of mobiles in the experimental setup in order
to examine the dependency of the handover latency of the number of mobiles in the network would
cause high costs in terms of equipment and time.

A combination of the evaluation technique also allows a validation of the achieved results. In
particular, the results from measurements are more vulnerable to experimental errors than the
other techniques. Therefore, a validation of the measurement results by analysis ensures correct
measurement results. In addition, the prototype may include specific implementations having a
strong impact on the measurement result. By using an analytical technique for validation, such
measurement errors and falsification can be minimized.

Although multicast-based mobility support is a promising research topic, the general idea of using
multicast for mobility support has been investigated in several efforts as described in Sect. 4.4. Most
of the existing approaches have used an analytical or simulation technique to prove the usefulness
of their approach. Nevertheless, some skepticism towards multicast-based mobility support in the
research community could be recognized. In particular, basic mobility schemes like Mobile IP,
hierarchical Mobile IP and Cellular IP were implemented as prototypes. Therefore, a need for the
development of a prototype for multicast-based mobility support has been identified. Moreover,
a lack of appropriate tools for investigation of multicast-based mobility support in the research
community exists, in particular for different multicast types. Consequently, a software platform is
developed as part of the thesis. The platform consists of a collection of components that is the
basis for the prototypes used for the measurements. Further details of the software platform for
the multicast-based mobility are described in Chapt. 7. For measurements of the reference case
basic and hierarchical Mobile IP an existing prototype was used under comparable experimental
conditions.

In comparison to a simulation technique the chosen measurement technique has advantages and
also drawbacks. One of the advantages is the fact that a measurement technique involves much more
low-level details. Moreover, a measurement technique supersedes the development of an appropriate
system abstraction as the simulation model. This modeling phase is a critical phase for simulation
since low level details can be lost. A common drawback of measurements are higher costs, in partic-
ular of the experimental equipment, but also for developing a prototype of the mobility management
schemes as well as conducting the experiments when many factors need to be altered. However, the
argument of high costs for equipment is alleviated in this particular case. As it will be described
in Chapt. 8 the experimental setup for the case studies MB-ASM and MB-SSM is composed of
standard equipment at relatively low costs, in particular the hardware components are based on
conventional personal computer and networking equipment. For the third case study MB-CMAP an
open, non-proprietary networking equipment for use in experimental systems research was deployed.?
Considering the duration of time needed to execute the simulation runs, the simulation technique is
often regarded as the less time-consuming approach. Nevertheless, a feature of mobility systems has
to be taken into account: In such a system handover events usually occur rarely on a time scale of

3The equipment is part of the Washington University’s Gigabit Network Technology Distribution Program.
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typically 10° to 103 seconds. In a real mobile system the time scale of events, such as packet arrivals,
is much smaller. For simulation this results either in long simulation runs limiting its practicability
or in modeling at a higher abstraction level at the expense of accuracy. Although the simulation of
rare events can be accelerated by sophisticated methods, such as RESTART [158], these methods
are still in an early stage of research and have been proven for relatively simple systems.

Whereas the case studies MB-ASM, MB-SSM, and MB-CMAP are examined by measurements,
a simulation technique is applied for the fourth case study MIP-SGM. The main reason for this
exception is the fact that the developed prototype can not be utilized for this case study due to its
basic difference to the cases: MIP-SGM relies on basic and hierarchical Mobile IP as the underlying
mobility scheme that is not part of the developed prototype. Contrary to the other case studies
a simulation model for this scheme is developed whereas the simulation model is validated with
measurement results of the reference case basic and hierarchical Mobile IP.

An overview of the used techniques for evaluation of the case studies is given in Fig. 5.3.

Physical model Analytical model
with prototype for MB-ASM, MB-SSM Simulation model
for MB-ASM, MB-SSM MB-CMAP, and for MIP-SGM
MB-CMAP, MIP/HMIP MIP-SGM, MIP/HMIP
Measurements Analysis Simulation
Analytical Analytical
Measurement Validation results for results for Validation .y Simulation
results MB-ASM, MB-SSM, MIP-SGM, results
MB-CMAP MIP/HMIP

\—/

Validation for basic MIP

Figure 5.3.: Overview of evaluation techniques for the case studies

Fig. 5.4 illustrates the main process of the measurement technique. Four processes can be distin-
guished: The workload generation process that inputs data to the modeled communication network
executing the mobility management schemes, the process for monitoring and data collection, and fi-
nally, the process for evaluation and statistical calculations. The main process is common to both the
measurement and simulation technique. Considering a measurement technique it is presumes that
the mobility management schemes are implemented at least as a prototype. These schemes operate
with a model of the real network that will be realized as an experimental setup. For experimental
evaluation of different scenarios and factors, the network model, as well as the prototype implemen-
tation are controlled by network configuration parameters. In order to study certain mechanisms
with the prototype policies are modified to force the selection of these mechanisms. An important
part of the overall system is the load generation. In general, in a mobile network the load generation
consists of two models: for traffic generation and for host mobility. In the next sections the network
model and the workload model are described. The remaining components of the evaluation process
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are explained in other chapters of the thesis: The prototype implementation of the mobility schemes
and policy selection in Chapt. 7 and measurement statistics in Chapt. 8.

Policy Mobility
selection schemes
Evaluation
Mobility Y of results
model
Workload - Network > Monitoring &
generation model data collection
Traffic A
model
Y
Network
metrics & Measurement
parameters statistics

Figure 5.4.: Quantitative evaluation process for measurement and simulation

5.2. Network Model

The following subsections describe the models of the real network with increasing abstraction level:
the physical model for measurements, the simulation model, and the analytical model.

5.2.1. Physical Network Model for Measurements

The network model reproduces the real, physical network. The architecture of an IP-based wireless
network has been briefly described in Sect. 2.2. Considering the architecture at a high level (see
Fig. 5.7), the overall network can be divided into an access network and a Internet-like Wide Area
Network (WAN). Several IP networks are attached to the WAN: one network typically represents a
network with a host or server corresponding to a mobile host (correspondent host). Another network
attached to the WAN stands for the network where a mobile host usually is located. For selected
mobility schemes, such as Mobile IP (see Sect. 2.5), this home network plays a decisive role. The
networks attached to the WAN representing the Internet are IP networks as defined in Sect. 2.2. The
access network is considered as a network in the IP sense (or a compound of multiple IP networks)
that can be divided into multiple subnetworks. The size of the access network can range from a
small TP network (e.g. class C IP network) or multiple class C networks structured by means of
CIDR, up to an AS in an extreme case. The access network also represents an IP routing domain in
which the nodes operate common routing protocols. Basic elements of the access network are access
points and routers. The access points are interconnected to routers as well as routers among each
other. One or more dedicated routers act as gateways interconnecting the access network with the
WAN. Typically the topology of the access network is tree-like with a gateway as the root and access
points as leaf nodes. It is assumed that each wireless cell creates an IP network or subnetwork and
access points act as IP routers. The access points of a single access network may provide different
wireless technologies. Each technology provides a certain bandwidth and coverage.
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A mobile host is assumed to be located within the service area of the access network. While
communicating the mobile host moves within the spatial coverage of the wireless cells. Two scenarios
are distinguished: Pico-/micro-cell scenario and pico-cell scenario. While a pico-cell has a diameter
of multiple 10 meters, the diameter of a typical micro-cell is multiple 100 meters. In a pico-/micro-
cell scenario (Fig. 5.5(a)), pico-cells lie within the spatial coverage of a larger micro-cell. In a pico-cell
scenario (Fig. 5.5(b)) multiple pico-cells are grouped into a cell cluster. When a mobile host moves
within the spatial coverage of a pico-cell cluster, the mobile host executes horizontal handovers.
In a micro-/pico-cell scenario the mobile host executes both horizontal and vertical handover. In
reality, other scenarios can be identified as well. For example, it can be expected that in outdoor
areas with a small user density wireless networks will be designed to provide large wireless cells (e.g.
macro-cells with a diameter of multiple kilometers/miles). Another extreme are so called nano-cells
with a diameter of multiple meters. However, the focus of the measurements is on pico-cell and
micro-pico-cell scenarios that are expected to be typical in next-generation wireless networks, based
on WLANs and UMTS-like networks.

Since it is assumed that the access network consists of multiple IP networks or is divided into
subnetworks and each wireless cell represents an IP network/subnetwork with the access point and
the mobile hosts, the net-id /subnet-id changes when a mobile host moves to a new cell. Consequently,
the mobile host executes an IP-level handover when it changes the cell. This pertains to both
handover types described above — horizontal as well as vertical handover.

In a real network communication is not affected by mobility effects only. Typically, a wireless
channel is error-prone. High bit error rates varying over time or even link outages are common to
a wireless transmission. In addition to the behavior of the wireless links the packet transport in a
fixed network is affected by delay and losses, in particular a WAN may generate significant packet
delay and packet loss. For example, the typical round-trip time of packets between hosts in Europe
and North America using the Internet is more than 100ms.

In Fig. 5.7 the high-level architecture of the network model is faced with the real network. Fig. 5.7
shows the topology of the network model that is used for the measurements. In general, it consists of
an access network and a simplified WAN-like network. The access network consists of several network
nodes: a mobile host that is interconnected directly with the access points, and two network nodes
— one of them interconnecting the access points and one dedicated network node interconnecting the
access network with the WAN. In the considered model a single mobile host executes a ping-pong
handover between the access points. A ping-pong handover consists of two phases. In the first phase
the mobile host is associated with access point A and executes a handover to access point B. In
the second phase the mobile host executes a handover from access point B to access point A. This
process is executed forth and back, and therefore mobile executes an infinite number of handovers.

In contrast to a real network, the wireless link in the network model for measurements is replaced
by a wire-line connection. By this replacement it is possible to abstract from an error-prone wireless
channel. For simulation a simulation model of an IEEE 802.11 wireless link is used and the model
parameters (e.g. transmission power, etc.) adapted that errors on the wireless link occur rarely. By
avoiding errors on the wireless link it is possible to separate the impact of mobility on communication
and wireless errors.

The other part of the network model represents the Internet-like WAN. It consists of a corre-
spondent host, a router representing the home network for these mobility schemes that require such
a network. The main component is a WAN emulator, a dedicated router that is able to emulate
the behavior of WAN links. Effects that can be emulated include packet loss, packet delay, packet
miss-ordering, bandwidth limitation and others. However, the main functionality of the WAN emu-
lator as used in the measurements is adding a pre-defined delay to the delay that is caused by the
experimental setup.
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Figure 5.5.: Two selected scenarios in a wireless network

The architecture shown in Fig. 5.7 represents a topology common to all of the case studies. For
each of the case studies a specific setup is derived. In addition to the principles derived above, the
setup includes dedicated network components, interfaces to each other, protocol stacks, and others.
A detailed description of the measurement setups can be found in Sect. 8.1.

5.2.2. Network Model for Simulation

The simulation model has many similarities with the physical model for measurements (Fig. 5.7(b))
since it is based on the same topology: an access network and a WAN representing the Internet.
The access network consists of a single mobile host and two access points that are interconnected by
a router. This router acts as a gateway to the WAN. In order to compare the simulation results with
measurement results of the other case studies, the network model also contains a dedicated router
emulating the WAN behavior. The IP network structure is the same as for the physical network.
The access network as well as the WAN network are networks in the IP sense. The access network is
can consists of multiple IP network and can be divided into subnets, whereas at least each wireless
cell represents an own IP subnet.

The abstraction level of the simulation model is the packet level. Basically, the simulation model
consists of interconnected queues that can delay and drop packets. In addition to the network of
queues, protocol agents (e.g. Mobile IP foreign agents) are executed in the nodes that exchange sig-
naling messages and control the interconnection of the queues. The protocol agents in the simulation
model realize a subset of the overall functionality of the real protocol instances.

5.2.3. Network Model for Analysis

This network model is used to analyze the signaling overhead. It further simplifies the real system in
comparison to the physical network model for measurements and the network model for simulation.
The network model for analysis basically consists of nodes and wireless cells. The nodes execute
protocol agents and exchange signaling messages. The simplified topology of the access network
consists of gateway, routers, and access points that create a tree topology with the gateway as the
root and the access points as the leaf nodes. It is assumed that the gateway and routers have eight
interfaces at all — a single upstream interface and seven number of downstream interfaces. This
results in a topology best described as a complete and regular tree-like graph.
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Figure 5.6.: Topology of the network model for analysis

The network model for analysis is based on the same IP structure as the physical and the simulation
network model. The access network consists of multiple IP networks whereas at least each wireless
cell represents an IP network attached to other networks by means of an access point. The movement
of mobile hosts between wireless cells triggers the execution of a network level handover at the IP
protocol layer.

An example tree topology with two hierarchical levels is shown in Fig. 5.6. For the analysis of the
signaling costs in an access network in Appendix C a network model with three hierarchical levels
is applied.
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5.3. Workload Model

5.3. Workload Model

The workload serves as an input to the network model. It consists of two basic components. The
mobility model expresses the activity of users mobility. The traffic model describes the data traffic
pattern that is generated by the mobile and/or the correspondent host.

5.3.1. Mobility Model

In order to describe the mobility of a user, and respectively that of a mobile host, the term Cell
Duwell Time (CDT) is used. It indicates the amount of time that a mobile host remains in a cell.
The cell dwell time depends on a number of parameters: the velocity of the mobile host, cell size,
cell shape, the traversed path, the transmitted power, the signal propagation, as well as interference.
To simplify the complex model [15, 18, 84] it is assumed that the cell dwell time is a random variable
and exponentially distributed with mean 1/\. The Probability Distribution Function (PDF) for the
cell dwell time is

f)=1—e* t>0 (5.1)

In Fig. 5.8 the probability distribution function PDF of the cell dwell time for selected values of
A is shown. The mean is assumed to be proportional to the average speed v of the mobile host and
inverse proportional to the cell radius R:

1 v

A=g =0y (5.2)

where 7 is assumed to be constant 1. As an example, a given cell radius R = 10m and a speed
v =12 gives A = 0.1 s~ 1.
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Figure 5.8.: PDF of the cell dwell time for selected values of A

Moreover, it is assumed that the cell dwell time is independent and identically distributed (IID).
Thus, the arrival of handover events can be modeled as a Poisson process with the cell-dwell time
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as the inter-arrival time between handover events. Then, the number of handover events within a
given time interval ¢ can be approximated by the Poisson distribution:

e~ MEN x "

p[”? )‘] = nl

n=0,1,... (5.3)

In Fig. 5.9 the distribution of the number of handover events for a time interval ¢ = 3600 sec. =
1 hour with A = 0.1sec™! is shown. It can be seen that about 90 percent of the samples are between
310 and 410 handovers in the observed time interval of 1 hour.
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Figure 5.9.: PDF of the number of handover events (time interval of 1 hour, A = 0.1)

Subsequent handovers with very low cell dwell times lead to the phenomenon that the mobile host
changes the cell without registering with the actual foreign agent. This case occurs when the cell
dwell time is smaller than the time needed to trigger a handover (e.g. by means of the lifetime of
the last received advertisement). To avoid this situation a constant offset € is added to the cell dwell
time. Then, Eq. (5.1) can be written as

f(t) = (5.4)

0 0<t<e

1—e M4e t>e€
The PDF of the cell dwell time with € set to 5 is shown in Fig. 5.10.

It is noted that due to the offset € the handover arrival process loses its memoryless property and
can not be modeled as a Poisson process. Therefore, Eq. (5.3) represents only an approximation for
the number of handover events in a time interval ¢ of the traffic model.

For the mobility model in the signaling cost analysis it is further assumed that each mobile moves
in a purely random fashion. Assuming a hexagonal shape of the wireless cells, the probability of
moving to each of the 6 neighboring cells equals (%) Correlation between successive movements is
ignored.

5.3.2. Traffic Model

In order to investigate the impact of handover on the user data, traffic is exchanged between the
mobile and the correspondent host. Instead of considering specific applications, such as file transfer
or web browsing, the focus is put on the impact of mobility on transport layer protocols. Hence,
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Figure 5.10.: PDF of the cell dwell time with offset ¢ = 5s for selected values of A

the traffic model describes exchanged transport layer traffic. In principle, the traffic is modeled as
a bulk data transfer controlled by several parameters.

Traffic type Type of bulk data transfer (UDP or TCP).
Packet size Fixed size of the UDP packet.

Packet burst size Number of packets sent in a burst.

Inter burst size Waiting time between subsequent bursts.

Socket buffers size  Size of the socket buffer in mobile host and correspondent host.
The socket buffer size determines the size of the TCP advertised
window and therefore the maximum segment size in TCP.

The offered load is calculated as follows (for UDP only):

Offered Toad — Packet size * Packet burst size (5.5)

Inter burst size

The offered load is varied by means of changing the inter burst size. The packet size remains
constant. The feature to generate bursty traffic (with a packet burst size larger than 1) is unused.

The offered load for TCP traffic is controlled by the TCP flow control mechanisms. Recall that
TCP is always bidirectional since TCP data packets are acknowledged by the receiver. Thus, for
up-link traffic acknowledgments which are sent down-link must be taken into account.

The traffic model for the signaling costs analysis further simplifies the above model since it is
not based on exchanging packets, but instead the communication is regarded as sessions. During a
session, the mobile host is active, while after a certain idle-period a mobile can switch to an inactive
state. This behavior is modeled as follows: The overall number of mobile hosts in the access network
is divided into those that are active and those that are inactive. The proportion of the number of
active mobile hosts to the overall number of mobile hosts is indicated by «.
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5.4. Evaluation Criteria

This section lists and describes the criteria for evaluation of the case studies and the reference case.

5.4.1. Handover Performance

Handover is a key functionality of a mobile wireless network, in particular in networks with small
wireless cells and highly mobile hosts. In order to estimate the handover performance, three metrics
are defined: handover latency, UDP packet loss and duplication caused by handover, and TCP
throughput. Handover latency is a good indicator to compare the performance of the mobility
schemes, whereas the UDP packet loss and duplication and TCP throughput is a better metric for
the service quality seen by the application.

Handover Latency

During a handover, the mobile host experiences a certain duration without being able to send and
receive data packets. This service interruption is referred to as handover latency. It is commonly
described as the time it takes a mobile host to resume data traffic after the handover event has
occurred.

In order to determine the handover latency precisely, it is worth considering the handover latency
in detail. According to [24], the handover latency can be decomposed into two phases: the duration
to detect the handover and to execute the handover (Tyo_pewce: aNd Thopxee)* [24]. However, it
depends on the handover type as defined in Sect. 2.1, whether the phase contributes to the handover
latency. Considering hard handover, Tyo peeee depends on several issues: First, the time it takes
for a mobile host to move from the coverage of the old wireless cell to the new cell contributes to
Tho.petecs- This time depends on the spatial coverage (spatial overlap cells, gaps between cells), and
therefore strongly on the environmental conditions for wireless propagation. Second, the mobile host
must associate with the new access point and probably de-associate with the old access point at
the link layer. The duration of time for this process is technology-specific. Third, in comparison
to advertisement-based trigger a link-layer trigger for handover can shorten Ty petecy Significantly.
How fast a link-layer trigger reacts to the loss/re-establishment of link-layer connectivity depends
on the used parameter for link-layer trigger (signal strength, bit error rate, etc.) and again on
technology-specific values (such as frequency of link-layer beacons). See e.g. [57] for a discussion of
these issues.

With soft handover the mobile host is able to have connectivity to the old and the new access
point simultaneously. In the case of overlapping wireless cells the mobile host receives data packets
on the link to the old access point until the data path is switched to the link of the new access
point. Consequently, for soft handover Ty pewece does not contribute to the handover latency. If the
wireless cells do not overlap, the time it takes to move to the new cell until the handover is detected
is considered as Tho petect -

With a predictive handover scheme, the new access point forwards buffered data packets to the
mobile host as soon as the mobile host has associated with that access point. Therefore, the duration
THo petee: 18 as large as with the hard handover scheme, and has the same dependencies as described
above. In comparison with the hard handover scheme T} ... for predictive handover is expected
to be shorter since the traffic flow is considered to be resumed when the mobile starts receiving the
buffered packets.

For the measurement of the handover latency the following traffic flow model is defined: A contin-
uous traffic flow of packets is received by a mobile host whereas the mobile host executes a handover

4 Also referred to as rendezvous time and protocol time.
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during the receive process. The handover latency is then defined as the duration from the reception
of the last packet before handover via the old access point to the reception of the first packet via
the new access point. The granularity of the measure is determined by the inter-packet time of the
traffic flow. It is precise for a infinitesimal small inter-packet times. In reality, the granularity is
determined by the timer granularity of the operating system and can be regarded as a measurement
error.

UDP Packet Loss and Duplication Caused by Handover

The packet loss is the number of packets that are lost during the handover process. In general, in
wireless and mobile networks packet loss is mostly caused by bit errors in an error-prone wireless
channel, congestion in the network, or due to handover. The main reason for packet loss caused
by handover is the fact that packets are routed to the old access point while the link to the old
access point is already broken. These packets might be dropped by the old access point. In order
to estimate the packet loss due to handover, the overall packet loss must be decomposed into the
portions by each contributing reason for loss. In this evaluation the following assumptions are
made: The wireless channel is assumed to be reliable, and the network nodes operate under low up
to medium load. Hence, the other reasons for packet loss than handover (congestion, error prone
wireless channel) can be neglected.

The number of lost packets is an indicator for the service quality seen by the application. As
described in Sect. 2.4, real-time applications that realize a two way communication require a small
end-to-end delay, and therefore, can not retransmit lost packets. Other applications that require
a certain degree of reliability, retransmit packets. Retransmissions, in turn, increase the delay and
jitter; and consume bandwidth. Additionally, flow control mechanisms triggered by loss reduce the
transmission rate of the sender.

The duplication of packets has less impact on the application than packet loss. Usually, duplicated
packets are dropped at the application layer. However, the number of duplication packets per
handover is a measure for the amount of unnecessary usage of bandwidth, in particular of the
wireless link.

Impact of Handover on TCP Throughput

TCP is a transport protocol that provides a fully-reliable byte stream service to applications. TCP
uses sequence numbers and acknowledgments on an end-to-end basis between hosts. TCP is tuned to
perform well in wire-line networks where packet loss occurs mostly due to congestion. TCP responds
to losses by invoking its congestion control and avoidance mechanisms, even though the loss might
be caused by handover. TCP recovers from packet loss by means of two mechanisms: retransmission
timeout and fast recovery.

A retransmission timeout occurs if a sent TCP segment is not acknowledged after a certain du-
ration. TCP interprets the timeout as congestion in the network and retransmits the oldest packet
that is not yet acknowledged. TCP waits for the acknowledgment of the retransmission before it
continuous, and it gradually increases the number of packets in flight (determined by the congestion
window).

The fast recovery mechanism allows — as the name indicates — faster recovery from packet loss:
When a single packet is lost in a bulk transfer, the TCP receiver returns duplicated acknowledgments
to the sender that acknowledge subsequent data packets instead of newly received data packets. The
TCP sender receiving the duplicated acknowledgments uses these acknowledgments as an indication
that a data packet is lost and retransmits the packets without invoking the retransmission timeout
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mechanism. When the TCP sender has received three duplicate acknowledgements (4 in all), the
TCP sender retransmits the lost segment without waiting for timer to expire

Both mechanisms impact the TCP throughput. When the handover latency is larger than the
actual retransmission timer, the retransmission timer mechanism is activated. During the handover
latency the TCP sender send TCP segments limited by the congestion window, but does not con-
tinue since it does not receive any TCP acknowledgements. Then the TCP sender is idle up to the
retransmission timeout. After the retransmission timer has expired, the TCP sender increases its
congestion window only gradually. When the handover latency is smaller than the actual retrans-
mission timer, the TCP fast recovery mechanism is invoked, and the impact of handover on the
TCP throughput is expected to be smaller. In general, the TCP throughput is a good indicator to
estimate the impact of handover on applications that use TCP as a reliable transport protocol.

In this evaluation the relative TCP throughput B, is defined as

B . = BTcp, w/ HO (5.6)

rel — B
TCP, w/o HO

where Biep, o/ no is the TCP throughput with handover and Brep, ., no the TCP throughput without
handover.

A degraded throughput in comparison to the possible throughput without handover means that
TCP does not utilize the available bandwidth of the underlying network.

5.4.2. Scalability

Scalability is of particular importance for mobile networks since these systems are required to support
a high number of mobiles hosts. On the one hand, the use of multicast for mobility scheme demands
for a scalable multicast routing protocol. Unfortunately, the ASM service model of IP is designed
for a high number of hosts per group. Each multicast group generates a certain amount of multicast
states in routers. The routing table size is a concern since multicast routing does not support
aggregated routing as unicast routing and large routing tables imply a high signaling overhead for
exchanging the routing state among the routers. In a multicast-based mobility scheme where a
unique multicast group is used per mobile host and a multicast group has only a few members, the
scalability with the number of multicast groups is an important evaluation criterion. On the other
hand, signaling overhead on the wireless link is associated with higher costs than on links of the
wire-line backbone. While the exchange of multicast routing state among routers pertains to the
backbone, the signaling between the mobile host and the access points can consume large portions
of the wireless link bandwidth and limit the scalability.

5.5. Summary

For the quantitative performance evaluation of the mobility schemes a combination of measurements,
simulation, and analytical evaluation is selected. These evaluation techniques are used complemen-
tarily instead of exclusively and are a consequence of the complexity of the investigated system.
Measurements are applied to investigate mobility-related performance metrics, such as handover
latency and packet loss. These measurements are conducted with a physical model of the real sys-
tem. Analytical modeling is applied to evaluate scalability effects, such as the calculation of the
aggregated signaling load in a wireless network using a more simplified network model. Analytical
modeling is also applied to verify the results gained by measurements.

88



5.5. Summary

The evaluation process based on measurements basically consists of four parts: the particular
mobility management scheme, the network model, workload generation, monitoring and data col-
lection, and finally statistical evaluation. The mobility scheme and the network model form the
system model. The workload inputs that system model and results in a certain system output that
is monitored and evaluated.

Finally, handover performance in terms of handover latency, packet loss and duplication for UDP
traffic, and TCP throughput are defined as evaluation criteria.
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6. Protocol Design for the Selected Case
Studies

In Chapt. 4 the developed framework was used to derive four case studies for multicast-based mobility
support to be investigated within the thesis. In order to realize the mobility support functions that
augment the multicast, an information exchange between the components of the system is necessary.
The interactions are governed by protocols. The design of these protocols is presented in this chapter.
The protocol design is the basis for the software platform and the prototype implementation that
will be described in Chapt. 7.

The case studies have been determined by choosing certain protocol options. Some of the protocol
options are different in all case studies. An example of an unequal protocol option is the multicast
type. As a consequence of the different protocol options the protocol design for the augmenting
mobility functions for each case study is different as well. However, the protocol design can be
grouped into two classes: The first class is comprised of the case studies MB-ASM, MB-SSM, and
MB-CMAP. These case studies have many similarities and therefore a common treatment is justified.
In fact, the software platform — that will be described in Chapt. 7 — has been used for experimentation
with the three case studies. For the fourth case study MIP-SGM the protocol design is fundamentally
different from the other case studies since MIP-SGM is not based on multicast as the basic mobility
mechanisms. MIP-SGM relies on indirect addressing and address translation (see Sect. 2.5). The
protocol design for augmenting the basic and hierarchical Mobile IP is therefore treated separately.
This fundamentally different protocol design is the reason that the developed prototype could not
be used for the case study MIP-SGM.

Selected
case MB-ASM MB-SSM MB-CMAP MIP-SGM
studies

Protocol
design and
implementation

Implemented
environment

MOMBASA Software Environment SGM-enhanced MIP

Prototype implementation Simulator

Figure 6.1.: Overview of the protocol design for the case studies

In the following the protocol design and prototype implementation for the first class of case
studies MB-ASM, MB-SSM, and MB-CMAP will be termed MOMBASA Software Environment
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(MOMBASA SE). It is common to these case studies that they require multicast protocols for group
management and routing. Also, there are other common protocol options bearing resemblance that
justify a unified treatment. As an example, the multicast endpoint is located in the access point.
As a consequence, the multicast protocol for group management is not employed on the wireless
link between the access point and the mobile host. New protocols are required for basic mobility
functions such as registration of mobile hosts and others pertaining to the mobile host. Clearly, such
functions can be realized by protocols common to all three case studies.

In general, the protocols manage the communication between the particular components of the
system, namely between the mobile host and the access point, among the access points themselves,
as well as between the access point and the gateway. On the one hand, for most of the protocol
operations the multicast scheme can be regarded as a certain service offered by the access network.
Continuing the above example — the registration of the mobile host with an access point — the access
point subscribes to the multicast group that corresponds to the mobile host. The subscription to
the multicast group is common to all variants in MOMBASA SE, and for the protocol design it is
sufficient to regard this as a generic multicast operation, although the detailed multicast operation
for subscribing to the multicast group is unique to the multicast type. On the other hand, certain
features of the multicast types result in different protocol operations. For example, the function to
pre-register a mobile host with an access point in advance of a handover can be realized either by
an inter-access point protocol or by third party signaling. If the multicast type supports third party
signaling, there are no protocol operations required among the access points.

Using the options for protocol design and mobility functions for the case studies as selected in
Sect. 4.6 results in a great number of possible combinations. Constructing a solution that supports
all combinations seems possible, but might become impractically. Therefore, the number of possible
options for handover are limited. Three main handover policies are defined with respect to the mobil-
ity functions for handover detection, rerouting, and buffering (Tab. 6.1). The selected combinations
have been chosen to meet application requirements for handover with a small service interruption
(soft handover), with small packet loss (predictive handover), and with no specific requirements, but
with a small protocol overhead (hard handover). In Tab. 6.2! is listed which handover policies are
supported by the case studies.

Handover policies Hard Soft Predictive
Handover detection Lazy Eager Lazy
Rerouting Break-Make Make-break Make-break
Buffering and forwarding No No Yes

Table 6.1.: Definition of basic handover policies

The chapter is structured into two main sections. The first section presents the protocol design for
MOMBASA SE, the second section describes the protocol design for the fourth case study MIP-SGM.
The first section about MOMBASA SE includes the following issues. At first, a system overview
is given and a generic multicast service defined. Then, the addressing and address translation
is explained, the meaning of dedicated multicast groups described, and the basic data transport
illustrated. Then, the protocol operations are given, first in a generic manner and then including
some details of the multicast scheme.

IThe case study MIP-SGM supports hard handover. This case is equivalent with the handover in basic and hierar-
chical Mobile IP
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Handover policy Hard Soft Predictive

MB-ASM No Yes Yes
MB-SSM No Yes Yes
MB-CMAP Yes  Yes Yes
MIP-SGM Yes Yes No

Table 6.2.: Basic handover policies used in the case studies

6.1. Protocol Design for the Case Studies MB-ASM, MB-SSM,
and MB-CMAP

Principally, a protocol can be described by [83]

1. its offered service,

2. the assumptions about the environment,
3. the vocabulary of the messages,

4. the encoding of each message, and

5. the procedure rules.

In this section the offered services, assumptions about the environment and procedure rules (issue
1,2, and 5) are presented. For the detailed vocabulary of messages and their encoding (issue 3 and 4),
it is referred to the specification of MOMBASA SE. This specification is based on Specification and
Description Language (SDL) [50], a general-purpose specification language for communication sys-
tems. The system is modeled as communicating processes of the components and their environment.
Each process is regarded as an Extended Finite State Machine (EFSM).

The specification is summarized in [59]. The specification of the particular multicast protocol
can be found in [55] (IGMPv2), [25] (IGMPv3), [54] PIM-SM and PIM-SSM, [40] (CMAP), and
[45] (CMNP).

6.1.1. System Overview

The scope for the MOMBASA SE protocol design is micro mobility. Global mobility support is
assumed to be handled by an appropriate protocol. As described in Chapt. 2, Mobile IP can be
regarded as the classical solution for global mobility support in IP networks, however, the expected
convergence of IP-based networks and classical telecommunication networks has resulted in alter-
native application-layer approaches, such as ICEBERG [161] and MPA [7, 105, 140]. Instead of
specifying a particular protocol for global mobility support protocol, for the protocol design of
MOMBASA SE it is only assumed that the protocol for global mobility offers a service for location
and mobility management in the global Internet. For example, this service can be realized by per-
sonal prozies as in the MPA approach. This service includes not necessarily the support of handover
for the case that a mobile host moves from one access network to another. For the design of the
protocols a system with the following instances is assumed (see Fig. 6.2):
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Gateway (GW). The gateway is a network node that connects the access network to the global

Internet. It receives packets from the Internet and forwards them towards the mobile host
along the multicast distribution tree. In general an access network may have multiple gateways.
The gateway translates the in-bound packets to an appropriate format for forwarding them
on to the multicast distribution tree, by network address translation from IP unicast to the
IP multicast packets? or by segmentation of packets into cells (MB-CMAP). The gateway
hosts also the so-called Gateway Proxy (GWP) used for paging. In case of bi-directional
multicast (e.g. CMAP/CMNP in the case study MB-CMAP), the gateway proxy also manages
multicast groups.

Multicast Node (MCN). The Multicast Node (MCN)s form the backbone of the access network.

They have no special mobility-related functionality. They are either standard IP unicast and
multicast routers (MB-ASM, MB-SSM) or multicast-capable cell switches (MB-CMAP).

Access Point (AP). The access point is a network node connecting the last hop to the access net-

work backbone. In relation to the multicast node an access point acts as a multicast receiver
(or member of multicast groups). In the case of MB-ASM and MB-SSM multicast packets
received from the access network are translated to unicast and sent to the mobile host. In
the case of MB-CMAP the received cells are reassembled to IP packets and forwarded to the
mobile host. The access point hosts the so-called Mobility Enabling Proxy (MEP) that
is responsible for mobility-related tasks such as last hop signaling, signaling to neighboring
access points and to the Gateway Proxy, and management of the mobility-related multicast
groups as a surrogate member.

Mobile Host (MH). The mobile host is an IP host with possibly multiple interfaces of different

wireless technologies moving within the area covered by the access network. The mobile host
executes a Mobile Agent that is responsible for the last hop signaling and detection of inactive
(i.e. idle) state.

6.1.2. Services Offered by the Protocols

The protocols offer the following services to a mobile host:

Initial registration, re-registration and de-registration of a mobile host with an access point,

Pre-registration of a mobile host with neighboring access points, either by the current access
point (MB-ASM and MB-SSM) or by the multicast node (MB-CMAP),

Detection, triggering and signaling of handover for active mobile hosts between access points
belonging to the same access network,

Support of different handover types: hard, soft, and predictive,
Location update for inactive mobile hosts,

Paging to determine the current access point of an inactive mobile host; the paging itself is
based on multicast,

Buffering of packets during an ongoing paging process and forwarding of the packets after a
successful paging process,

2Network Address Translation (NAT) for MB-ASM, and IP-in-TP encapsulation and tunneling for MB-SSM.
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AP: Access Point
CH: Correspondent Host
GW: Gateway

MC-N: Multicast Node
MH: Mobile Host

...... Example multicast
distribution tree

Figure 6.2.: System architecture

e Buffering of packets for a pre-registered mobile host and forwarding of the buffered packets
when the mobile host registers directly.

6.1.3. Generic Multicast Services

It is assumed that the access network offers the following multicast service:

e Identification and addressing of a multicast group and multicast receivers,

Creation of a multicast group,

Subscription to a multicast group,

Creation, modification, and release of a multicast distribution tree,

Data transport along the multicast distribution tree,

Un-subscription of a host from a multicast group,

e Destruction of a multicast group.

The following Tab. 6.3 illustrates how the generic service can be mapped to the multicast type of
the particular case study.?

6.1.4. Addressing and Address Translation

Each mobile host is uniquely identified by a unicast IP address that does not change as long as the
mobile host remains in the access network. The unicast address belongs to the address realm of the
access network. The IP address is assigned to the mobile host when it enters the access network for

3In Tab. 6.3 MC stands for multicast, and UC for unicast.
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Case study MB-ASM MB-SSM MB-CMAP
MC management protocol IGMPv2 IGMPv3 CMAP
MC routing protocol PIM-SM PIM-SSM CMNP

Group identity

Addressing

Group creation

Subscription

Data transport
Un-subscription
Group destruction
Creation, modification

and release of the
multicast distribution tree

Receiver group

Multicast 1P
address

IGMPv2 Join
(Implicit)
IGMPv2 Join
Packet forwarding
IGMPv2 Leave

IGMPv2 Leave
(Implicit)

PIM-SM Join
and Leave

Receiver group
(Multicast channel)

Channel ID
Multicast IP address
& UC IP address of source

IGMPv3 Join
(Implicit)

IGMPv3 Join
Packet forwarding
IGMPv3 Leave

IGMPv3 Leave
(Implicit)

PIM-SSM Subscribe
and Un-subscribe

Group of senders and
receivers
(Multipoint call)

CMAP Call ID

CMAP Open_Call

CMAP Add_Endpoint
Cell switching

CMAP Drop_Endpoint
CMAP Close_Call
CMNP Net_Create_ CG
Net_Join_CG,

Net_Mod_CG,
Net_Destroy_CG, etc.

Table 6.3.: Mapping of the generic multicast service to specific multicast operations in the case
studies of MOMBASA SE
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the first time and this assignment is deallocated when the mobile host leaves the access network.
The unicast IP address can be assigned by well-known protocols such as DHCP [49].

To the unicast IP address a multicast address is associated in a one-to-one manner. The multicast
address is internally used only within the access network. The type of the multicast address depends
on the multicast scheme (see Tab. 6.3): a class-D IP multicast address in the case study MB-ASM,
a multicast channel (a tuple of unicast IP address of the multicast tree source and a class-D IP
multicast address) in MB-SSM, or a call identifier (a tuple of the identifier of the root node and an
unique identifier of the tree termed local identifier) in MB-CMAP.

In order to transport IP packets by means of multicast in the access network, the IP packets
must be modified to be carried by the multicast distribution tree. For IP multicast this means an
address translation from unicast to multicast addresses, either by NAT or by IP-IP encapsulation and
tunneling [53, 128, 130]. The address translation from unicast to multicast addresses is performed in
the gateway, the access points reverse the process by executing the address translation from multicast
back to unicast. While for the case study MB-ASM, both NAT and IP-IP encapsulation/tunneling
is possible, for the case study MB-SSM encapsulation and tunneling is even necessary. This is due
to the fact that with single-source multicast SSM the source address is also part of the multicast
channel identifier. A packet sent along the multicast tree must carry the IP address of the source
of the tree. If NAT translation was be used, then the source address of the packet would have to
be translated as well. This in turn would mean that the information about source of the packet,
i.e. the address of the correspondent host, would be lost. In order to preserve this information,
encapsulation and tunneling instead of NAT must be applied.

In the case study MB-CMAP the underlying transport technology is cell switching. Therefore, IP
packets entering the access network are segmented into cells carrying their own addressing informa-
tion in the gateway and reassembled to IP packets in the access point. For the reverse direction from
the access point to the gateway packets are segmented into cells in the access point and reassembled
in the gateway.

6.1.5. Dedicated Multicast Groups

The following dedicated multicast groups exist:

Mobile Host Groups Each mobile host has an associated multicast group. In the case of MB-ASM
(and similar in MB-SSM) the unicast IP addresses and corresponding multicast addresses of
mobile hosts form continuous blocks of equal size that can be mapped easily into each other
by bit-mapping. In MB-CMAP, the unicast IP address is mapped one-to-one to the CMAP
call identifier of the multicast group.

MEP Groups Neighboring access points with their MEPs form a MEP group that is represented
by a multicast group. When a mobile host registers with a MEP and requests a predictive
handover, then this mobile host will be pre-registered with all the other MEPs belonging to
the MEP group. The pre-registration is executed indirectly either via the other MEP or via
the multicast node. The latter scheme for indirect registration requires third-party signaling
from the multicast scheme.

Paging Areas When a mobile host is inactive, it registers less frequently. In this case the network
is provided with an uncertain location information. Hence, the mobile host must be located
in order to establish a multicast distribution tree that includes the current access point of
the mobile host and to trigger a mobile host activity and enabling it to receive data. In
MOMBASA SE this is done by sending a paging request to a group of MEPs where the mobile
host is suspected to be. Such a group of MEPs is called paging area and is also represented by
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a multicast group. Usually a paging area is formed by neighboring MEPs. In comparison to a
MEP group, the size of a multicast group for a paging area is larger, typically of geographical
dimension.

Figure 6.3.: Overlapping paging areas

6.1.6. Data Transport

For the transport of packets the direction of the traffic flow must be distinguished. Downstream
traffic is sent from a correspondent host via the gateway along the multicast distribution tree to
the mobile host. If the multicast supports bidirectional transport of data (as CMAP in the case
study MB-CMAP), then the uplink traffic will be transported by a multicast distribution tree as
well. Otherwise (as in the case studies MB-ASM and MB-SSM that support unidirectional multicast
trees from the gateway to the access points) upstream traffic is transported by unicast routing.

Downstream traffic from a correspondent host to the mobile host is transported as follows:

1.
2.
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The correspondent host sends the data packets to the mobile host’s unicast IP address.

Since the mobile host’s unicast IP address lies within the address space of the access network,
the packets reach the gateway by standard Internet routing mechanisms.

The gateway performs address translation (NAT or encapsulation) and segmentation, respec-
tively, and forwards the data (packet or cells) on the corresponding multicast distribution tree
if it exists. If the multicast distribution tree (and the multicast group) does not exist but a
corresponding entry is found in the gateway proxy’s paging table, paging will be started in
order to locate the mobile host and the packets will be buffered in the gateway proxy.

The data packets are forwarded to the MEPs that have subscribed to the mobile host’s mul-
ticast group within the access network.

a) The MEP at which the mobile host is directly registered executes the reverse address
translation to the mobile host’s unicast IP address (or reassembles the cells to IP packets)
and forwards them to the link from which the mobile host has registered.
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b) The passive MEPs belonging to the MEP group buffer the packets in a ring buffer. If the
mobile host performs handover to a passive MEP the buffered packets will be forwarded
to it to compensate for the packets lost during the handover latency.

6. The packets arrive at the mobile host as normal unicast IP packets.

Upstream traffic originating from the mobile host and using unidirectional multicast distribution
trees (as in the case studies MB-ASM and MB-SSM) is sent and routed as normal unicast packets.

With bi-directional multicast trees (as in the case study MB-CMAP), upstream traffic originating
from the mobile host is transported as follows:

1. The mobile host sends the data packets to the MEP the mobile host is registered with.

2. The MEP segments the packets into cells and forwards them on the multicast distribution tree
that corresponds to the mobile host.

3. The gateway receives the cells, reassembles them into IP packets and forwards the packets to
the correspondent host using standard unicast routing mechanisms.

4. Due to the bidirectional multicast tree, the other MEPs belonging to the MEP group receive
the cells as well. However, these cells are discarded.

5. The packets arrive at the correspondent host as usual unicast packets.

The data transport is illustrated in the following figures?: Fig. 6.4 for the case study MB-ASM,
Fig. 6.5 for the case study MB-SSM, and Fig. 6.6 for the case study MB-CMAP. Each figure consists
of three sub-figures. The first sub-figure (a) draws the exemplary topology of the access network.
The second sub-figure (b) shows a possible multicast tree. The third sub-figure explains the address
translation for each case study. In all figures normal edges represent physical interconnections and
bold edges are branches of a multicast tree.

4The following abbreviations are used in the figures: AP — Access Point, DEC — Decapsulation, ENC — Encapsu-
lation, EP — Endpoint, GW — Gateway, MH — Mobile Host, MR — Multicast Router, NAT — Network Address
Translation, R — Receiver, RNAT —Reverse Network Address Translation, RP — Rendezvous Point, S — Sender,
SAR — Segmentation and reassembling, SW — Switch.
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Figure 6.4.: Exemplary data transport in MB-ASM
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6.1.7. Protocol Operations

In this section the basic protocol operations are described and depicted by time-line diagrams.
The diagrams with multiple access points assume that the access points have the same designated
multicast node in order to keep the diagrams as simple as possible.

Initial Registration

The mobile host initially registers with the MEP when it enters the access network for the first time
after it has acquired a unicast IP address. The current MEP can pre-register the mobile host with
another MEP belonging to its MEP group. The time-line of the initial registration using generic
multicast operations is shown in Fig. 6.7. In Fig. A.1(a) and A.1(b) in Appendix A the specific
multicast operations are detailed. Initial registration happens as follows:

1. a) The access point advertises its availability frequently (or as a response to a solicitation)
on all downstream interfaces.

b) If third-party signaling is not supported by the multicast service an Inter-MEP Advertise-
ment is sent to the local MEP group in a regular time interval containing the addresses
of the directly registered mobiles.

2. The mobile host sends a MH Registration Request with a flag indicating its active state to the
MEP.

3. The MEP inserts the mobile host into its registration table, subscribes to the corresponding
multicast group, and sends a MH Registration Reply to the mobile host.

e Pre-registration via MEP: The new mobile host is included in the next Inter-MEP Ad-
vertisement. Then the other MEPs in the MEP group also subscribe to the mobile host’s
multicast group on reception of this advertisement.

e Pre-registration via MC-N: The active MEP subscribes to the multicast group on behalf
of the other MEPs belonging to the MEP group.

Handover

A handover is executed when the mobile host decides to change the access point. Three types of
handover are distinguished: hard, soft, and predictive (see Sect. 2.1). The time-line diagrams for all
handover types are shown in Fig. 6.9 — 6.11. The detailed multicast protocol operations can be found
in Fig. A.2 — Fig. A.5 in Appendix A. In the following, only the predictive handover with generic
multicast operations is explained and a handover scenario with four access points (see Fig. 6.8) is
used. In this scenario two MEP groups exist that are comprised of the respective neighboring access
points. The first MEP group consists of the old access and the new access point and another access
point (Other AP2). The second MEP group contains Other AP1 instead of Other AP2. Hence, in
order to update the MEP group, a single subscribe and un-subscribe operation is needed.

The other handover cases (hard, soft) are self-explanatory by means of the figures.

For a predictive handover the following steps are executed:

1. The mobile host detects the availability of new access points when it receives their MEP Ad-
vertisements.
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Figure 6.7.: Time-line: Registration with generic multicast operations

2. When a handover is triggered by expiration of a MEP advertisement lifetime (or by other
mechanisms, such as link-layer trigger indicating that the signal strength is below a threshold
or by determining a higher priority of the new MEP advertisement) the mobile host sends a
MH Registration Request to the MEP.

3. If the mobile host is already pre-registered, the registration table will be updated and the
buffered packets will be flushed to the mobile host. Otherwise the MEP will insert the mobile
host into its registration table and subscribe to the corresponding multicast group. In any case
it sends a MH Registration Reply to the mobile host.

4. The mobile host may send a de-registration (registration request with lifetime zero) to the old
MEP.

5. When the old MEP receives the de-registration or when the registration in the MEP expires,
the MEP un-subscribes from the mobile host’s multicast group. The MEP group is updated:

e Pre-registration via MEP: The mobile host will not be included in its next Inter-MEP Ad-
vertisement and the MEPs in the old MEP’s group that are not in the new MEP’s group
will un-subscribe from the mobile host’s multicast group as well.?

e Pre-registration via MC-N: The new MEP inspects the existing MEP group and adds and
drops MEPs to/from the MEP group accordingly.

5Direct registrations take priority over indirect registrations. However the indirect ones are not discarded but noted
in the registration table. If the direct registration becomes invalid (either because it expires or the mobile host is
de-registered) the indirect registration will take over and the MEP will become passive.
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Switching Between Active and Inactive Mode

When for some time the mobile host has neither received nor sent data traffic it switches to the
inactive mode. In this mode the mobile host re-registers less frequently and the corresponding
multicast group does not exist. The time-line diagram in Fig. 6.12 shows the switch from active to
inactive mode and back to active mode with generic multicast operations. The operations specific
to a multicast scheme are drawn in Fig. A.6(a) and A.6(b).

1. The mobile host sends a MH Registration Request indicating its inactive state to a selected
MEP.

2. If the mobile host has been registered at this MEP the registration entry will be removed and
the MEP will un-subscribe from the mobile host’s multicast group.

3. The MEP sends a Paging Update with the paging area associated to the current location to
the Gateway Proxy.

4. The Gateway Proxy enters the mobile host and its location (paging area) into its paging table.

5. If possible the mobile host should send a de-registration to the old MEP (if it is different from
the new one). Otherwise the multicast group will remain intact until the registration in the
old MEP will expire.

The mobile host wakes up (switches from inactive to active mode) either when it attempts to send
data or when it receives a Paging Request (see also next section). The sequence of messages is also
shown in Fig. 6.12.

1. The mobile host sends a MH Registration Request indicating its active state to a MEP and
thereby informs the MEP that it is in the process of wake-up.

2. The MEP inserts the mobile host into its registration table, subscribes to the corresponding
multicast group and sends a MH Registration Reply to the mobile host. Since the wake-up flag
is set, a Paging Update with lifetime zero is sent to the Gateway Proxy.

3. The Gateway Proxy removes the paging table entry on reception of the Paging Update.

Paging

When the Gateway Proxy receives a data packet for an inactive mobile host (i.e. a host for which an
entry in the paging table exists) it starts paging (see Fig. 6.13 for the generic multicast operations
and Fig. A.7(a) and A.7(b) for multicast-specific operations):

1. The Gateway Proxy starts buffering of the packets for this mobile host and sends a Paging Re-
quest to the last reported paging area.

2. The MEPs in the paging area (i.e. members of the paging area multicast group) receive the
Paging Request and forward it onto the downstream interfaces.

3. The mobile host receives the Paging Request (possibly multiple times) and performs the wake-
up procedure described in the previous section.

4. After having received the Paging Update with lifetime zero the Gateway Proxy waits for the
related multicast group to become existent. In this case the buffered packets are sent to the
multicast group and paging is finished.
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6.2. Protocol Design for the Case Study MIP-SGM

This section describes the protocol design for the case study MIP-SGM. The mobility mechanism of
this case study is based on Mobile IP and hierarchical Mobile IP, respectively. Since the protocols
are described in [70, 129] and have been briefly explained in Sect. 2.5 and 2.7, only the extensions
of Mobile IP and hierarchical Mobile IP are presented.

6.2.1. Soft Handover in SGM-Enhanced Basic Mobile IP

In the basic Mobile IP the home agent has only a single binding between the mobile host’s home
address and care-of-address. When a mobile host sends a binding update, the old binding is replaced
by the new one. The principal idea of the SGM extension is to enable the home agent to send data
packets to multiple foreign agents. For soft handover the data packets are tunneled to the old and
to the new foreign agent. In order to set up multiple tunnels between the home agent and the
foreign agents, the home agent must be able to maintain multiple bindings simultaneously (also
called simultaneous binding).
In Fig. 6.14 a soft handover with Mobile IP is shown.® The following steps are executed:

1. The mobile host detects the availability of new access points when it receives their Agent
Advertisement.

2. When a handover is triggered by expiration of an agent advertisement lifetime, the mobile
sends a Registration Request that contains the new CoA that has been advertised by the new
foreign agent to the new foreign agent. In the request a flag is set that forces a simultaneous
binding.

3. The foreign agent checks the registration request and relays the request to the home agent.
4. When the home agent receives the Registration Request, it updates its registration table. Since
the request has indicted a simultaneous binding, the binding with the old care-of-address is

not deleted. The home agent sends a Registration Reply back to the mobile host.

5. New data packets arriving at the home agent will be encapsulated into SGM packets, i.e. the
outer packet header contains two destination addresses, namely the old and the new CoA.

6. The foreign agent intercepts the Registration Reply, updates its registration table, and relays
the reply to the mobile host.

7. In order to complete the handover process, the mobile host sends a Registration Request with
the old CoA and with lifetime zero to the foreign agent.

8. The foreign agent relays the Registration Request to the home agent.

9. The home agent removes the binding with the old CoA from its registration table and replies
to the request.

10. The foreign agent relays the reply to the mobile host. The mobile host receives the reply.

11. New data packets arriving at the home agent will not be encapsulated into SGM packets any
more.

109



6. Protocol Design for the Selected Case Studies

For generating a simultaneous binding the Mobile IP standard offers a flag termed S-bit. This flag
forces the home agent to retain the binding to the old CoA. However, MIP-SGM does not depend
on this option. As stated by [75], without the S-bit simultaneous bindings can still be deployed,
but the home agent’s will be responsible to set them up. If the previous binding to the old CoA is
kept by default, the mobile host can explicitly remove this binding by a de-registration request with
lifetime zero.
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Figure 6.14.: Time-line: Soft handover in MIP-SGM

6.2.2. Soft Handover in SGM-Enhanced Hierarchical Mobile IP

In SGM-enhanced hierarchical Mobile IP the switching foreign agent is enabled to send SGM pack-
ets to multiple lowest foreign agents. The procedure for soft handover with hierarchical Mobile IP
enhanced by SGM is the same as with basic Mobile IP enhanced by SGM, except that the simulta-
neous binding exists in the switching foreign agent instead of the home agent. Registration requests

are not send to the home agent, but to the switching foreign agent.

6For all Mobile IP considerations, a foreign agent care-of-address (not co-located care-of-address) is assumed.
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6.3. Summary

In this section the protocol design for the selected case studies was presented. The design comprises
the protocols to augment the particular multicast by mobility support functions. The similarity of
the multicast schemes in case studies MB-ASM, MB-SSM, and MB-CMAP has facilitated a unified
protocol design. For the case study MIP-SGM the extensions of the basic and hierarchical Mobile
IP have been described. The extensions utilize simultaneous bindings between the home address
and the old/new care-of-address.
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For the case studies MB-ASM, MB-SSM, and MB-CMAP a software platform has been implemented
termed MOMBASA Software Environment (MOMBASA SE). As will be explained in this chapter,
the software platform is not limited to the case studies investigated in this thesis and can rather be
regarded as an experimental platform to investigate multicast-based mobility support in IP networks
targeted for research.

The implementation is based on the protocol design presented in Sect. 6.1 and the specification
described in [59]. The implementation is open-source software under the GNU General Public
License (GPL) [69] and publically available at
http://www-tkn.ee.tu-berlin.de/research/mombasa/mse.html [165].

In the MOMBASA SE the following functionalities have been implemented:
e Addressing and routing based on IP- and IP-style multicast,

e Multicast proxies in access points to disburden the mobile host from multicast group manage-
ment,

e Advertisements/solicitations to advertise the availability of MEPs,
e Inter-MEP advertisements to register mobile hosts in advance,
e Support for different handover types: soft, predictive, inter-technology (vertical) handover,

e Support for different schemes for handover initiation (advertisement-based handover trigger
and link-layer handover trigger)

e Differentiation between active and inactive mobile hosts, multicast-based paging to locate
inactive mobile hosts,

e Buffering of data packets for predictive handover and paging,
e Policies to control system behavior (handover type, selection of optimal interface among mul-

tiple possible, control buffering, forwarding algorithm and paging algorithm).

Moreover, the implementation has the following features:
e The implementation supports IP (Version 4).
o It utilizes existing IP or IP-style multicast to support hard, soft and predictive handover.

e Neither does it require any modifications to the multicast routing protocol nor does it depend
on a certain one.
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o It supports heterogeneous networks, namely all technologies that support and are supported by
IP. Tt has support for multiple network interfaces simultaneously in the mobile host (potentially
of different technologies), and allows handover between access points on different interfaces and
therefore handover between different technologies (vertical or inter-technology handover).

e The correspondent (i.e. fixed) host is not modified. That means any IP capable host can
communicate with the mobile host. Only the mobile host and the access network require
mobility-specific preparations.

e The system is soft state, i.e. a state is frequently be refreshed and times out otherwise.
Soft state makes the system robust against the breakdown of network links and the crash of
components within the system.

e The MOMBASA SE can be used for experimental evaluation of different algorithms for han-
dover, location management including paging, buffer and forwarding strategies. It eases the
implementation of advanced schemes by using policies to control system behavior.

e The MOMBASA SE provides a generic interface to the multicast protocol. Therefore it can
be easily extended to support other multicast schemes.

The software platform has been implemented for Linux, a free Unix-type operating system [68,
103]. The main components of the MOMBASA Software Environment are implemented as daemons
running in user space with root privileges. Additionally, some modifications to the Linux kernel
were necessary.

The MOMBASA SE is comprised of the following main components:

Mobile Agent. The Mobile Agent is responsible for last-hop-signaling (detection of MEP, registra-
tion, handover) and idle detection on the mobile host.

Mobility Enabling Proxy. The Mobility Enabling Proxy (MEP) resides on the access point and is
responsible for last-hop-signaling (advertisements, handling of registrations), administration
of registered mobile hosts, inter-MEP-signaling (advertisement of registered mobile hosts to
pre-register them at neighboring MEPs), MEP-GWP-signaling (sending of Paging Updates,
handling of Paging Requests) and to execute multicast-operations (create, destroy subscribe,
un-subscribe multicast groups).

Gateway Proxy. The GWP is executed in the gateway, maintains a paging table, and controls the
paging of mobile hosts. If the used multicast protocol applies bi-directional multicast and/or
closed multicast groups, as in the case study MB-CMAP, the gateway executes also multicast-
operations.

NAT from/to multicast. Packets must be translated from unicast to multicast in the gateway and
back to unicast in the access points. However, the original NAT code in the Linux kernel
did not support translation between unicast and multicast realm. Thus, a patch had to be
developed.

Kernel paging support. Paging in the gateway was implemented in the kernel.
The remaining sections are structured as follows: In the next section (Sect. 7.1) the implementation

environment is described. In section 7.2 the design of the agents is presented and in Sect. 7.3 the
extensibility of the MOMBASA SE is discussed.
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7.1. Implementation Environment

The MOMBASA SE is implemented for a Linux system running on an x86 architecture (e.g. Intel
Pentium, Pentium II, AMD Athlon). It can be easily ported to other architectures. For example, it
was tested with the StrongA RM processors [151], an up-to-date solution for portable communications
and consumer electronic devices. The platform is implemented for Linux kernel version 2.2 and 2.4.
If network address translation (NAT) between unicast and multicast is employed, the necessary
kernel patch requires Linux kernel version 2.2. The MOMBASA SE uses only standard C and C++
libraries (including the Standard Template Library).

The MOMBASA SE was developed with a Linux installation based on the S.u.S.E. Linux distri-
bution. However, since only standard libraries and tools (GNU tools) are used, the implementation
can be used with any Linux distribution providing the necessary kernel and library versions.

The MOMBASA SE provides a generic interface to the multicast and therefore does not depend
on a specific multicast type. The platform has been implemented using the following multicast
protocols:

IGMPv2/PIM-SM. The multicast support is provided by the standard Linux kernel (IGMPv2 and
kernel support for a PIM-SM Version 2 daemon) and a free multicast routing daemon for
PIM-SM (pimd-2.1.0-alpha28) by the University of Southern California’s Computer Networks
and Distributed Systems Research Laboratory [120].

CMAP/CMNP The implementation of these multicast protocols are part of the Washington Uni-
versity Gigabit Switch Kit developed by the Applied Research Laboratory at the Washington
University St. Louis. This kit comprises open, non-proprietary experimental networking equip-
ment in hardware and software targeted for research purposes and includes a signaling protocol
stack with CMAP/CMNP.

In addition, the platform is prepared for PIM-SSM multicast using IGMPv3.

7.2. Implementation Design

The three agents Mobile Agent, Mobility Enabling Proxy and Gateway Proxy have the same common
design. In spite of the object-oriented implementation approach there is no inheritance relation
between the agents and only the design of the agents is reused. The MOMBASA SE employs
mainly two design patterns or design concepts:

e All agents are implemented as singletons, i.e. only one instance of the agent class may exist
per application. This is ensured by making the constructor protected, thus no instances can be
constructed from outside the scope of the agent. A protected static member variable holds a
reference to the only agent instance. The instance can be retrieved by a public static method.

e The agents employ an event driven concept. Two types of events exist: external and inter-
nal events. External events are the reception of protocol messages. Internal events are the
expiration of timers.

The design that is common to all agents can be seen in Fig. 7.1 by means of an Unified Modeling
Language (UML) class diagram. Members or classes that are set in italics are placeholders for
members and classes in the particular agents that have similar purposes but differ in some details.
For example, the member handle_ XXX represents the handler handle_MEP_Advert in the Mobile
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Figure 7.1.: Class diagram: Design of agents

Agent as well as other message and timer handlers in all agents. The detailed implementation design
of each agent can be found in [164, 166].

A number of implementation issues are worth explaining:

Policies Handling of messages, selection of access point in the Mobile Agent, buffering and flushing
buffers can be fine-tuned by policies. A policy is represented by a template class that has
methods for pre- and post-processing. Policies can be registered and de-registered. Appropriate
methods for each type of policy handler are provided by the agent class. In most cases multiple
handlers can be registered for one message. Two phases exist for message processing. Pre-
processing handlers are called before the standard message processing, post-processors are
called afterwards (Fig. 7.2). Exceptions to this rule are the policy to select the access point
SelectBS in the Mobile Agent and the buffer and flush policies. Only a single one of these
handlers may be registered, and they have only a single phase.
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The following exemplary policy illustrates the easiness of implementation.

PROCEDURE EagerHandover (access_point_list)
newest_creation_time = -1;
newest_feasible_access_point = NULL;
FOR EACH access_point_entry IN access_point_list
IF NOT access_point_entry.stale AND NOT access_point_entry.busy THEN
IF access_point_entry.creation_time > newest_creation_time THEN
newest_creation_time = access_point_entry.creation_time;
newest_feasible_access_point = access_point_entry;
END IF
END IF
END
RETURN newest_feasible_access_point;
END PROCEDURE

The pseudo code represents the implementation of a policy for eager handover. It is executed
in the Mobile Agent and determines the optimal access point among multiple possible access
points: The access point that has sent the most recent advertisement is chosen as the next
candidate access point the mobile host will register with.

Idle Detection in the MA One essential property of the mobile host is the distinction between the
active and the inactive mode. The mobile host has to switch from active to the inactive
mode after a configurable idle period (no IP data traffic). The idle detection works as follows:
A packet socket is opened that receives all incoming and outgoing packets of the host. A
socket filter is attached to that socket which only accepts IP data packets but rejects non-IP,
signaling and broadcast packets, is attached to the socket. In the active mode the so-called
idle thread does nothing but observe the packet socket and recording the timestamp of the last
data packet. The main thread sets a timer to the duration of the activity timeout. When the
timer expires, the timestamp of the last data packet is checked. If it lies within the last timer
period the timer will be prolongated, otherwise the mobile host will switch to the inactive
mode. The change from inactive to active mode is triggered by the reception of an incoming
or outgoing packet by the idle thread or by a PAGING_REQUEST. In the case of outgoing
data the packets are buffered by the idle thread until a valid registration at an access point
can be obtained. To cause outgoing packets to appear on the idle socket but not be sent out
on an interface a dummy device is used, a software network device which discards any packets.
In the inactive mode the default route points to this device.

Buffering of packets in the MEP When a mobile is registered indirectly, packets for the mobile are
buffered by this MEP to reduce loss of packets when the mobile executes a handover to this
MEP. Each mobile entry has its own buffer, its own raw socket and its own buffer thread. The
socket is attached to a filter accepting packets only for this mobile host. The buffer thread runs
in an infinite loop and is canceled by the main thread either when the mobile entry becomes
invalid or the mobile host becomes directly registered. In the latter case a flush thread is
started to forward buffered data to the mobile host.

Buffering of packets in the GW During paging a mobile host it is not yet reachable and its exact
position is not yet known. Thus, the data for the mobile host has to be buffered in the gateway
proxy. Each mobile entry has its own buffer and all data packets arrive at the gateway through
one special raw socket, the paging socket. Moreover, buffering is done by the main thread.
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This is acceptable because the time period for which buffering is necessary is relatively short
and so buffering will not be necessary for a lot of mobile hosts at the same time. As in the
MEP flushing is done by a separate thread to avoid interruption of message processing.

—
— | Message Message > Message -
Pre-Processing Handler Post-Processing

Figure 7.2.: Policy handling

7.3. Extensibility of the MOMBASA Software Environment

The software was designed to be expandable in a flexible and easy manner. This includes features
for utilization of other multicast service models and protocols, implementation of enhanced features
for mobility support, portability, configuration and testing.

Support for Multiple Multicast Service Models and Protocols. MOMBASA SE provides a generic
interface to the multicast. Using this interface, the multicast is regarded as an abstract ser-
vice for multicast group creation and destruction, multicast group subscribe and un-subscribe
operations, packet delivery and operations to retrieve the members of a multicast group. This
facilitates the examination of multicast types that offers interesting features for mobility sup-
port (such as third party signaling, etc. as in the case study MB-CMAP) without being limited
to IGMPv2/v3 as a multicast group management protocol. In order to utilize a new multi-
cast scheme in MOMBASA SE, the virtual methods of the generic interface class must be
re-implemented

Implementation of Enhanced Features for Mobility Support. The MOMBASA SE has a clear de-
sign, detailed documentation about specification [59] exists, and it has been extensively tested
[167]. Therefore, enhanced features can be easily implemented. Moreover, certain system be-
havior can be controlled and fine-tuned by policies. The software provides hooks for policy
handler

e to control time and destination of handover,
e to control buffering and flushing of packets, and
e to retrieve signal quality for handover trigger.
These policy hooks are provided at various positions and hence, the MOMBASA SE ensures

that enhanced algorithms can be easily implemented without redesigning major parts. Typical
examples for extensions are buffering and flushing strategies and paging algorithms.

Portability. In the MOMBASA SE only standard libraries are used. This facilitates porting MOM-
BASA SE to other architectures. In particular, it is feasible to port MOMBASA SE to
hand-held PC architectures running with a Linux operating system, e.g. mobile devices (such
as Compaq’s IPAQ).
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Configuration and Testing. The software is instrumented with capabilities for easy configuration.
Management interfaces offer debugging facilities at configurable levels. The implementation
has been instrumented with testing facilities (such as accessing the actual state, access to
databases, etc.). Test suites for automated testing are included in the source code distribution.

7.4. Summary

The MOMBASA SE is a software platform for investigation of multicast-based mobility support. It
implements mobility-related functionalities augmenting existing multicast schemes. Together with
multicast protocols these functionalities are assembled to a software environment for multicast-based
mobility support in all-IP cellular networks. The MOMBASA SE already offers a rich set of func-
tionalities. Nevertheless it is designed to be extended. Since IP and IP-style multicast are the subject
of growing research efforts, this software environment facilitates the investigation of multicast-based
mobility support using available and future multicast approaches and enhanced mobility mecha-
nisms. In this thesis MOMBASA SE is used to create software prototypes for experimentation with
selected case studies.
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8. Evaluation of the Selected Case Studies

In the previous chapters a set of design principles for multicast-based mobility support has been
developed and a network architecture as well as a set of protocols for four case studies have been
designed. In this chapter the selected case studies are evaluated and the results compared.

The discussion of the general methodology in Chapt. 5 has been resulted in the decision for a
measurement and analytical technique for evaluation, and, consequently, in the development of a
software platform and prototypes for the case studies. The following sections describe the evaluation
environment and present the results of the performance evaluation.

8.1. Measurement Environment

In general, the evaluation environment consists of hard- and software components and tools for load
generation, WAN emulation, monitoring, and data analysis. In order to evaluate the case studies in
a comparable environment, the network topology of the testbed setup as well as the tools for load
generation, monitoring and data analysis are the same. The high-level network topology common
to all case studies derived from the scenario has already been described in Fig. 5.7 in Sect. 5.2. In
the next sections the specific measurement environment for each case study is shown.

It is common to all experimental setups that the wireless link is replaced by standard Ethernet.
The advantage is the fact that the impact of an error-prone wireless channel on the performance
metrics can be neglected. A manageable Ethernet hub interconnects the mobile host with the
access points. The connectivity between the mobile host and the access points can be controlled
by switching certain ports of the hub on and off, respectively. This technique allows to trigger a
handover and to emulate the spatial coverage of wireless cells. Two scenarios are considered: In the
horizontal handover scenario the mobile host uses a single Ethernet Network Interface Card (NIC).
In the case of overlapping wireless cells the mobile host is connected to both access points for a short
time. In the case of gaps in the coverage the mobile host is connected neither to the old nor to the
new access points for the duration of time where the mobile host is located within the spatial gap.
In the vertical handover scenario three Ethernet NICs are used in the mobile host (NIC A, B, and
C). NIC C is dedicated to control the manageable hub. NIC B is interconnected with one of the
access points (AP 1), and NIC C with the other access point (AP 2). Assuming that the hub ports
for NIC B and AP 1 are switched on, a vertical handover is executed by switching off these ports
and switching on the ports for NIC C and AP 2.

The following tools are used as part of the common evaluation environment:

Netperf. For load generation and data analysis, Netperf [117] is used. NetPerf is a network bench-
mark tool, that is commonly employed to measure various aspects of networking, such as bulk
data transfer and response time. NetPerf consists of two parts: the NetPerf client and the
server. When the NetPerf client is executed with appropriate configuration options, the Net-
Perf server is invoked automatically. A control connection is established between client and
server, that is used to pass configuration information and results to and from the remote host.
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Once the control connection is established and the configuration information has been passed,
a separate data flow is opened using either UDP or TCP as a transport protocol.

Tcpdump. For traffic monitoring, in particular for tracing of TCP connections, tcpdump [124] was
used. Tepdump is a tool that allows to capture and dump network packets in order to make
statistical analysis out of those traces. Tcpdump makes use of the packet capture library
libpcap [125].

Tcptrace. For data analysis, the tool tcptrace [124] was applied. The purpose of tcptrace is to
analyze TCP dump files (and other formats). It produces different types of output contain-
ing information on each connection seen such as elapsed time, bytes and segments sent and
received, retransmissions, round trip times, window advertisements, throughput, and more.
In combination with aplot [146], tcptrace can also generate a number of graphs for further
analysis.

Softlink. For emulation of WAN links with high delays, the tool softlink [141] was used. Softlink
filters outgoing IP packets and can execute certain, pre-configured operations with these pack-
ets. It is capable to limit the bandwidth of a certain physical link, to emulate the latency,
packet drop rate, packet ordering, and link outages. Softlink is implemented for the Linux
operating system as a virtual device that attaches to a physical device.

NET-SNMP. The tool NET-SNMP [118] implements a software agent that facilitates the exchange
of management information between network devices based on the Simple Network Manage-
ment Protocol (SNMP). The tool was used to control the manageable Ethernet hub in order
to trigger handover.

Evaluation scripts. A set of perl-based scripts [39] were developed to extract handover specific
information from tcpdump-files in order to estimate handover latency and packet loss of a
handover.

As it will be detailed below, the network nodes in the testbeds execute the Linux operating system.
In general, the Linux default setting for network protocol parameters are used, except the minimal
routing cache flushing delay is set to zero in order to make the routing table changes immediately.
The need of specific kernel patches are stated accordingly.

8.1.1. Measurement Environment for the Case Study MB-ASM

The measurements for the case study MB-ASM were conducted using the setup in Fig. 8.1.1 The
access network consists of a single mobile host, two access points and two multicast routers, whereas
one of the routers is dedicated as a gateway. The WAN representing the Internet consists of a
dedicated router (denoted by WAN emulator) and a correspondent host. All nodes are based on
standard Pentium-class personal computers equipped with 128 MByte RAM each. The network
interface cards (NICs) are standard 10Mbps Ethernet devices. The multicast router and the access
points, as well as the gateway and the multicast router are connected back-to-back by dedicated
10Mbps 10BaseT Ethernet. The other network nodes are interconnected by a standard 10BaseT
Ethernet hub. The mobile host is equipped and interconnected as described above.

The setup consists of an IP class A network (10.) as the WAN and multiple class C networks
(192.168.) as the access network. In particular, each wireless cell represents an IP class C network.
When the mobile host executes a handover, it changes between the IP networks 192.168.10. and
192.168.20.

IThe dashed circle in Fig. 8.1 and in the figures for the other setups mark the main differences.
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The following software is installed: In all network nodes the Linux operating system, kernel
version 2.2.x is installed. The mobile host, access points, and the gateway execute the appropriate

instances of the MOMBASA Software Environment (see Chapt. 7).

The access points provide

the multicast support as provided by the standard Linux kernel version 2.2 (IGMPv2 and kernel
support for PIM-SM). The multicast router and the gateway execute a multicast routing daemon
for PIM-SM (pimd-2.1.0-alpha28) by the University of Southern California’s Computer Networks
and Distributed Systems Research Laboratory (see [120]). Address translation from IP unicast and
multicast addresses and vice versa in gateway and access points is provided by a Linux kernel patch
being part of the MOMBASA Software Environment.

WAN Emulator

IP1 10.0.0.70

Access Point

IP1 192.168.30.10
1P2 192.168.10.10

il
s

£

1

Correspondent Host
IP1 10.0.0.40

Ethernet Hub
Intel Express 10/100 Stackable Hub

Gateway

TS IP1 10.0.0.50
P2 192.168.50.50

Multicast Router

IP1 192.168.50:30
IP2 192.168.30.30
P2 192.168.40.30

Access Point
/,IPl 192.168.40.20

———  Twisted pair Ethernet (10BaseT)

~*IP2 192.168.20.20

Manageable Ethernet Hub
HP ProCurve 10BT Hub 12M
IP1 192.168.0.69

Mobile Host
IP1 192.168.60.1

Multicast address  224.224.224.1

Figure 8.1.: Testbed setup for the case study MB-ASM

8.1.2. Measurement Environment for the Case Study MB-CMAP

The measurement environment for the case study MB-CMAP consists of an access network (mo-
bile host, two access points, cell switch, switch controller and gateway) and the emulated WAN
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(correspondent host, WAN emulator) (Fig. 8.3). The core of the access network is the Washington
University Gigabit Switch (WUGS), a cell switch that interconnects the gateway with the access
points. The cell switch belongs to the Washington University Gigabit Switch Kit — a kit of exper-
imental network equipment for research purposes [119]. The switch is a remote-controlled, 8 port
cell switch with an open, non-proprietary, well-documented architecture supporting up to 2.4 Gbps.
An important feature of the cell switch is the efficient support of multicast by means of a technique
termed cell-recycling: In order to efficiently duplicate cells, the switching fabric of the cell switch
can forward a cell to an output port and optionally recycle back to an input port. In a switch with a
buffered multi-stage switching network this method yields optimal scaling to the switching network
complexity and the amount of routing memory required [28].

The cell switch is interconnected by fiber to the access points (OC-3 [61]) and to the gateway
and the switch controller (HP Glink). In addition to the 10BaseT Ethernet NICs, the access points
are equipped with an ATM Port Interconnect Controller (APIC) network interface card, another
key hardware component of the Washington University Gigabit Switch Kit. An APIC NIC is based
on a customized IC that is basically a 22 cell switch operating at 1.2Gbps following the UTOPIA
interface specification. The APIC provides a number of up-to-date features, such as segmentation
and reassembly of AAL 5 frames directly to and from the host’s memory, eliminating the need
for large amounts of memory on the network interface card, zero-copy data transfers using virtual
memory page re-mapping techniques and direct user-level control of the APIC in a fully secure
fashion [48].

(a) Cell Switch (b) APIC-based NIC

Figure 8.2.: Core hardware components of the Washington University Gigabit Switch Kit [119]

The gateway and the switch controller are equipped with a ENI-155p NIC. In addition, the gateway
has a 10BaseT Ethernet NIC for interconnection with the other part of the testbed.

The IP network structure for the setup of the case study MB-CMAP consists of an IP class A
network (10.) as the WAN and multiple class C networks (192.168.) as the access network. Again,
each wireless cell represents an IP class C network and forces a network-layer handover of the mobile
host. Unlike the setup of the case study MB-ASM, the access network consists of a single IP class C
network (wireless cells not included). This 192.168.0. network represents a CLIP Logical IP Subnet
(LIS).
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The operating system used in the testbed is Linux 2.4.18 including the APIC device drivers? for
the access points and Linux 2.2.18 for the other nodes. In the gateway and switch controller the
ATM:-on-Linuz software distribution (atm-0.59) [6] is installed.

In the testbed, the appropriate instances of the MOMBASA Software Environment are installed,
whereas the MEPs in the access points and the Gateway Prozy in the gateway include extensions
for the support of CMAP multicast operations. These extensions are part of the version 2.0 of the
MOMBASA Software Distribution [165].

The switch controller executes the necessary protocol stack to control the cell switch. The software
includes a CMAP Session Manager (CMAP SM), a CMAP Connection Manager (CMAP CM), and
a switch controller (Gigabit Switch Controller (GBNSC)) (see [56] for details of the switch controller
protocol setup).

For the investigation of multicast-based mobility support the implementation of the CMAP /CMNP
protocol stack was modified. The modifications include the addition of CMAP operations ( Trace_Call
and Trace_Ep operation), as well as modifications of other operations (Open_Call and others) to allow
the setting of attributes for the traceability of calls and endpoints. It is noted that the modifications
are based on the specification of CM AP, but were not included in the installed software distribution.

In addition to the extensions of the CMAP source code, the inter-process communication between
the instances of the protocol stack was optimized. The instances use TCP for inter-process commu-
nication. It was observed that multiple TCP segments were needed to exchange a single signaling
message. With the optimization only a single TCP segment is used resulting in a much less duration
of time for the CMAP operations. Details of the optimization can be found in [14].

8.1.3. Simulation Environment for the Case Study MIP-SGM

The evaluation technique for the MIP-SGM is based on simulation. The selected simulation tool
is the network simulator (ns)-2 [52]. ns-2 is a discrete event simulator, written in C++ with an
OTCL interpreter as a front end. ns-2 already includes a set of simulation models, such as for TCP
and routing, and is continuously extended with contributions by researchers. For the performance
evaluation of the case study MIP-SGM routing extensions for non ad-hoc routing (NOAH) [168]
and extensions of Mobile IP and hierarchical Mobile IP to ns-2 from the COMET research group at
Columbia University as part of the Columbia University Micro-Mobility Suite (CIMS) [26] were used.
In order to conduct experiments with comparable parameters as in the measurement environments,
a few modifications of the CIMS implementation of Mobile IP and hierarchical Mobile TP were
necessary. These modifications include mainly policies for handover trigger. The modified version
allows a validation of the simulation model with results from the conducted measurements (see
Appendix B).

Based on the modified implementation ns-2 has been extended to support small group multicast
(SGM) and the protocol operations of the case study MIP-SGM (see the description in 6.2). The
SGM module for ns-2 introduces a new packet header type with a multi-destination option in the IP
header and a new classifier entity that provides the routing of packets with multiple destinations. In
addition to the SGM module, the Mobile IP source code has been extended to support simultaneous
bindings in the home agent (for basic Mobile IP) and in the switching foreign agent (for hierarchical
Mobile IP). Details of the implementation can be found in [95].

Fig. 8.5 and 8.6 show the simulation setup for basic Mobile IP and hierarchical Mobile IP as nam—
screen-shots and their logical topology.® In principal, the IP structure of the simulated network
is the same as in the measurement environment of the reference case that will be described in the

2 Available at http://www.arl.wustl.edu/gigabitkits/
3nam (Network Animator) is an animation tool for viewing network simulation traces and part of ns-2.
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Figure 8.3.: Testbed setup for the case study MB-CMAP

next section: The topology consists of multiple IP networks, where the wireless cells represent own
networks in the IP sense.

8.1.4. Measurement Environment for the Reference Case Basic and
Hierarchical Mobile IP

The main hardware components of the experimental environment for the basic and hierarchical
Mobile IP are a correspondent host, a WAN emulator, a mobile host, two access points, and three
routers (Fig. 8.7 and 8.8). One of the routers is dedicated as the Mobile IP home agent, another
as the WAN emulator. In the setup for hierarchical Mobile IP (Fig. 8.8) a second router acts as
a highest foreign agent. The IP structure of the setup is based on an IP class A network (10.) as
the WAN and multiple IP class C networks as the access network. Each network node (routers and
access points) in the access network interconnects two IP class C networks.

The operation system of the network nodes is Linux kernel version 2.2.18. In the home agent the
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Figure 8.4.: Extensions of the simulation tools ns-2 for the case study MIP-SGM

Redhat Linux distribution 6.1 [137] is used, in all other network nodes the SuSE Linux distribu-
tion 6.2 [152] is installed.

The Mobile IP software is the Dynamics implementation of Mobile IP [62, 63, 121], version 0.6.2.
The implementation includes support for hierarchical foreign agents. The Mobile IP instances are
implemented as demons running in user space. In its basic version the Dynamics implementation
is fully RFC 2002 [129] compliant. The implementation has been modified to enable the foreign
agent to send advertisements at a higher frequency than once per second.* In the basic Mobile IP
setup (Fig. 8.7) the mobile host executes the Dynamics Mobile Agent, the access points execute
the Dynamics Foreign Agents, and the router runs the Dynamics Home Agent. In the setup for
hierarchical Mobile IP (Fig. 8.8) the router in the center also executes a Dynamics foreign agent
(highest foreign agent). All foreign agents are configured to form a hierarchy with the router as
the highest foreign agent and the access points as lowest foreign agents. For handover between the
lowest foreign agents the highest foreign agent becomes the switching foreign agent. The home agent
is not involved.

4Consequently, the lifetime unit of the advertisements was changed to a unit of milliseconds (instead of seconds) as
well as the timing of the mobile host demon that can count the advertisement lifetime and trigger handovers at
a milliseconds time scale. However, the maximum advertisement frequency is once per 10 ms due to the timer
granularity of the Linux operating system.

127



8. Evaluation of the Selected Case Studies

128

e Views Analysss A bt
] | | e ] T0cewp  Siev:20ms
9‘ C-Host

X
of
HA

\ Emulator

@)

Correspondent

Host
Router w/
Home Agent
10Mbps
WAN Delay
Router

10Mbps
WAN Delay

Access Point w/
Foreign Agent

. IEEE80211
* Simulation mode)
‘. 10Mbps ,”

MH Mobile
Host

(a) nam screenshot

(b) Logical topology

Figure 8.5.: Simulation setup for SGM-enhanced Mobile IP

[ o Nt i e
] | | ] ] 4110000 Step: 20ms
Icd
o
= 4
hd /,
WAN_Emujd
T
e,
-
HFA
FALAAA 2_AP2
MH

Correspondent
Host

10Mbps
'WAN Delay

Router

10Mbps

WAN Delay
Router w/

Highest Foreign Agent

10Mbps
2ms

Access Point w/
Foreign Agent

. IEEE802.11
* Simulation model
. 10Mbps -
N .

MH Mobile
Host

(a) nam screenshot

Figure 8.6.: Simulation setup for SGM-enhanced hierarchical Mobile IP

(b) Logical topology




8.1. Measurement Environment

Router
(MIP Home Agent)

IP1-10.0.0.70 "~ _

IP1 10.0.0.80
IP2 10.0.0.90

[A——

Router

IP1 10.0.0.30
IP2 192.168.30.30
IP2 192.168.40.30

a
i

Correspondent Host
IP1 10.0.0.40

Ethernet Hub
Intel Express 10/100 Stackable Hub

\

\

I |
\
\

Access Point

IP1 192.168.30.10
IP2 192.168.10.10

/
/
/
'
'

h

_l . Access Point
! IP1 192.168.20.20

CeL BNl L LL A L L L

Twisted pair Ethernet (10BaseT)

' 1P2 192.168.40.20

Manageable Ethernet Hub

HP ProCurve 10BT Hub 12M
IP1 192.168.0.69

Mobile Host

IP1 192.168.60.1 (Home address)
IP2 192.168.{10.10 | 20.20} (CoA)

Figure 8.7.: Testbed setup for the reference case basic Mobile IP

129



130

8. Evaluation of the Selected Case Studies

Router
(MIP Home Agent)

_IP17100.0.70~.

WAN Emulator

IP1 10.0.0.80
IP2 10.0.0.90

IP1
P2
P2

Access Point

IP1 192.168.30.10
IP2 192.168.10.10

I
!

Router e
(Highest Foreign Agent)

10.0.0:30
192,168.30.30
192.168.40.30

IO
N

Correspondent Host
IP1 10.0.0.40

Ethernet Hub
Intel Express 10/100 Stackable Hub

Access Point

IP1 192.168.40.20
IP2 192.168.20.20

\

Twisted pair Ethernet (10BaseT)

Manageable Ethernet Hub
HP ProCurve 10BT Hub 12M
IP1 192.168.0.69

Mobile Host

IP1 192.168.60.1 (Home address)
IP2  192.168.50.30 (CoA)

Figure 8.8.: Testbed setup for the reference case hierarchical Mobile IP
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8.2. Performance Results for the Reference Case Basic and
Hierarchical Mobile IP

In this section the handover performance for the reference case basic and hierarchical Mobile TP
is presented. The results are the basis for the performance comparison with the case studies. In
addition, the performance results will be used to validate the simulation results of the case study
MIP-SGM.

8.2.1. Handover Latency

In Fig. 8.9 the handover latency Tho 1., of basic Mobile IP (Fig. 8.9(a)) and hierarchical Mobile IP
(Fig. 8.9(b)) for advertisement-based trigger is drawn. First, the measurement results are given.
Then, the analysis is presented and the numerical results are compared with those from the mea-
surements.

The experiments were conducted using the parameters listed in Tab. 8.1.°

In basic Mobile IP the delay between the mobile host and the home network/correspondent host
has a strong impact on the handover latency. Therefore, in this experiment the round trip time
(RTT) between the mobile host and the correspondent host is varied from 20 ms to 420 ms. This
was achieved by changing the WAN delay parameter in the range from 0 ms to 100 ms in the WAN
emulator in the setup (Fig. 8.7 and 8.8). Since reverse tunneling instead of triangular routing is
applied, an IP packet from the correspondent host to the mobile host is delayed twice by the WAN
emulator (see Fig. 8.7 and 8.8). Hence, for a given value of the WAN emulation parameter Tp.,.,,
the overall RT'T amounts to more than 4 * Th.,,,.

In Fig. 8.9(a) and 8.9(b) the measurement graphs show the mean handover latency for about 230
handovers. For Mobile IP the handover latency grows linearly from about 380 ms to about 570 ms.
For hierarchical Mobile IP the handover latency remains constant at about 360 ms.

In order to validate the measurement results, the handover latency can be decomposed into the
duration to detect the handover Txo poiee: @and to execute the handover Tho mree:

THO_Lat = Tuopetect T THO_Exec (8'1)

For advertisement-based trigger Tiio_peteet can be expressed by

1 2

THO_Detect, lower bound ~ — TAdvert_Lt - = (8'2)
T Advert T Advert
THO_Dctcct, upper bound = — TAdvcrt_Lt + TAdvcrt_Dcfcr,Max + TMov
3
= + TAdvert_Defer,Max + TMov (83)
T Advert
with the following variables:

Thiow Duration of mobile host’s physical movement from one wireless to another [ms]
T advert Advertisement rate [%],
T sdvertic Lifetime of an advertisement; set to —>— [ms],

T Advert
T sivertpeferniae Maximum duration of the advertisement deferral.

5The experiments were conducted for advertisement-based trigger only. Although the Dynamics Mobile IP imple-
mentation [121] provides support for link-layer trigger, its usage requires wireless network interface cards. Since
in the setup the wireless links were replaced by Ethernet, this feature could not be used.
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Notation Value
Traffic type UDP
Direction of traffic flow Downlink
Packet size [Bytes] 1024

Packet burst size [N] 1
Inter-burst time [ms] 10

Mean value of exponential 10

CDT distribution [s]

Offset € [s] 5

Overlap of cells [s] 0

WAN delay [ms] 0,10,20,30,40,50,100
FA Advertisement interval [s] 0.1

FA Advertisement lifetime [s] 0.3
Re-registration interval [s] 10
Registration lifetime [s] 30
Handover initiation policy Advertisement-based trigger
Handover type Horizontal; vertical
Tunnel lifetime [s] 600 s
Tunneling type Reverse tunneling
Foreign agent packet capsulation Enabled (No co-located FA)
Registration error reply interval 10

Test length [min] 60

Table 8.1.: Basic and hierarchical Mobile IP: Measurement parameters

In the Dynamics Mobile IP implementation an advertisement is deferred by a random interval
between 0 and Taavert_pefer,vax

Tho.mxee Tor basic Mobile IP can be expressed by

THO_Exec = 2Tproc,MH + TRegReq,MH ~ra T TProc,FA + TRegReq,FA — HA

JFTPmc,HA + TR,chcpl,HA —~rat TProc,FA + Tchchl,FA — MH (84)

and for hierarchical Mobile IP

Th0Brec = 2TProc,MH + TR,chcq,MH ~LrA T TProc,LFA + TR,chcq,LFA — HFA

+TProc,HFA + TRegRepl,HFA ~Lra T TProc,LFA + TRegRepl,LFA — MH (8-5)

with
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TPmc.,Nade

TRegReq,Node A — Node B

TRegRepl,Node A — Node B

TRegREpl,Nude A — Node B

Duration of message processing in a node, where MH stands for mobile,
host, FA for foreign agent, LFA and HFA for lowest and highest foreign
agent, respectively, and HA for home agent,

Duration for the transmission of a Registration Request message

from Node A to Node B, where Node A or Node B can be FA

(Foreign Agent), LFA (Lowest Foreign Agent), HFA (Highest

Foreign Agent), and HA (Home Agent),

Duration for the transmission of a Registration Reply message

from Node A to Node B, with the same meaning for Node A and

Node B as above,

Duration for the transmission of a Registration Reply message

from Node A to Node B, where Node A and Node B stand for HA,

FA, LFA, HFA, and HA, respectively.

For simplification it is assumed that

T

and

Proc — L Proc,MH — 4L Proc,FA — L Proc,LFA — L Proc,HFA — 4 Proc,HA (86)

TMsg = TAdvcrt = TSolicit
= TchR,cq,MH — FA — Tchchl,FA — MH (87)
= TRegReq,MH — LFA — TRegRepl,LFA — MH
= Tchchl,HFA — LFA — TchR,cq,LFA — HFA (88)

Eq. (8.7) does not include Ty zreprra — 1a a0 Thegrepra — ra- However, both terms can be equated:

TRegReq,FA — HA — TRegRepl,HA — FA (89)

The resulting equations for Tyo1., are summarized in Tab. 8.2. Comparing the measurement

results and numerical

results from the analysis, the 99 % confidence interval of the mean handover

latency is between the lower and upper bound (LB and UB) of the analysis.

Advertisement-based trigger

Basic Mobile IP

LB 5Tpwc + 2Ty + 2T hegneara — na + 7

TAdvert

UB 5TProc + 2Tl\/lsg +2TRegReq,FA — HA +Tl\/lov +TAdverc_Defer,Max + —3

T Advert

Hierarchical Mobile IP LB 5T + 4T, + —2

TAdvert

UB  5T%0c + 4T v + Thiov + Taavert potor ax + 7

TAdvert

Table 8.2.: Basic and hierarchical Mobile IP: Analysis of the handover latency

Fig. 8.10 compares the handover latency of vertical and horizontal handover for a RTT of 120ms
(mean and standard deviation of the handover latency for about 230 handovers). In comparison
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Notation Value

Thisy 1 ms

T Advert 10%

Trroc 1 ms

Tregreqra — ma 2 ms, 22 ms, 52 ms, 102 ms
T'rvtow 90-130 ms

TAdUert.DefeT, Maz 2 ms

Table 8.3.: Basic and hierarchical Mobile IP: Variable settings in the analytical evaluation of the
handover latency

Advertisement-based trigger

Basic LB 207 ms + 2T xeereqra — ua
Mobile IP UB 439 ms + 2Tk ereqra — ua
Hierarchical LB 209 ms
Mobile IP UB 441 ms

Table 8.4.: Basic and hierarchical Mobile IP: Numerical results for the analysis of the handover
latency

700

T T T T T T
Theoretical upper bound —+— Theoretical upper bound —+—
Mean (Measurement) +--x--+ Mean (Measurement) +--x--+

Theoretical lower bound ---¥; Theoretical lower bound ---%:
600

800

700
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500 s

300

Handover latency [ms]
*

Handover latency [ms]
*

100

0 50 100 150 200 250 300 350 400 450 0 50 100 150 200 250 300 350 400 450
RTT between MH and CH [ms] RTT between MH and CH [ms]

(a) Basic Mobile IP (b) Hierarchical Mobile IP

Figure 8.9.: Basic and hierarchical Mobile IP: Handover latency versus RTT between CH and MH
(Advertisement-based trigger)
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to the horizontal handover, the mean handover latency for vertical handover is increased by the
duration for switching off/on the additional ports of the manageable hub in the experimental setup.
The measurement results show that a vertical handover within the access network has no considerable
impact on the handover latency since the observed differences are caused by the experimental setup.

Handover latency [ms]
Mean, standard deviation
&

g

Vertical handover Horizontal handover Vertical handover Horizontal handover

(a) Basic Mobile IP (b) Hierarchical Mobile IP

Figure 8.10.: Basic and hierarchical Mobile IP: Comparison of the handover latency versus RTT be-
tween CH and MH for vertical and horizontal handover (Advertisement-based trigger)

8.2.2. Packet Loss and Duplication

In Fig. 8.11 the packet loss Lo of basic and hierarchical Mobile IP for advertisement-based trigger
is shown. The figures include the results from the measurements and the analysis.

The experiments were conducted using the same parameters as in Tab. 8.1, but with a fixed RTT
between the mobile host and the correspondent host of 100 ms. Also, the offered load was varied
from 1 %2 to 100 £2 (1 to 1002 with a constant packet size of 1 kB). For basic Mobile IP
the measurement graph of Lyo in Fig. 8.11(a) grows linearly up to 39 packets per handover for an
offered load of 100 kBps. For hierarchical Mobile IP (Fig. 8.11(b)) the packet loss increases to about
32 packets for the same offered load. A duplication of packets was not observed (Do = 0).

The theoretical packet loss for a constant data rate can simply be calculated by Eq. (8.10). Using
the numerical results for the handover latency Tyo 1., calculated in Sect. 8.2.1 gives the numerical
results for Lo listed in Tab. 8.5.

Lo = Niostno = Tho ratTpata (8.10)
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Figure 8.11.: Basic and hierarchical Mobile IP: Packet loss versus offered load (Advertisement-based

trigger)
Advertisement-based trigger
Basic LB (0.207 + 2T Regreq ra — HA) * Thata DKES
Mobile IP UB  (0.439 + 2T regreq ra — 1a) * Tpawa DKES
Hierarchical LB 0.209 * 7p,.a pkts
Mobile IP UB 0.441 * rp,,, pkts

Table 8.5.: Basic and hierarchical Mobile IP: Numerical results for the analysis of the packet loss
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8.2.3. Relative TCP Throughput

The relative TCP throughput By, of basic and hierarchical Mobile IP for a short-lived TCP con-
nection with a single handover and a long-lived TCP connection with multiple handovers is shown
in Fig. 8.12 and Fig. 8.13, respectively.

The experiments were conducted with the parameters in Tab. 8.1. In the first experiment with
short-lived TCP connections the duration of a connection was set to 60 s and the RTT was varied
from 30 ms to 230ms. The resulting relative TCP throughput is averaged over 100 measured values
of the TCP throughput.

In the second experiment the handover frequency was varied from 0 (no handover) to about
6 temdever by setting the mean cell dwell time parameter (Tab. 8.1). The RTT between the mobile
host and the correspondent host was set to 130ms and remained constant. In order to observe
the impact of multiple handovers on TCP, where the handover events impact each other, a single
long-lived TCP connection with subsequently executed handover events for each value of the cell
dwell time was observed. The duration of a measurement was adapted to the handover frequency:
For rare handover events the duration of a measurement was increased, i.e. 9 hours for a handover
frequency of 0.6 bendever,

For a short-lived TCP connection of 60 s and a single handover By, of basic Mobile IP reduces
to 0.9 for an advertisement interval of 100 ms and to 0.87 for an advertisement interval of 1s at a
RTT of 430 ms (Fig. 8.12(a)). For hierarchical Mobile IP Bg,, is slightly better than that of basic
Mobile IP.

For a long-lived TCP connection with multiple handovers and advertisement-based trigger (ad-
vertisement interval of 100 ms) the relative TCP throughput of basic Mobile IP reduces to about
0.85 for a handover frequency of 6 **2¢2<t (Fig, 8.13(a)) and for hierarchical Mobile IP to about 0.83
(Fig. 8.13(b)). For an advertisement interval of 1 s the relative TCP throughput of basic Mobile
IP degrades to about 0.32 at 6 i< (Fig. 8.13(a)). With the same advertisement interval the
relative TCP throughput of hierarchical Mobile IP is slightly better and amounts to about 0.35
(Fig. 8.13(b)).

AIZ100mE +x— ] AIZ100mE +x— ]
Al=1s -8 Al=1s -8

S N R T I N
L S I— R S L I [ I

§ - gy

0.6

Relative TCP throughput
Relative TCP throughput

0.4

0 0
0 50 100 150 200 250 300 350 400 450 0 50 100 150 200 250 300 350 400 450

RTT between MH and CH [ms] RTT between MH and CH [ms]

(a) Basic Mobile IP (b) Hierarchical Mobile IP

Figure 8.12.: Basic and hierarchical Mobile IP: Relative TCP throughput versus handover frequency
for a short-lived TCP connection and a single handover (Advertisement-based trigger)
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Figure 8.13.: Basic and hierarchical Mobile IP: Relative TCP throughput versus handover frequency
for a long-lived TCP connection and multiple handovers (Advertisement-based trigger)
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8.3. Performance Results for the Case Study MB-ASM

In this section the handover performance for the case study MB-ASM is evaluated by means of
measurements and analysis. The measurements were conducted in the testbed setup described in
Sect. 8.1.1. The theoretical results of the analysis will be used to validate the measurement results.

8.3.1. Handover Latency

In Fig. 8.17 the handover latency Tiio_1.. oOf soft and predictive horizontal handover for advertisement-
based trigger (Fig. 8.17(a) and 8.17(c)) and link-layer trigger (Fig. 8.17(b) and 8.17(d)) is plotted.
The figures contain measurement results as well as theoretical results. First, the measurement results
are given. Then, the analysis is presented and numerical results from analysis are compared with
the measurement results. The performance of vertical handover is given at the end of the section.

The experiments were conducted using the parameters listed in Tab. 8.6. Similar to the mea-
surement procedure for the reference case Mobile IP, the RTT between the mobile host and the
correspondent host is varied from 20 ms to 420 ms by setting the WAN delay parameter in the WAN
emulator (Fig. 8.1). In Fig. 8.17 each point in the measurement graphs is obtained by averaging the
handover latency over about 230 handovers (see the estimation of the number of handover events for
a measurement duration of 1 hour in Fig. 5.10). The graphs of the measurement in Fig. 8.17(a) —
8.17(d) remain constant over the RTT, it can be concluded that the handover latency is independent
of the round-trip time between the correspondent host and the mobile host. This observation is in
accordance with the expectation: In the multicast handover scheme the rerouting node for handover
is close to the mobile. In the selected setup the rerouting node is directly connected to both access
points. The mean handover latency for soft handover amounts to about 150 ms (link-layer trigger)
and 180 ms (advertisement-based trigger). For predictive handover the measured values are about
120 ms (link-layer trigger) and 270 ms (advertisement-based trigger). In the case of soft handover,
a relatively high number of outliers could be observed. For soft handover with advertisement-based
trigger 90 % of the measured values were smaller than 220 ms (90 % percentile as drawn in Fig.
8.17(a)) and 99 % of the values are below 1 s (99 % percentile, not shown in Fig. 8.17(a)). The
outliers cause a left-skewed distribution of the handover latency and clearly impact the mean value.
The reason of the outliers are specific to the implementation of the used multicast routing demon,
more precisely the interaction between user and kernel space.

In order to validate the measurement results, the handover latency is analyzed. Fig. 8.14 —
8.16 illustrate the analysis of soft handover for advertisement-based trigger — with eager and lazy
detection, respectively — and with link-layer trigger.® The figure depicts events appearing during a
handover in the mobile host and assigns appropriate variables to the fractions of time contributing
to the overall handover latency. While the figure addresses the soft handover case, the illustration
can be used as a basis for the predictive handover case as well.

The handover latency can be decomposed into the duration to detect the handover T _peteer and
to execute the handover Tyo pyec, as shown in Eq. (8.1) for the Mobile IP reference case.

For advertisement-based trigger and soft handover Ty peeer can be expressed as

THO_Dctcct, soft, lower bound — TMOV

— 2
Tho-pesecs, soft, upper vound = 7o + Taton (8.11)

6The dashed circles in the figures point to the differences between the schemes for handover detection.
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Notation Value
Traffic type UDP
Direction of traffic flow Downlink
Packet size [Bytes] 1024
Packet burst size [N] 1
Inter-burst time [ms] 10
Mean value of exponential 10
CDT distribution [s]

Offset € [s] 5
Overlap of cells [s] 0

WAN delay [ms]
MEP Advertisement interval [s]

MEP Advertisement lifetime [s]

Inter-MEP Advertisement interval [s]

Re-registration interval [s]
Registration lifetime [s]
Handover initiation policy

Handover execution policy
Handover type

Paging

Address translation

Test length [min]

0, 50, 100, 200, 400

0.1 (Advertisement-based trigger)

10 (Link-layer trigger)

0.3 (Advertisement-based trigger)

30 (Link-layer trigger)
0.1
10
30
Advertisement-based trigger
link-layer trigger
Soft, predictive
Horizontal, vertical
Off
NAT
60

Table 8.6.: MB-ASM: Measurement parameters

and for advertisement-based trigger and predictive handover

T;

T;

HO_Detect, predictive, lower bound —

HO_Detect, predictive, upper bound —

a2
TAdvert T g,
3
Thaversne + Thviow = + Thtov (8.12)
T Advert

and for link-layer trigger (and both soft and predictive handover)

THO_Dctcct, lower bound

Thov + TPmc,MH + Tsoricie + TProc,MEP + Thavers (813)

THO_Dctcct, upper bound =~ — Thov + TPmc,MH + Tsorieie + TPmc,MEP + Thdvers (8.14)

with the following variables:
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Tioo Duration of mobile host’s physical movement from one wireless cell to another
in the case of non-overlapping cells [ms],

Toroerinr Duration of message processing in the mobile host [ms],

Troensr  Duration of message processing in the MEP [ms],

Tsosicis Duration for the transmission of a MH_Solicitation message,

T ddvert Advertisement rate [ﬂ,

T soeriin Lifetime of an advertisement, set to —2— [ms].

TAdvert

For soft handover Tyo gy 1S given by

THO_Exec, lower bound = 2 TProc,MH + TRegReq + TProc,MEP + TRegRepl (8-15)
THo_Exec, upper bound ~ — TProc,MH + TRegReq + TProc,MEP + TIGMP_Rep + 275y, (8-16)

and for predictive handover by

THO_Exec = 2j—’Proc,MH + TRegReq + TProc,MEP + TRegRepl (817)
with
T rregreq Duration for the transmission of a Registration Request message,
T regrept Duration for the transmission of a Registration Reply message,

Tieur.re, Duration for the transmission of an Unsolicited IGMP Membership Report
message from the MEP to the multicast router,

T Duration for the transmission of a data packet from the multicast router to
the MEP, and from the MEP to the mobile host, respectively.

The lower bound of Tyo k... for soft handover is achieved when the MEP is still subscribed for
the mobile host’s multicast group and the mobile host attempts to register with this MEP. This
case occurs when the access point still holds a registration for the mobile host that had executed a
handover to another access point, and then the mobile host executes a handover back to the former
access point. The upper bound of Ty gye. for soft handover is attained in the case if the MEP
initially subscribes for the mobile host’s multicast group when the mobile host registers.

Assuming that
TProc,MH = L Proc,MEP — TProc (818)

and
TAdvcrt = TSolicit = TR,chcq = TR,chcpl = TPkt = TMsg (819)

yield the equations summarized in Tab. 8.7.

Using the variable settings listed in Tab. 8.8, the theoretical value of Tyo 1., can be calculated.
It is noted that the value of Ticyp.r., depends on the used implementation and may vary among
different operation systems. Although the IGMP specification [55] demands to send an Unsolicited
IGMP Membership Report immediately after the application’s request to subscribe to the multicast
group, many IGMP implementations defer sending an Unsolicited IGMP Membership Report by a
small delay. The purpose of this delay is to avoid bursts of multicast subscription messages when
many applications attempts to join a multicast group at the same time (for example after a power
supply fault). In the Linux operating system installed in the testbed the variable that determines the
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Advertisement-based trigger Link-layer trigger
Soft LB 3Tbr0c + 2Tl\/[sg + Thion 5T b roc + 4Tl\/[sg + Thion
handover
UB  2Tpe + 3Thw + Dot + 72 + AT + 5 s + Thior + Thcaooner
71IC}I\/[l:’_Re])
Predictive LB 3Tvic + 2T, + TAd2 — 5T broc + 4T veg + Thtov
handover
UB  3Tpr0c + 2Tvies + Thion + 7o 5Tpr0c + 4T wes + Thion

Table 8.7.: MB-ASM: Analytical results of the handover latency

deferral (IGMP_Initial_Report_Delay) was set to 1 and a resulting delay of maximum 10 ms between
reception of a Registration Request message to sending of a IGMP Membership Report message was
observed by measurements.” Moreover, the value of Ty, is set to 90 ms and 130 ms (for the lower
and upper bound, respectively). It corresponds with the delay introduced by the method to emulate
a handover: As it was verified by measurements, the duration to switching off/on Ethernet ports
of the manageable hub by means of SNMP takes a duration between 90 ms and 100 ms. Since
two SNMP operations triggered by the mobile host are necessary, the delay was measured between
sending the SNMP Request message of the first SNMP operation and receiving the SNMP Response
message of the second SNMP operation in the mobile host.

Notation Value

10

T Advert

S
TIGMP_Rep 10 ms
T'rtov 90-130 ms
Tt 1 ms
Tproc 1 ms

Table 8.8.: MB-ASM: Variable settings in the analytical evaluation of the handover latency

The numerical results of the analysis of the handover latency are listed in Tab. 8.9. Comparing the
measurement results with the theoretical results, the 99 % confidence interval of the mean Tyo_r.:
lies between the theoretical lower and upper bound attained from the analysis.

Fig. 8.18 compares the handover latency for vertical and horizontal handover (mean with 99 %
confidence interval). The mean handover latency for soft handover is about 130ms and for predictive
handover about 80ms higher than for horizontal handover. The reason for the difference lies rather in
the experimental setup: For vertical handover four SNMP operations are executed for controlling the
ports of the hubs, whereas for horizontal handover only 2 operations are needed. The time needed for
the additional operations is in the magnitude of the increased handover latency for vertical handover.
Hence, it can be stated that for vertical handover the handover latency is not significant higher.

"It is noted that the used version of the Linux operating system had to be modified: Originally, the Linux kernel
version 2.2.18 sets the variable IGMP_Initial_Report_Delay to value of 1 x HZ whereas HZ represents a system-
specific variable. The value of the IGMP_Initial_Report_Delay results in a delay that is uniformly distributed
between 0 and 1s. In subsequent versions (2.2.19 and later) IGMP_Initial_Report_Delay is set to 1. Since Linux
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Advertisement-based trigger Link-layer trigger

Soft handover LB 105 ms 99 ms
UB 345 ms 149 ms
Predictive handover LB 204 ms 100 ms
UB 434 ms 140 ms

Table 8.9.: MB-ASM: Numerical results for the analysis of the handover latency
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Handover latency [ms]
Mean, standard deviation

240 S

100 220
Vertical handover Horizontal handover Vertical handover Horizontal handover

(a) Soft handover (b) Predictive handover

Figure 8.18.: MB-ASM: Comparison of the handover latency versus RTT between CH and MH for
vertical and horizontal handover

8.3.2. Packet Loss and Duplication

In Fig. 8.19 and 8.20 the packet loss L go and the packet duplication Do for advertisement-based
trigger and link-layer trigger are plotted. The figures include the results from the measurements and
the analysis.

The experiments were conducted using the same parameters as in Tab. 8.6, but with a fixed
RTT between the mobile host and the correspondent host of 100 ms. Also, the offered load was
varied from 1 £2 t0 100 ££ (1 to 100222 with a constant packet size of 1 kB). The measurement
graphs in Fig. 8.19(a) and 8.19(b) show the packet loss per handover Lo averaged over about 230
handovers. For soft handover a linear dependence of the packet loss from the offered load exists.
For soft handover with advertisement-based trigger (Fig. 8.19(a)) the packet loss increases up to
16 packets at a load of 100 %, for link layer trigger (Fig. 8.19(b)) to 12 packets. The predictive
handover ensures a reliable packet transport, i.e. no packets are lost.

The measurement results for the number of duplicated packets per handover Dy, versus the
offered load are drawn in Fig. 8.20. For soft handover Dy, equals 0. For predictive handover and
advertisement-based trigger Dy, grows up to offered load of about 80 % (80 22<t= with a constant
packet size of 1 kB) and then decreases slightly (Fig. 8.20(a)). The graph shows a similar behavior
for predictive handover with link-layer trigger (Fig. 8.20(b)), but at a smaller absolute value.

The theoretical packet loss per handover for downlink traffic is determined by the number of
packets that the mobile host could not directly® receive during the handover process (Nypose.no) and
the number of packets that are buffered and forwarded by the new access point to the mobile host
when the mobile host registers with the new access point (Nyopy.1o):

(8.20)

I _ NLosc,Ho - NForw,HO for NLosc,Ho > NForw,H07
HO =1 ¢ else

A negative loss can be regarded as a duplication of packets, however the conditions in Eq. (8.20)

version 2.2.18 had to be used due to other reasons, the value of IGMP_Initial_Report_Delay was fixed to 1.
8Without buffering and forwarding in the new access point.
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Figure 8.19.: MB-ASM: Packet loss versus offered load for soft handover

express that the loss must not be smaller than zero.

NLost,HO can be set to

NLost,Ho = Ldpo_rat"Data (8'21)

with the handover latency T} .. defined in Sect. 8.3.1 and the constant data rate r,,, in (%“ets)

Nriorw o 18 determined by two factors: The buffer size Sp. and the age limit 7 of the forwarding
policy. The buffer size Sg, in bytes bounds the maximum number of packets in the buffer to the
queue length [ = iﬁ:if where sp,, represents the constant packet size in bytes. The buffer is realized
as a First In First Out (FIFO) queue. When a new packet arrives at the buffer with insufficient
space left, the packet at the head of the queue is dropped and the new packet is stored at the tail
of the queue. The age limit 7 restricts the number of forwarded packets when the buffer is flushed —
only those packets are forwarded that have a waiting time in the buffer smaller than 7. Otherwise a
packet is not forwarded and dropped. Hence, the number of forwarded packets per handover Ngo,y no
can be expressed by the number of packets that fill the buffer within the duration 7. If the number
of packets exceeds the maximum number of packets in the buffer, then the number of forwarded
packets is fixed by the buffer size. Ny, no can be expressed by the terms shown in Eq. (8.22).

. T Tbata for I > 7 rpua
Nrorwso = { l for | < 7T rpaa - (8.22)

Buffering and forwarding of packets are used for the predictive handover scheme only. Hence, for
soft handover Ng,,., no equals 0. Consequently, for soft handover Lo can be calculated by

Lo = Thorar Tpata (8.23)

For predictive handover we come up with
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L. — (THO_Lat - T) Tbata for Thwora > T and I > 7 rpu. (8 24)
Ho T406 1as Toata — ! for Tyo pa < TDIj yand | <7 rpgi. '
and
for Thora <7 and I > 7 rpaga
Lyo = { 0 or (8.25)
for Tuoras > # yand 1 <7 rpa -

The handover latency Tyo 1., in Eq. (8.24) and (8.25) can be expressed by the equations found in
the previous section (listed in Tab. 8.9). Using the variable settings in Tab. 8.10 yield the theoretical
results listed in Tab. 8.11.

Notation Value

T 5s
Spug 100 kB
Spre 1 kB

Table 8.10.: MB-ASM: Variable settings in the analytical evaluation of the packet loss and duplica-

tion
Advertisement-based trigger Link-layer trigger
Soft handover LB 0.105 * ... pkts 0.099 * rp... pkts
UB 0.345 * rp,... Pkts 0.149 * rp,... pPkts
Predictive handover LB 0 0
UB 0 0

Table 8.11.: MB-ASM: Numerical results for the analysis of the packet loss

The packet duplication per handover Dye can be easily derived from Eq. (8.20):

_ NForw,Ho - NLost,HO for NForw,Ho > NLost,Hm
Dro = { 0 else. (8.26)
Using Eq. (8.21) and Eq. (8.22) yields for soft handover
Dyo =0 (8.27)

and for predictive handover
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Figure 8.20.: MB-ASM: Packet duplication versus offered load for predictive handover

D — (7' - THO_Lat) Tbata for Thora < Tand ! > 7T rp.. (8 28)
Ho I = Thoras Toata for Tuo_ras > TDlMa and | <7 rpua '
and
for Tyora > 7 and [ > T Tpaa »
Dyo = { 0 or (8.29)
for Tho rae > pr— and [ < 7 rpaa -

The theoretical results for the packet duplication are summarized in Tab. 8.12. In Fig. 8.19 and

8.20 the 99 % confidence interval of the measured mean of Lyo and Dyo is between the lower and
lower bound of the analysis.

Advertisement-based trigger Link-layer trigger
Soft LB 0 0
handover UB 0 0
Predictive LB (4.795 * rpa..) pkts for (rpa.. < 20) (4.795 * rp,..) pkts for (rp.. < 20)
handover (5 —0.305 * 7'papa) Pkts for (rpa. > 20) (5 — 0.305 * 7p...) pkts for (rp.. > 20)
UB (4.795 * rp,..) pkts for (rp.. < 20) (4.795 # rp,..) pkts for (rp.. < 20)

(5= 0.305 * r'paga) Pkts for (rp.. > 20) (5 — 0.305 * 7p,,.) pkts for (rpa. > 20)

Table 8.12.: MB-ASM: Numerical results for the analysis of the packet duplication
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8.3.3. Relative TCP Throughput

The relative TCP throughput By, for a short-lived TCP connection with a single handover (Fig. 8.21)
and for a long-lived TCP connection with multiple handovers (Fig. 8.22) is shown.

The experiments were conducted with the parameters in Tab. 8.6. The first experiment has
examined a short-lived TCP connections with a duration of 60 s and a RTT varied from 30 ms to
230ms. The resulting relative TCP throughput is averaged over 100 values of the TCP throughput.
In the second experiment a long-lived TCP connection was examined whereas the handover frequency
was varied from 0 (no handover) to about 6 292 by setting the mean cell dwell time parameter
(Tab. 8.6). The RTT between the mobile host and the correspondent host was set to 130ms and
remained constant. The duration of a measurement was adapted to the handover frequency: For
rare handover events the duration of a measurement was increased, i.e. 9 hours for a handover
frequency of 0. Reover,

In Fig. 8.21 the relative throughput By, of soft and predictive handover for a short-lived TCP
connection with a single handover and an advertisement interval of 100 ms (Fig. 8.21(a)), 1 s
(Fig. 8.21(b)), and link-layer trigger (Fig. 8.21(c)) is shown. By, declines slightly with the RTT and
is almost the same for soft and predictive handover, except for the case of an advertisement interval
Al = 1 s, where the predictive handover shows a By, reduced by a few percent.

In Fig. 8.22 the relative TCP throughput By, of soft and predictive handover for a long-lived TCP
connection and multiple handover with advertisement-based trigger and link-layer trigger is shown.
For advertisement-based trigger with an advertisement interval of AI = 100 ms (Fig. 8.22(a)) and
for link-layer trigger (Fig. 8.22(c)) Bge is almost the same: By, decreases from 0.97 for 0.6 2endever

to 0.85 for 6 222dever  This can still be regarded as a moderate reduction of the TCP througﬁ;rﬁt.
With AI = 1 s (Fig. 8.22(b)) Bg. degrades: For 6 »*2= the relative TCP throughput of the
soft handover policy amounts to less than 30 % of the TCP throughput without handover. For
predictive handover with an advertisement-based trigger of Al = 1 s (Fig. 8.22(b)) Bg., degrades to
0.57. However, By, is still significantly higher than for soft handover with the same advertisement
interval (Bg., =~ 0.29).

It can be summarized, that for a high handover latency (e.g. caused by a long duration for
handover detection, as in the case of AI = 1 s, and frequent handover the predictive handover
scheme improves the relative TCP throughput. In the case of a short handover latency (as in the
case of AT = 100 ms or link-layer trigger) the TCP throughput is not improved in comparison to
soft handover.

6 handover
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Figure 8.21.: MB-ASM: Relative TCP throughput versus handover frequency for a short-lived TCP
connection and a single handover
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Figure 8.22.: MB-ASM: Relative TCP throughput versus handover frequency for a long-lived TCP
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152



8.4. Performance Results for the Case Study MB-CMAP

8.4. Performance Results for the Case Study MB-CMAP

In this section the handover performance results for the case study MB-CMAP are presented. As in
the previous evaluation of the case study MB-ASM the results were gained by means of measurements
and validated by analysis.

8.4.1. Handover Latency

In Fig. 8.23 the handover latency Tio_.. of hard, soft and predictive horizontal handover for
advertisement-based trigger (Fig. 8.23(a), 8.23(c), and 8.23(e)) and link-layer trigger (Fig. 8.23(b),
8.23(d), and 8.23(f) is drawn.

The measurements were conducted with the same measurement procedure as for the case study
MB-ASM, but with the testbed setup described in Sect. 8.1.2. Also, the parameters of the experi-
ments were the same as listed in Tab. 8.6, except that in the case study MB-CMAP three handover
policies were used (hard, soft, and predictive handover). Moreover, network address translation from
IP unicast to IP multicast addresses was not necessary, and instead SAR were applied.

In Fig. 8.23(a) — 8.23(f) each point in the measurement graphs represents the mean value of the
handover latency for about 230 handovers. As expected, the handover latency is independent of the
round-trip time between the correspondent host and the mobile host. The mean handover latency
of soft handover amounts to about 200 ms (link-layer trigger) and 500 ms (advertisement-based
trigger). For predictive handover, the measured values are about 150 ms (link-layer trigger) and
500 ms (advertisement-based trigger).

In order to compare and validate the measurement results with theoretical values, the handover
latency Tyo.r.. can be calculated with the same method used for the case study MB-ASM as de-
scribed in Sect. 8.3.1. Since the latency to detect the handover Tyo petee: 18 independent of the used
multicast type, Tho peree: CaN be expressed by the same equations as for the case study MB-ASM for
advertisement-based trigger (Eq. (8.11) and (8.12)) link-layer trigger (Eq. (8.13)), respectively. The
handover latency of the execution Tyo gy Of predictive handover can be written as

THo_Exec, predictive — 2 TProc,MH + TRegReq + TProc,MEP + TRegRepl (8-30)
Tyo.mxee for hard and soft handover can be determined by Eq. (8.31).
THO_Exec = 2TProc,MH + TRegReq + TProc,MEP + TCMAP_MC + 2TPkt (831)

In Eq. (8.31) Tomapuc represents the duration of time needed for the execution of the particular
CMAP multicast operations contributing to the handover latency. Tcoyap.mc for hard handover is
given by Eq. (8.32)

TCMAP_MC, hard — TTracc_Call + TChangc_Owncr + TDrop_Ep + TAdd_Ep (8.32)
and for soft handover by Eq. (8.33)

TCMAP_MC, soft — TTracc_Call + TAdd_Ep (833)

The variables in Eq. (8.32) and (8.33) stand for the duration of time it takes to send and receive a
CMAP Trace_Call Request and Response message (Tracecan); @ CMAP Change_Owner Request and
Response message (Tenange.owner)s &8 CMAP Drop_Ep Request and Response message (T'n,op.rp), and a
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Add_Ep Request and Response message (Taaq ), respectively. All variables include the processing
in the switch controller and the invocation of other protocol entities in the switch controller.

Unlike in the case study MB-ASM it is not distinguished between lower and upper bounds for
Tho.rxee i the case study MB-CMAP. In MB-ASM the lower bound of Ty gy 18 attained when
the new access point is still subscribed for the mobile host’s multicast group and the mobile host
entry has not timed out yet. This situation cannot occur in the case study MB-CMAP since the
old access point is actively dropped from the multicast distribution tree by the new access point.
This functionality is termed third party signalling and is a feature of the CMAP/CMNP multicast
protocol.

Again, it is assumed that

TProc,MH = L Proc,MEP — TProc (834)

and
TAdvcrt = TSolicit = TR,chcq = TR,chcpl = TPkt = TMsg (835)

It is noted that the CMAP-specific operations cannot be replaced by T5... as in Eq.(8.34) since their
processing time is expected to be much higher.

The equations for the calculation of the handover latency Tyo_1.. are summarized in Tab. 8.13.
The variables are set to the values listed in Tab. 8.14. It is noted that the CMAP operations
Change_Owner, Drop_Ep, and Add_Ep incorporate actions of underlying protocol entities belonging
to the CMAP protocol stack, such as CMNP and NCCP. The duration of time needed for these
actions, including the inter-process communication, contribute directly to the overall duration needed
for the CMAP operations. The variable settings for the CMAP operations are typical values based
on measurements. Details of these measurement results can be found in [14]. The numerical results
for the analysis of the handover latency as listed in Tab. 8.15.

Advertisement-based trigger Link-layer trigger
Hard LB 3T proc + STI\/[sg + TAdQ‘,ert + Trvacecan + T proe + 5Tl\/lsg + Doy + Trvace.can +
handover TChange_Owner + TDrop_Ep + 1 adgaep TC]]ange_Owner + TDrop_Ep + TAdd_Ep

UB  3Tpre + 3Twee + Triow + 7o+ 5Tproe + 5T + Tatow + Trvacecan +

T Advert
TTracc_Call + TChangc_Owncr + TDrop_Ep + TChangc_Owncr + TDrop_Ep + TAdd_Ep

TAdd_Ep
Soft LB 3T proc + STI\/[sg + ﬁ + Trvace.can + T proe + 5Tl\/lsg + Doy + Trvace.can +
handover Thaap Thaarp
UB  3Tpe + 3Thes + Tatov + 5o+ 5Tpue + 5Ty + Thiow + Treacecan +
TTrace_Call + TAdd_Ep TAdd_Ep
Predictive LB 3Tviec + 2T, + TAd2 — 5T broc + 4T veg + Thtov
handover
UB  3Troe + 2T + Taior + 7 5Tpr0c + 4T1eg + Thion

T Advert

Table 8.13.: MB-CMAP: Analytical results of the handover latency

Fig. 8.24 compares the handover latency for vertical and horizontal handover (mean with 99 %
confidence interval). Similar to the vertical handover in MB-ASM (Sect. 8.3.1) the mean handover
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Figure 8.23.: MB-CMAP: Handover latency versus RTT between CH and MH
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Variable

Value

T Advert

Taadeps Torop-mp, Tchange.owner

Triow
T'risq

T'rrace-catts Trace.Ep

TPm(.

10

3S ms

90 — 130 ms
1 ms

2 ms

1 ms

Table 8.14.: MB-CMAP: Variable settings in the analytical evaluation of the handover latency

Advertisement-based trigger Link-layer trigger

Hard handover LB 217 ms 111 ms
UB 447 ms 151 ms
Soft handover LB 111 ms 105 ms
UB 341 ms 145 ms
Predictive handover LB 205 ms 99 ms
UB 435 ms 139 ms

Table 8.15.: MB-CMAP: Numerical results for the analysis of the handover latency

latency for vertical handover is higher than for horizontal handover. Again, this is caused by the
different method to trigger the handover in the experimental setup: The additional latency for
vertical handover corresponds approximately with the duration to switch on/off the additional ports

for the vertical handover.

In Fig. 8.23 the 99% confidence intervals of the mean handover latency Tyop.. is between the
theoretical lower and upper bound attained from analysis.
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Figure 8.24.: MB-CMAP: Comparison of the handover latency versus RTT between CH and MH for
vertical and horizontal handover
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8.4.2. Packet Loss and Duplication

In Fig. 8.25 the packet loss Lyo and the packet duplication Dpgo of hard, soft, and predictive
handover for advertisement-based trigger and link-layer trigger are plotted. The figures include the
results from the measurements and the analysis.

For the experiments the same measurement procedure as in the case study MB-ASM was applied.
For hard and soft handover with advertisement-based trigger the measurement graphs of Lo in
Fig. 8.25 show a linear growing Lo up to about 26 packets (hard handover) and 14 packets (soft
handover) for an offered load of 100 kBps. For link-layer trigger Lo amounts to 11 packets at the
same offered load. For hard and soft handover no packet duplication was observed (Dgo = 0).

For predictive handover Ly is 0 for both, advertisement-based and link-layer trigger. As seen
in Fig. 8.25 Dpyo linearly grows up to a maximum of about 90 packets at a load of 20 kBps and
decreases slightly at higher loads.

For the analysis of the packet loss and packet duplication, the equations derived in the case study
MB-ASM (Eq. (8.20) — (8.29)) can be used. The results are listed in Tab. 8.16 and 8.17.

Advertisement-based trigger Link-layer trigger

Hard handover LB 0.217 * rp... pkts 0.111 * rp,... pkts
UB 0.447 * rp,.. pkts 0.151 * rp.. pkts
Soft handover LB 0.111 * rp.. pkts 0.105 * 7p.. pkts
UB 0.341 * rp,... pkts 0.145 * rp,... pPkts
Predictive handover LB 0 0
UB 0 0

Table 8.16.: MB-CMAP: Numerical results for the analysis of the packet loss

Advertisement-based trigger Link-layer trigger
Hard LB 0 0
handover UB 0 0
Soft LB 0 0
handover UB 0 0
Predictive LB (4.795 # rpa.) Pkts for (rp... < 20) (4.901 # rp,.) pkts for (rp.. < 20)
handover (5 —0.205 * rpa.) pkts for (rpa. > 20) (5 —0.099 * 7p,..) pkts for (rp.. > 20)
UB (4.565 * T'pats ) Pkts for (rpa.. < 20) (4.861 % 7', ) Pts for (rpa. < 20)

(5 —0.435 * 1p,.. ) Pkts for (rpa. > 20) (5 —0.139 * 7p,..) pkts for (rp.. > 20)

Table 8.17.: MB-CMAP: Numerical results for the analysis of the packet duplication
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Figure 8.25.: MB-CMAP: Packet loss versus offered load for soft handover
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Figure 8.26.: MB-CMAP: Packet duplication versus offered load for predictive handover

8.4.3. Relative TCP Throughput

The relative TCP throughput By, of a short-lived TCP connection with a single handover and for
a long-lived TCP connection with multiple handover for advertisement-based trigger and link-layer
trigger is shown in Fig. 8.27 and Fig. 8.28, respectively. The parameters are the same as described
for the case study MB-ASM (Sect. 8.3.3).

The experiments with a short-lived TCP connection and a single handover show a very similar
behavior for advertisement-based handover with an advertisement-interval of 100ms and link-layer
trigger for hard, soft, and predictive handover in Fig. 8.27(a) and Fig. 8.27(c): Bg., decreases slightly
to about 95 %. For advertisement-based trigger with an advertisement interval of Al = 1 s the soft
handover has a better performance than predictive (93 %) and hard handover (90 %).

For a long-lived TCP connection with multiple handover the measurement graphs show a very simi-
lar Bg,, for hard and soft handover: For both advertisement-based trigger (AT = 100 ms, Fig. 8.28(a))
and link-layer trigger (Fig. 8.28(c)) Br. decreases linearly to By, ~ 0.83 at about GM

With an advertisement-based trigger of AT = 1 s (Fig. 8.28(b)) Bgr. degrades: BRel of the hard
handover policy is reduced to = 0.45 at a handover frequency of 62224 The predictive handover
scheme improves By, of hard handover considerably (0.62 at 6 M) but the soft handover policy
achieves a relative TCP throughput of 0.77.
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Figure 8.27.: MB-CMAP: Relative TCP throughput versus handover frequency for a short-lived TCP
connection and a single handover
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Figure 8.28.: MB-CMAP: Relative TCP throughput versus handover frequency for a long-lived TCP
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8.5. Performance Results for the Case Study MIP-SGM

In this section the handover performance results for the case study MIP-SGM are presented. A
subset of the simulation model was verified by comparing the simulation results with measurement
results of basic Mobile IP and hierarchical Mobile IP (see Appendix B). In addition, the simulation
results are validated by means of analysis.

8.5.1. Handover Latency

In Fig. 8.29 the handover latency Tyio 1., of soft handover for advertisement-based trigger (Fig. 8.29(a)
and 8.29(c)) and for link-layer trigger (Fig. 8.29(b) and 8.29(d)) is shown.

The results are gained by experiments in the simulation setup described in Sect. 8.1.3. It is worth
noting that in the simulation setup a model of a wireless LAN (IEEE 02.11) is used whereas in the
measurement setup for basic and hierarchical Mobile IP the wireless links were replaced by Ethernet.
Tab. 8.18 lists the simulation parameters. In order to have a comparable evaluation environment for
simulation and measurements a cell gap parameter Tab. 8.18 is introduced. This parameter considers
the duration of time that is introduced by the method to trigger a handover in the measurement
setup, where a handover is triggered by means of SNMP-controlled switching of Ethernet ports in a
hub.

Notation Value

Traffic type UDP

Direction of traffic flow Downlink

Packet size [Bytes] 1024

Packet burst size [N] 1

Inter burst time [ms] 10

Mean value of exponential 10

CDT distribution [s]

Offset € [s] 5

Cell gap [ms] 100 ms (Non-overlapping cells)
WAN delay [ms] 0, 10,20,30,40,50,100
FA Advertisement interval [s] 0.1

FA Advertisement lifetime [s] 0.3
Re-registration interval [s] 10
Registration lifetime [s] 30

Handover initiation policy Advertisement-based trigger
Handover type Horizontal, vertical
Tunnel lifetime [s] 600s

Tunneling type Reverse tunneling
Foreign agent packet capsulation Enabled (No co-located FA)
Test length [min] 60

Table 8.18.: MIP-SGM: Simulation parameters

The simulation results are validated by analysis as follows: Using advertisement-based handover
trigger, the mobile host sends a simultaneous binding when it receives an advertisement from a
new foreign agent. In contrast, in basic and hierarchical Mobile IP a registration is sent when
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the advertisement lifetime of the old foreign agent expires. Hence, for advertisement-based trigger
Tho petect 1S given by

THO_Detect, lower bound TMov (8.36)
1
+ TAdvert_Defer,Max (8'37)

HO._Detect, upper bound  — TMov +
T Advert

with the following variables:

Throw Duration of mobile host’s physical movement from one wireless to another
in the case of non-overlapping cells [ms],
T ddvert Advertisement rate [%],

T sivertpeferniae Maximum duration of advertisement deferral.

For link-layer trigger Tho_petect 1S

THO_Dctcct, lower bound  — THO_Dctcct, upper bound (8-38)

Tuior + Toroe v + Tisonicis + Toroemmp + Tadvert (8.39)

Tho.mxee Tor SGM-enhanced basic Mobile IP can be expressed by

Th0prec = 2TProc,MH + Tchch,MH N TProc,FA + Tchch,FA — HA

+Tproc,HA + TRegRepl,HA ~ra T TProc,FA + TRegRepl,FA — MH (8-40)

and for SGM-enhanced hierarchical Mobile IP

THO_Exec — 21—’1:’1"00,1\/IH + TRegReq,I\/IH — LFA + TProc,LFA + TRegReq,LFA — HFA
+TProc,HFA + TR,ochpl,HFA —1ra T TPmc,LFA + TR,chcpl,LFA — MH (841)
with
T oroc. Node Duration of message processing in a node, where MH stands for mobile,

host, FA for foreign agent, LFA and HFA for lowest and highest foreign
agent, respectively, and HA for home agent,

T regreqnode s — note s Duration for the transmission of a Registration Request message
from Node A to Node B, where Node A or Node B can be FA
(Foreign Agent), LFA (Lowest Foreign Agent), HFA (Highest
Foreign Agent), and HA (Home Agent),

T regrepinode 4 — note s Duration for the transmission of a Registration Reply message
from Node A to Node B, with the same meaning for Node A and
Node B as above,

T reorepinode 4 — note 8 Duration for the transmission of a Registration Reply message
from Node A to Node B, where Node A and Node B stand for HA,
FA, LFA, HFA, and HA, respectively.
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Similar to the previous analysis it is assumed that

and

T

Proc — TProc,MH = 4L proc,FA = L Proc,LFA — L Proc,HFA — 4 Proc,HA (842)
TMsg TAdvcrt = TSolicit
= TRegreami — FA = L Regrepl,Fa — Mu (8.43)
= TRegReq,MH — LFA — TRegRepl,LFA — MH
= Tchchl,HFA — LFA — Tchch,LFA — HFA (844)

Eq. (8.43) does not include Tyeznepra — na A0 Thegrepriia — ra- However, both terms can be equated:

TRegReq,FA — HA =

TRegRepl,HA — FA

(8.45)

The equations for the overall handover latency Tyo 1., are summarized in Tab. 8.19.

Advertisement-based trigger

Link-layer trigger

Basic LB T pro0e + 2TMsg + 2TchR,cq,FA Cuat o Taoe +TTproe + 4TMsg + 2TR,chcq,FA . HA

MIP-SGM  UB  5Ti.. + 2Ta + 2Themears s + Towe  + TTone  +  ATu  +
Thiov + Tagvert.peter Max + TAdl : 2T regreq,ra — na T TadvertDeter,Max

Hierarchical LB 775, + 6Ty + Thiov Thiov + TTproe + 6T

MIP-SGM  UB  5Tb0c +4T s+ Trtor +Tadverseterstax T Tator + TToroc + 6T sy + Tadvert_peter,Max

1
T Advert

Table 8.19.: MIP-SGM: Analytical results of the handover latency

Notation Value

Tvisq 1 ms

T Advert 1_50

T'rroc 1 ms

Tregreqra — ma 2 ms, 22 ms, 52 ms, 102 ms
Trion 100 ms

TAdvcv't-Dcfcr,Muz 2 ms

Table 8.20.: MIP-SGM: Variable settings in the analytical evaluation of the handover latency
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Advertisement-based trigger link-layer trigger

Basic LB 107 ms + 2T Reqreqra — ua 111 ms + 2T ). greqra — 1A
MIP-SGM UB 209 ms + 27T kesreq.ra — HA 113 ms + 2T kezreq.ra — HA
Hierarchical LB 109 ms 113 ms
MIP-SGM UB 211 ms 115 ms

Handover latency [ms]

Handover latency [ms]

Table 8.21.: MIP-SGM: Numerical results for the analysis of the handover latency
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Figure 8.29.: MIP-SGM: Handover latency versus RTT between CH and MH
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8.5.2. Packet Loss and Duplication

In Fig. 8.30 the packet loss Lo of basic and hierarchical MIP-SGM for advertisement-based trigger
(Fig. 8.30(a) and 8.30(c)) and link-layer trigger (Fig. 8.30(b) and 8.30(d)) is shown. The figures
include the results from the simulation and the analysis. The same simulation parameter as in
Tab. 8.18 were used, except that the offered load was varied from 1 kBps to 100 kBps by modifying
the inter-packet time at a constant packet size of 1 kBps. The RTT between the mobile host and
the correspondent host was set to about 120 ms.

For MIP-SGM with basic Mobile IP the measurement graph of Lyo in Fig. 8.30(a) grows linearly
up to 22 packets per handover for an offered load of 100 kBps. For link-layer trigger L o amounts
to about 20 packets at an offered load of 100 kBps. For MIP-SGM based on hierarchical Mobile
IP (Fig. 8.11(b) and 8.30(d)) the packet loss increases to about 17 packets for advertisement-based
trigger and to about 12 packets for link-layer trigger at the same offered load. In all simulated
scenarios no duplicated packets were observed (Dpo = 0).

The theoretical packet loss for a constant data rate can simply be calculated by Eq. (8.46). Using
the numerical results for the handover latency Tyo.1... calculated in Sect. 8.2.1 gives the theoretical
results for Lo listed in Tab. 8.22.

Lyo = NLost,HO = Tho ratTpata (846)
Advertisement-based trigger Link-layer trigger
Basic LB (0.107 4 2T regreq.ra — 1a) * Tpaca PKES  (0.111 4 2T hegneq pa — 1a) * Tpata DKES
MIP-SGM UB  (0.209 4 2T pegreq.ra — 1a) * Tpaca PKES  (0.113 4+ 2T hegreq ra — 1a) * Tpata DKES
Hierarchical LB 0.109 * 7p..a pkts 0.113 * 7p.ca pkts
MIP-SGM UB 0.211 * 7p.ea pkts 0.115 * 7p.ca pkts

Table 8.22.: MIP-SGM: Numerical results for the analysis of the packet loss

8.5.3. Relative TCP Throughput

The relative TCP throughput Bg,, of basic and hierarchical MIP-SGM for a short-lived TCP con-
nection with a single handover and a long-lived TCP connection with multiple handovers is shown
in Fig. 8.31 and 8.32, respectively.

The parameters are the same as described for the case study MB-ASM and MB-CMAP (Sect. 8.3.3)
and 8.4.3).

Regarding the experiments with a short-lived TCP connection and a single handover, Bg,, is re-
duced moderately to about 0.9 for SGM-enhanced basic and hierarchical Mobile IP for advertisement-
based trigger (Fig. 8.31(a) and 8.31(c)) and link-layer trigger (Fig. 8.31(b) and 8.31(d)), whereas
By, for SGM-enhanced basic Mobile IP is slightly better than for SGM-enhanced hierarchical Mobile
1P.

Regarding the experiments with a long-lived TCP connection and multiple handover, By, is
reduced to about 0.9 at a handover frequency of 62292t for SGM-enhanced basic and hierarchical
Mobile IP for advertisement-based trigger (advertisement interval 100 ms) and link-layer trigger.
For an advertisement interval of 1 s the By, degrades to about 0.67 for SGM-enhanced basic Mobile
IP and 0.62 for SGM-enhanced hierarchical Mobile IP at a handover frequency of 62222,
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Figure 8.30.: MIP-SGM: Packet loss versus offered load
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8.6. Performance Comparison of the Case Studies and the
Reference Case

Regarding the handover latency Tyo_.., Fig. 8.33 and 8.34 show that the handover latency Tho_pa:
for the multicast-based schemes remains constant over the RTT, whereas the handover latency
for basic Mobile IP increases linearly. The handover latency of hierarchical Mobile IP shows the
same behavior as the multicast-based schemes, however, Tyor., of the multicast-based schemes
is even smaller: For advertisement-based trigger Tyo_r., of MB-CMAP (hard handover), MB-ASM
(predictive handover), and MB-CMAP (predictive handover) is by 70 ms smaller than for hierarchical
Mobile IP. The handover latency for MB-CMAP and MB-ASM with soft handover is about 150 ms
smaller than for hierarchical Mobile IP. The handover latency can be decreased to less than 150 ms
for MB-ASM and MB-CMAP by means of link-layer trigger (Fig. 8.33(b) and 8.34(b)). Comparing
the case studies MB-CMAP and MB-ASM, it can be seen that the MB-CMAP has a slightly lower
handover latency for soft handover.

Considering the packet loss for UDP traffic (Fig. 8.35(a)), the basic Mobile IP has the highest
packet loss with about 38 packet per handover whereas the packet loss is decreased to about 25
packets for hierarchical Mobile IP. Soft handover of MB-ASM and MB-CMAP decreases the packet
loss to less than the half (about 15 packets). For the predictive handover of MB-ASM and MB-
CMAP no packet loss was observed (not shown in Fig. 8.35).

The packet duplication for the predictive handover policy of MB-ASM and MB-CMAP is drawn
in Fig. 8.36. For basic and hierarchical Mobile IP no packet duplication was observed; whereas the
curves for the predictive policy of both MB-ASM and MB-CMAP show the typical behavior with a
steep rise and a shallow slope as explained in Sect. 8.3.2 and 8.4.2. Both curves in Fig. 8.36(a) and
8.36(b) are nearly identical, expect that the inflection point of the curve for MB-CMAP predictive
handover is sharper than for MB-ASM predictive handover.

Comparing the results of the relative throughput By, for a short-lived TCP connection with a
single handover during the ongoing TCP connections the following statements can be made: For
advertisement-based trigger (AT = 100 ms) By, of the multicast-based schemes and basic and hierar-
chical Mobile IP is almost identical. (Fig. 8.37(a) and 8.38(a)). For advertisement-based trigger (Al
= 18) Bgra is reduced to about 0.95 for the soft handover policy of MB-ASM and the hard and soft
handover policies of MB-CMAP (Fig. 8.37(b)), whereas Bg,, is about 0.9 for basic and hierarchical
Mobile IP. In comparison with the advertisement interval of 100 ms, the higher latency for handover
detection caused by the larger advertisement interval is nearly compensated by the soft handover
policy of MB-ASM and MB-CMAP. For predictive handover (MB-CMAP and MB-ASM) By, is
improved in comparison with basic and hierarchical Mobile IP (Fig. 8.38(b)). However, there is no
significant improvement in comparison with MB-ASM and MB-CMAP soft handover. For link-layer
trigger in comparison with an advertisement-based trigger with Al = 100 ms no improvement is
observed.

Considering long-lived TCP connections with multiple subsequent handovers it can be stated
that with an advertisement interval of 100 ms the soft and hard handover policy of MB-ASM
and MB-CMAP have comparable performance in comparison to basic and hierarchical Mobile
IP. (Fig. 8.40(a)) The predictive handover policy of MB-CMAP slightly improves By, of basic
and hierarchical Mobile IP, whereas predictive handover of MB-ASM shows similar performance
(Fig. 8.41(a)). With an advertisement interval of 1s the soft handover policy of MB-ASM and
MB-CMAP considerably improves By, (Fig. 8.40(b)). The predictive handover policy of MB-ASM
and MB-CMAP improves By, (Fig. 8.41(b)). The improvement is, however, smaller than the im-
provement of the soft handover policy of MB-ASM and MB-CMAP. The usage of link-layer trigger
improves the TCP throughput slightly.
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Figure 8.33.: Comparison of the case studies and the reference case: Handover latency versus RTT
between CH and MH for hard and soft handover (Measurements with 99 % confidence)
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Figure 8.34.: Comparison of the case studies and the reference case: Handover latency versus RTT
between CH and MH for predictive handover (Measurements with 99 % confidence)
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Figure 8.35.: Comparison of the case studies and the reference case: Packet loss versus offered load
(Measurements with 99 % confidence)
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Figure 8.36.: Comparison of the case studies and the reference case: Packet duplication versus offered
load (Measurements with 99 % confidence)
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Figure 8.37.: Comparison of the case studies and the reference case: Relative TCP throughput
versus handover frequency for a short-lived TCP connection and a single handover for
hard and soft handover with advertisement-based trigger (Measurements with 99 %
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Figure 8.39.: Comparison of the case studies: Relative TCP throughput versus handover frequency
for a short-lived TCP connection and a single handover for hard, soft and predictive
handover with link-layer trigger (Measurements)
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Figure 8.42.: Comparison of the case studies: Relative TCP throughput versus handover frequency
for a long-lived TCP connection and multiple handovers for hard, soft, and predictive
handover with link-layer trigger (Measurements)

The following figures compare the case study MIP-SGM with the reference case basic and hierar-
chical MIP. With respect to the measurement results, the simulation model gives a more optimistic
estimation of the handover performance than the measurement model. This is described in Ap-
pendix B where the simulation and measurement results of basic and hierarchical Mobile IP are
compared.

Fig. 8.43 shows that the handover latency of SGM-enhanced basic Mobile IP and SGM-enhanced
hierarchical Mobile IP is reduced by about 100 ms relative to basic and hierarchical Mobile IP. This
reduced handover latency corresponds directly with reduced losses as shown in Fig. 8.44, where at
an offered load of 100 kBps the packet loss of MIP-SGM is about 10 packet smaller than of the
reference case.

Considering the TCP throughput of a short-lived TCP connection with a single handover, Bg,, is
almost identical for advertisement-based trigger with an advertisement interval of 100 ms (Fig. 8.45(a)),
except for a very high RTT between the mobile and correspondent host (e.g. =~ 450 ms). For an ad-
vertisement interval of 1 s, the SGM-enhanced schemes improves the TCP throughput considerably
(between 5 % and 10 %, Fig. 8.45(b)). Taking into account that multiple handovers impact each
other, then the TCP throughput of basic and hierarchical Mobile IP degrades. The SGM-enhanced
schemes improve the TCP throughput by about 20 % (SGM-enhanced basic Mobile IP) and 25 %
(SGM-enhanced hierarchical Mobile IP).
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Figure 8.45.: Comparison of the case study MIP-SGM with the reference case: Relative TCP
throughput versus handover frequency for a short-lived TCP connection and a sin-
gle handover with advertisement-based trigger (Simulation with 99 % confidence)
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Figure 8.46.: Comparison of the case study MIP-SGM with the reference case: Relative TCP
throughput versus handover frequency for a long-lived TCP connection and multiple
handovers with advertisement-based trigger (Simulation)
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8.7. Scalability

In this section scalability issues for the selected case studies are discussed. Two main scalability
concerns can be identified: The first concern is the scalability with the number of mobile hosts. The
second concern is about routers that interconnect an access network with the internet and represent
a concentration point of state information as well as signaling and data traffic.

Address allocation, the amount of multicast state and if signaling are aspects that potentially
limit the scalability.

Address allocation. A well-known limitation of the IP ASM service model is the number of available
multicast addresses in IP version 4 and the need for global address allocation. Using the
ASM model, overall less than 300 million class D IP addresses are available which limits the
provisioning of a global multicast service. For allocation of a global address, several approaches
exist (see Sect. 3.2.1), however, the SSM model leverages the address allocation problem by
identifying a multicast group by a source address and a receiver group address (channel).
In the case studies MB-ASM and MB-SSM the multicast addresses have to be allocated in
a particular access network. Therefore, for address allocation a local procedure is used and
the multicast address assigned to a mobile host is locally scoped within the access network.
Consequently, the multicast packets remain in the access network and are not forwarded out of
the access network. Due to the usage of multicast in the access network, the address allocation
problem is solved for these case studies. In the case study MB-CMAP, the call id is allocated
by means of local mechanisms as well. In the case study MIP-SGM, a mobile host is assigned
a unicast address, and hence, no multicast addresses at all need to be allocated.

Multicast state. Unlike unicast routing, the routing of multicast packets in IP networks does not
rely on aggregated routing: Every multicast group has a separate entry in the forwarding table
of every router along the path. Since the multicast addresses are topologically independent,
they cannot be mapped to the hierarchical design of the Internet. The usage of the same
mechanisms for aggregated routing as for unicast routing is not possible.? In order to estimate
the amount of multicast state per multicast router, it can be assessed first that a multicast
group is created per mobile host. Then, it can be stated, that the routing state for explicit-join
multicast routing protocols as used for the case studies MB-ASM scales with O(R) (see also
Tab. 3.1), whereas broadcast and prune multicast routing protocols scales with O(SzR). In
the case studies MB-ASM, MB-SSM, and MB-CMAP the state information in a network node
grows linearly with the number of mobile hosts in the network. The state information exists
in every router along the path from the gateway to the mobile hosts. Considering the case
study MIP-SGM, the routing state is part of the unicast routing table: In the foreign and
home agents the routing entries determine tunnel endpoints and result in per-mobile entries
in the routers executing an foreign or home agent.

Signaling overhead. Signaling costs are defined as the product of weighted hops signaling messages

and the signaling rate:

Signaling costs = Weighted hops * Signaling messages * Rate

The signaling costs reflect the consumption of communication bandwidth and their processing
in the network, as well as the consumption of battery power in the mobile hosts. The signaling
costs for the reference case and the case studies are analyzed in Appendix C using the simple

9Nevertheless, aggregation of multicast routing state is the subject of ongoing research efforts, e.g. [79, 153]
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network model described in Sect. 5.2.3. The signaling costs of the case studies are increased in
comparison to the reference case basic and hierarchical Mobile IP. A detailed analysis of the
signaling overhead for a particular topology of an access network can be found in Appendix C.
The signaling overhead as well as the amount of multicast state in the routers can be reduced
by the support of idle connectivity of mobile hosts and paging.

The costs of the idle connectivity is a deferred delivery of packets of newly established data
streams generated by a correspondent host. In an experiment, this delay was measured by
sending single ICMP echo requests to a mobile host in the inactive state. The duration between
sending the first ICMP echo request and receiving the corresponding ICMP echo reply gives
the round trip time including the paging delay. For the case study MB-ASM an interesting
behavior could be observed: The mean paging delay of 100 observations amounts to about 1.2
seconds with a standard variation of about 0.5 seconds. The histogram for the paging latency
is depicted in Fig. 8.47 and shows peaks at multiples of 0.5 seconds. The reason for this shape
is the polling algorithm to notify the multicast forwarding cache of a successfully resolved
multicast entry. In detail, after the paging request was sent and the paging daemon has received
a paging update, the entry in the multicast forwarding cache is marked as unresolved.!? This
triggers a cache miss report to the multicast routing daemon. The multicast routing daemon is
polled until the routing entry for the corresponding mobile host could be resolved. The polling
interval is set to 0.5 seconds by the used Linux kernel. This is a reasonable value taking into
consideration that the polling is done per multicast group and the number of mobile hosts can
be high. It is well-known that polling is an inefficient mechanism and alternative mechanisms
would likely give better results. Nevertheless, the polling mechanism has been used since it
requires only minimal changes in the multicast routing demon and kernel support itself. The
high delay opens some potential for improvement. However, the paging latency applies to the
first packet(s) of a newly established data stream only. For most applications, this paging
delay is acceptable.

Histogram
°
©

0 0.5 1 15 2 25 3
Paging latency [s]

Figure 8.47.: MB-ASM: Histogram for the RTT of an ICMP echo request/reply including the paging

delay

10This is the usual mechanism to resolve a multicast routing entry which is not in the routing cache.
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8.8. Summary of the Evaluation

In this chapter the selected approaches were evaluated and their performance compared. For exper-
imental investigation a common evaluation environment was designed that has allowed an exami-
nation of all schemes under comparable experimental conditions. After describing the experimental
setup for each case study, a set of experiments were conducted, the performance results presented
and analytically validated. Considering the performance results, the following conclusion can be
drawn.

The case study MB-ASM offers a soft and a predictive handover policy. In combination with
advertisement-based handover trigger, the soft handover policy reduces the service interruption of
the basic Mobile IP by more than 200 ms (by about 400 ms in the case of very high RTT between the
mobile host and the correspondent host/home agent) and of the hierarchical Mobile IP by 200 ms.
The packet loss for UDP traffic corresponds directly with the service interruption and is reduced
accordingly to about 15 packets at an offered load of 100kBps, whereas under the same experimental
conditions with basic and hierarchical Mobile IP more than double of the packet loss was observed.
The predictive policy provides a lossless handover for UDP traffic, i.e. in the investigated scenario
with even non-overlapping cells packet loss was completely avoided. As a tradeoff, the handover
latency of the predictive handovers policy is higher than for soft handover, but still by more than
50 ms smaller than for hierarchical Mobile IP. Also, the predictive handover causes a considerable
packet duplication for UDP traffic (maximum 80 duplicated packets in the investigated scenario).
Since these packets are sent over the wireless link, the duplication of packets can be regarded as a
serious drawback. Nevertheless, the proposed solution offers space for optimization to reduce the
overhead (see the outlook in Sect. 9.2).

Regarding TCP traffic for soft and predictive handover with advertisement-based handover trigger,
the TCP throughput of basic and hierarchical Mobile IP is only improved for a high handover latency,
e.g. caused by a high latency for handover detection with an advertisement interval of 1 s (by about
8 % in comparison to basic and hierarchical Mobile IP for short TCP connections of 60 s with a
single handover). Particularly, long-lived TCP connections with multiple and frequent handovers
benefit from the usage of soft handover: The relative TCP throughput Bg., is reduced only to about
0.8, whereas By, of basic and hierarchical Mobile IP degrades to less than 1/3.

The case study MB-CMAP provides a hard, soft, and predictive handover policy. Each of the
policy represents a certain tradeoff between the handover performance and the overhead in terms of
used resources. Hence, the case study MB-CMAP provides more flexibility in providing handover
policies to mobile hosts than the case study MB-ASM. The handover performance of MB-CMAP
soft and predictive handover policy is very similar to the performance of the case study MB-ASM
soft and predictive handover, respectively in terms of handover latency, UDP packet loss as well
as TCP throughput. The hard handover policy of MB-CMAP provides a similar handover latency
as the predictive policy that is still smaller than the basic and hierarchical Mobile IP case. The
hard handover policy also causes packet loss (yet about one third less than the basic Mobile IP in
the investigated scenario), but does not suffer from the packet duplication of the predictive policy.
Therefore, the hard handover policy represents a useful complement to the predictive and soft
handover policy and meets different application requirements than the soft and predictive handover
policy. However, the hard handovers policy requires third-party signaling as a functionality offered
by the underlying multicast policy, whereas this functionality is not offered by the case study MB-
ASM. Since there are only marginal performance differences between MB-ASM and MB-CMAP for
soft and predictive handover, the hard handover policy can be regarded as the benefit from using
the advanced features of the CMAP/CMNP multicast approach that increases the flexibility.

For the case study MB-SSM it was assumed that it provides the same handover performance
as the case study MB-ASM. The assumption could be made since the underlying multicast policy
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of both case study is protocol-independent multicast (PIM), whereas for handover in MB-SSM the
same functionalities are used as in MB-ASM except the rendezvous-point functionalities for shared
trees. However, the main benefit of the case study MB-SSM lies in reduced implementation and
deployment complexity and improved security.

The case study MIP-SGM improves the handover performance of basic and hierarchical Mobile IP.
The SGM-enhanced policies reduce the handover latency of basic and hierarchical Mobile IP by about
100 ms. The UDP packet loss is decreased by about 10 packets and the relative TCP throughput
improved by 20 % (SGM-enhanced basic Mobile IP) and 25 % (SGM-enhanced hierarchical Mobile
IP).

The gain of MIP-SGM is comparable to other case studies MB-ASM, MB-SSM, and MB-CMAP,
whereas one of the main benefits of the multicast-based approach is constricted: Although MIP-SGM
reuses a multicast-based infrastructure!!, the SGM multicast policy is limited to multicast services
with small groups. In contrast to MB-ASM, MB-SSM, and MB-CMAP, the case study MIP-SGM
still relies on the Mobile IP infrastructure. Hence, the provision of multicast services to mobile host
is more complex and causes the problems as described in Sect. 3.2.1.

In addition, the following statements can be made that arise from general questions:

Buffering and forwarding of packets for TCP traffic. It was shown by measurements that for UDP
traffic a lossless handover can be achieved by means of predictive handover in the case study
MB-ASM and MB-CMAP. For TCP traffic, however, the predictive handover policy improves
the TCP throughput of basic and hierarchical Mobile IP, but in comparison with the soft
handover the TCP throughput is worse. The reason for this behavior is the reaction of TCP
on the duplication of TCP data segments acknowledgements, respectively. The reaction of
TCP on a combination of slow start and subsequently received duplicated data segments
results finally to a reduced throughput. On the one hand, it can be concluded that predictive
handover does not improve the TCP throughput. On the other hand, it is well known that
standard TCP shows a bad performance over wireless links. A modified TCP can provide a
better performance, however, this is the subject of ongoing research efforts. The question,
whether a predictive handover policy with buffering and forwarding of packets is a promising
option for a modified TCP is an open question (see the outlook in Sect. 9.2)

Vertical handover. The experiments with vertical handover have shown, that there is no significant
difference between the handover performance of vertical and horizontal handover. Two limi-
tations of the experiments must be taken into account: First, in the experimental setup both
interfaces in the mobile host are equal. In reality, different interfaces in the mobile host are
more typical, such as a wireless LAN and a Bluetooth interface with technology-specific char-
acteristics. For example, it was observed by measurements that the time for re-association at
an access point with a Bluetooth interfaces is higher than for a wireless LAN interface. Second,
the experimental setup does not take into account that the route from the correspondent host
to the new interface of the mobile host can be considerably longer after a vertical handover.
This increases the overall handover latency for soft handover and depends on the topology of
the backbone network. Both effects are not taken into account by the measurements. Nev-
ertheless, the experiments have shown, that switching the interface in the mobile host during
the vertical handover has no considerable impact on the handover performance.

Scalability. Principally, for multicast-based mobility support three potential scalability concerns
can be identified. First, the need for global allocation of multicast addresses is one of main
scalability issues for multicast services in fixed networks. Due to the limitation of the case

HThe routers the network must support SGM.
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studies to micro-mobility this issue does not limit the scalability. Second, in each router that
belongs to the multicast tree, multicast state exists. The selected multicast routing protocol
results in one routing entry per multicast group (and hence per mobile host) in that routers.
Although commercial multicast routers support typically multiple of 10.000 routes, this remains
an potential scalability limitation for access networks with a very high number of mobile hosts.
Third, it has been shown in Appendix C that multicast schemes results in a higher signaling
overhead in terms of (weighted hops * signaling messages). In this context it could also be
seen that the support of inactive mobile hosts and paging significantly reduces the signaling
overhead. Clearly, the amount of the signaling overhead depends on the activity behavior of
users and applications.
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In this dissertation the challenge of supporting host mobility in IP cellular networks is addressed.
It is argued that the today’s cellular communication networks offer seamless mobility support but
are based on a homogeneous networking technology and a complex, voice-oriented networking in-
frastructure. Internet technology is expected to cause a paradigm shift in cellular communication
networks. The Internet architecture, protocols, and applications provide flexible services with het-
erogeneous networking technology at prospectively lower costs. Nevertheless, the IP protocols lack
the support of host mobility. The dichotomy of the IP address (its meaning as a host identifier
as well as the host’s location in terms of its network point of attachment) can be identified as the
basic reason. The classical solution to overcome this problem is Mobile IP. This solution assigns a
temporary IP address in addition to the IP address that this host would have in its home network.
Packets are routed indirectly via the home network to the current network point of attachment by
means of tunneling. This solution has been widely criticized for its drawbacks including the trian-
gular routing and its effect on protocol overhead and end-to-end delays, router ingress filtering, and
handover performance.

In this dissertation a different approach is pursued that solves the general mobility problem by
means of multicast. Taking a simplified view, data destined to the mobile host are efficiently dis-
tributed to multiple locations in advance of handover. When the mobile host executes a handover
to one of the locations, data are already available and can immediately be forwarded. Principally,
this can be achieved by the capability of multicast for location-independent addressing and routing.
The mobile host gets assigned a multicast group address and joins the multicast group at different
locations. A multicast distribution tree is set up and the tree branches reach the current as well
as expected locations of the mobile host on its move. The branches of the multicast tree grow and
shrink and follow the mobile host’s footprint. In comparison to Mobile IP, the multicast-based mo-
bility support provides the following advantages: First, re-routing for handover is executed in the
network node where the paths to the old and from the new access point diverge (and not in a software
agent in the mobile host’s home network as in the Mobile IP approach). Second, a handover-specific
signaling and infrastructure is in principle not required, instead multicast is reused for mobility
purposes. And third, multicast offers handover mechanisms that can be utilized in a flexible manner
to provide the desired service quality as a tradeoff between service interruption, packet loss and
protocol overhead.

It has already been recognized that multicast offers a number of attractive features for mobility
support, particularly in highly mobile environments with very small cells. Nevertheless, the utiliza-
tion of multicast for mobility support poses a number of challenges that have been insufficiently
addressed so far: First of all, multicast does not offer all functionalities that are required or useful
for mobility-related performance. Also, the today’s IP multicast faces a number of open problems,
even in fixed networks. Other challenges arise from the usage of multicast for mobility support,
such as the scalability with the number of multicast groups. Several interesting proposals in this
area have already been made with different motivations, requirements, and assumptions about the
networking architecture.

In the dissertation the requirements for multicast-based support of host mobility are identified as
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well as mobility functions and basic protocol options elaborated. The three components create a
framework for the system and protocol design of multicast-based mobility support that is termed
MOMBASA (Mobility Support — A Multicast-Based Approach). The framework is used to judge
existing research approaches and serves as a basis to design new schemes and modify existing ones.
Four case studies based on different multicast service models are derived from the framework. The
first case study (MB-ASM) uses the classical any-source multicast (ASM) service model of IP with
a dynamic, open, and anonymous group of receivers. The second case study (MB-SSM) is based
on a single-source multicast (SSM) service model. The service model has the same features as
ASM, but restricts the number of sources for the tree, and therefore leverages several drawbacks
of the ASM service model. The third case study (MB-CMAP) employs the multi-point, multi-
connection call (MCall) service model which dynamic, closed, non-anonymous groups. It allows a
fine-grained management of the members of multicast groups and of the communication between
their members. The fourth case study is based on the explicit multicast (XCast) service model. The
service model is optimized for small group and meets the requirement of multicast-based mobility
support by being scalable with the number of groups with only a few group members. Since the
small group multicast (SGM) does not rely on location-independent addressing and routing, but
basically on unicast communication, the SGM is utilized to improves the basic mobility schemes
basic and hierarchical Mobile IP, resulting in case study MIP-SGM.

The four case studies are considered as potential candidates for multicast-based mobility support.
They rely on a set of basic protocol options that are common and different in each of the case studies.
For example, in all case studies the end point of the mobile host is located in the access point, while
the underlying multicast service model is different. Likewise, some options of the mobility functions
are common to all case studies while others specifically utilize the capabilities of the multicast
protocol. Based on the definition of the case study, a set of protocols are designed that augment the
particular multicast.

The methodology of investigation is a combined approach of measurements, simulation, and anal-
ysis. For experimental investigation, the MOMBASA Software Environment, a generic software
platform for experimentation with multicast-based mobility support in IP-based networks is devel-
oped. The software environment offers an abstract interface to the multicast, and hence can be used
for future investigations of different classes and types of multicast. The MOMBASA Software En-
vironment is part of the evaluation environment that allows to investigate the selected case studies
and the reference case in a common experimental environment under comparable conditions.

This results of the investigation show the feasibility of a mobile communication system with
multicast-based mobility support providing the full spectrum of IP services. Potential problems
of multicast-based mobility support (e.g. lack of a reliable transport service for multicast, ARP
problems by using multicast addresses, etc.) can be avoided. Measurements in an experimental
testbed have shown that the handover performance of multicast schemes are at least comparable
to basic Mobile IP in terms of handover latency, packet loss and TCP throughput. The support
of multicast-based host mobility facilitates a high degree of flexibility in the provision of handover:
Different handover policies can be provided that are designed to meet the different application
requirements with respect to service interruption, packer loss, and protocol overhead. The soft
handover provides a very short service interruption by setting up multicast tree branches to the old
and the new access point simultaneously during the handover and by reducing the duration to detect
the handover. The predictive handover provides a lossless handover. With the predictive handover
policy branches are set up to multiple access points in advance of handover. These access points
buffer data and forward the buffered data when the mobile host registers. Finally, the hard handover
minimizes the protocol overhead caused by handover. The handover policies can be used dynamically
chosen by the mobile host according to selected requirements, such as service interruption, losses,
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protocol overhead, costs, and other criteria.

The investigation of different case studies in this dissertation has shown that for multicast-based
mobility support only a subset of the ASM service model is used. It could be shown that the
SSM service model is ideally suited to the topology of an access network. The SSM service model
also offers a reduced implementation and deployment complexity as well as improved security while
achieving a performance that is comparable with that of more complicated multicast models. Since
the benefits of the SSM service model have been recognized for fixed networks, the advantages can
be confirmed for the utilization of multicast for mobility, though for other reasons. While for fixed
networks the improved address allocation, address allocation, scalability, and charging are the main
reasons of using the SSM service model, it is mainly the implementation and deployment complexity
as well as improved security that makes the SSM service model the better choice. The MCall
service model enables a better control of the access points that belong to a mobile host’s multicast
group and the data transport to these access points, including third party signaling. These features
facilitate more flexibility in provisioning of handover policies than the ASM service model. Although
it is shown that these features do not result in an improvement of the handover performance, the
features eases the management of mobility and network-topology-specific information, and therefore
simplifies protocol design and deployment complexity. The XCast service model in the case study
MIP-SGM does not imply the multicast-specific overhead since it does not need any multicast routing
protocol and multicast routing state in the network, but is, however, tied to the existing Mobile IP
mechanisms.

Finally, this dissertation examines scalability aspects that represent concerns for multicast-based
mobility support. The basic issues that potentially limit the scalability are the need for global
address allocation, the number of multicast state and the increased signaling overhead. The usage of
multicast for micro-mobility supersedes the necessity of a global address allocation. The application
of explicit-join protocols for multicast routing instead of broadcast—and—prune protocols results in
per-mobile routing entries in multicast routers, whereas today’s commercial multicast routers can
handle multiple 10.000 entries. The signaling overhead for multicast-based mobility support is indeed
higher than for basic and even hierarchical Mobile IP, but it was shown that the signaling overhead
(and the number of multicast states in the access network) can be considerably decreased by the
support of inactive mobile host and paging. The signaling cost analysis has given the ratio of active
and inactive mobile host where the signaling costs of the case studies equal the reference case Mobile
1P.

From the performance evaluation two additional statements can be made. First of all, it could
be seen that the usage of multicast for mobility support shortens the service interruption due to
handover, but using advertisement-based handover trigger a seamless handover can only be achieved
when advertisement are sent with a high frequency considerably increasing the protocol overhead.
The main reason is that the multicast-based mobility support does not reduce the duration to detect
a handover. The usage of link-layer trigger is necessary to achieve further improvements. Also,
the performance evaluation has shown that the TCP throughput does not strongly benefit from
multicast-based mobility. Therefore, the conclusion can be drawn that the multicast-based mobility
support does not supersede the enhancement and adaption of TCP for mobile environments.

The success of a future mobile communication system providing multicast-based mobility sup-
port is strongly associated with the success of the multicast in general in future IP networks. The
multicast service model and multicast protocols that will be used depends on how these approaches
overcome the problems of the today’s classical ASM service model. Potential candidates were eval-
uated in this dissertation and it could be shown that not a single perfect multicast exists. Without
being committed to multicast protocols as existent today, a multicast-based mobility support would
highly benefit from several multicast features: Single source multicast and multicast with closed
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groups is ideally suited for the topology of an access network and improves the security. Non-
anonymous groups simplify the management of a multicast tree for soft and predictive handover
and facilitates the resource reservation in advance and the sub-casting of data to a subset of access
points for predictive handover.

0.1. Contributions

The major contributions of the dissertation are:

1. The dissertation proposes a wireless mobile system architecture that re-uses a multicast in-
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frastructure for mobility purposes. The proposal attempts to utilize a multicast service as it
will likely be offered in future IP networks without modifying the multicast scheme itself for
mobility purposes.

The dissertation provides a framework for the design of multicast-based mobility support. This
framework elaborates the multicast-specific requirements for mobility support and identifies
mobility functionalities and general design options for protocols. The framework serves as a
basis to design new schemes and modify existing solutions for multicast-based mobility support.
In the dissertation, four case studies were derived from the framework. These case studies differ
in the multicast service model and other basic system and protocol options as well as mobility
functions utilizing specific features of the multicast. The case studies explicitly incorporate
alternative multicast schemes, that are not based on the classical ASM service model of the
Internet.

For the selected case studies of multicast-based mobility support a set of protocols is designed.
A software platform was developed from which prototypes for the selected case studies are
created.

A common environment for performance evaluation was designed that allows the investiga-
tion of the selected case studies as well as the reference case under comparable experimental
conditions.

Within the dissertation, a policy driven approach for mobility support was developed. The
approach allows to control mobility-related system behavior and resources. By means of poli-
cies, a mobile host can choose a handover scheme according to the application requirements
and the consumed resources (protocol overhead).

The handover performance of the selected case studies for multicast-based mobility support
was quantitatively evaluated. The performance was compared with the traditional approach
of mobility support in IP networks (Mobile IP and the variant hierarchical Mobile IP).

As one of the major results, for multicast-based mobility support an alternate service model
than the classical ASM model is advocated. The main benefits of the SSM service model lie
in reduced implementation and deployment complexity and improved security while achieving
a performance that is comparable with that of more complicated multicast models. The
MCall service model facilitates a fine-grained control of group membership and communication
resulting in a great flexibility of handover policies, whereas the XCast model can be employed
to improve the handover performance of the Mobile IP approach without incurring any of the
overhead caused by multicast management and routing protocols.
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9.2. Outlook

A number interesting research questions arise from this dissertation:

Investigation of mobile multicast. This dissertation considers multicast schemes that were origi-
nally designed for wire-line networks with fixed hosts and utilizes its capabilities for mobility-
support without modifying the multicast schemes. This is achieved by augmenting the multi-
cast schemes with mobility-specific functionalities by means of complementary protocols. An
alternative approach worth considering is the design of a multicast scheme that already inher-
its both multicast and mobility functionalities. The benefit of this approach is that a mobile
multicast services can be provided directly to mobile host.

Interaction of mobility enabling proxies (MEPs) and performance enhancing proxies (PEPs).
Protocol proxies perform a number of task in IP networks. In this dissertation the usage of
mobility-enabling proxies for support of host mobility was proposed. Performance Enhanc-
ing Proxy (PEP)s [22] are often employed to improve degraded TCP performance caused by
characteristics of specific links, for example, in satellite, wireless WAN, and wireless LAN en-
vironments. For the design of PEPs several proposals exist (e.g. ReSoA [142]), whereas the
simultaneous applications of both types of proxies in a network — and even an integration — is
an open challenge. Closely related to this issue is the question for performance of enhanced
TCP with multicast-based mobility: Within this dissertation the performance of standard
TCP with multicast-based mobility support was investigated. Since standard TCP interprets
packet loss due to handover as network congestion, it invokes the TCP congestion control and
avoidance mechanisms and un-necessarily reduces the TCP throughput. Several alternative
TCP approaches have been proposed. These extensions attempt to improve the TCP through-
put in spite of mobility. A combined evaluation of multicast-based mobility support and a TCP
variant for mobile environments can give more accurate results of the handover performance
seen by applications that use TCP as a transport protocol.

Provision of link-layer trigger for handover in a heterogeneous networking environment.
Handover detection and triggering are important handover functionalities that contribute sig-
nificantly to the overall service interruption caused by handover. As shown in this dissertation,
the usage of link-layer trigger has a strong impact on the overall handover performance. A
link-layer trigger for handover is an alternative to a network layer trigger. It reduces the time
to detect and trigger handover by means of cross-layer information from the link layer to the
network layer. Link-layer information such as signal strength may be continuously available
and thus can be measured at any frequency, providing valuable information about the present
link quality. Link-layer information may therefore allow a mobile node to detect the loss of
connectivity more quickly than a network layer advertisement-based algorithm. In some cases,
link-layer information may be used to detect a decaying wireless link before the link is bro-
ken. This facilitates the execution of the handover and the elimination of the time to detect
handover. However, the usage link-layer trigger for handover in a heterogeneous networking
environment causes a dependence of the IP layer from the underlying technology. The devel-
opment of a generic interface for information exchange between the link layer and the network
layer for different link-layer types (or at least for certain classes of different link layers, e.g.
wireless LAN-like) avoids the development of a multitude of specific protocol stacks that would
aggravate and hamper the deployment of heterogeneous all-IP wireless networks.

Security problems in multicast-based mobility support. Mobile networks are by nature more vul-
nerable as far as security is concerned. The usage of multicast for mobility makes authentica-
tion, authorization, and data integrity a challenging problem [114]. The provision of a secure

195



9. Conclusions and Outlook

multicast service even in non-wireless IP networks is the subject of ongoing research efforts
(e.g. [114, 160]). In general, security for multicast communication is more problematic since
it requires a securely distributing a cryptographic key to all members of the multicast group.
The usage of multicast-based mobility support has specific requirements to a secure multicast
service, such as a small size of multicast groups with typically a few members only in a highly
dynamic multicast group with frequent joins and leaves. Another specific condition of a secure
multicast-based mobility support is the employed multicast type. As it was elaborated within
this dissertation, a source-specific multicast solves the problem of traffic from unwanted sources
in the any-source model by restricting the sources to a single host. Regarding receiver and
authentication and authorization, it simplifies the key distribution protocol in comparison to
the any-source multicast model. A secure multicast service support represents a pre-requisite
for a successful multicast-based mobility service.

9.3. Final Remarks

In recent years, cellular networks have emerged as networks that provide voice applications as well
as data applications at low data rates. Inevitably, mobile networks will be interconnected to the
Internet accommodating more diversified applications than today’s mobile networks. To continue
the success of the Internet even in wireless and mobile environment, a paradigm shift from voice-
oriented technology of today’s mobile networks to an Internet architecture and IP-based protocols
is needed. While the today’s cellular networks with a homogeneous wireless technology provide
seamless handover, in future IP-based cellular networks the diversified application requirements
ranging from stringent demands for seamless or lossless handover to more relaxed requirements
must be met in an efficient fashion. Mobile IP as the traditional approach to mobility support in IP
networks has been widely criticized for offering a single solution that attempts to fit all requirements.
Multicast-based mobility is an alternative promising approach to the traditional solution to provide
a flexible mobility service for hosts in large access networks. It is intended to work in conjunction
with other mobility approaches in neighboring access networks and rather complement these mobility
approaches than replace them. A step in studying the multicast-based mobility support has been
taken that covers the design of protocols, the development of a software prototype, as well as the
experimental investigation of different case studies in a common evaluation environment. The path
to a prosperous access network that offers a multicast-based mobility service is hard to predict; it
also strongly depends on the success of a multicast service in future IP-based networks. The research
in this area is of great theoretical interest as well as practical importance.
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A. Detailed Protocol Operations of Case
Studies MB-ASM, MB-SSM, and
MB-CMAP

In Chapt. 6 the protocol design for the case studies MB-ASM, MB-SSM, and MB-CMAP was
described by means of generic multicast operations. The following figures incorporate the operations
of the particular multicast schemes with more details.
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B. Comparison of Measurement and

Simulation Results for the Reference Case
Mobile IP

The performance of the case study MIP-SGM was examined by means of simulation (see Sect. 5.1).
The simulation model for MIP-SGM is an extended version of an existing simulation model for
basic Mobile IP and hierarchical Mobile IP. The experiments that were conducted with the network
model for measurement were repeated by means of simulation. In the following the measurement
and simulation results for basic and hierarchical Mobile IP are compared.

Fig. B.1(a) and B.1(b) show that mean handover latency of both measurement and simulation is
between the lower and upper bound of analysis. However, the mean handover latency of simulation is
by about 80 ms smaller than the measured value for basic Mobile IP as well as for hierarchical Mobile
IP. The smaller delay is caused by a difference of the Mobile IP functionality in the mobile host. In
the simulation model as well as in the dynamics Mobile IP implementation a binding update is sent
to the new foreign agent if the advertisement lifetime from the old foreign expires. In the simulation
mode the binding update is sent immediately, whereas the dynamics implementation works in a
slightly different way: Instead of assigning a timer for managing the advertisement lifetimes as
in the simulation model, the mobile host manages the advertisement lifetimes in a list. The list is
checked for expired advertisement lifetimes when a new advertisement arrives or (if no advertisement
is received) frequently in a certain time interval. Hence, in the simulation model the point of time,
when a handover is detected and a binding update is sent, is deferred by an additional delay. Since the
time interval to check the advertisement list in the mobile host is relatively large (10s of seconds),
the deferral is determined by the advertisement interval which was set to 100 ms. However, the
management of received advertisements in a list in the dynamics Mobile IP implementation can be
regarded as an optimization to un-burden the mobile host from timer management and processing
when advertisement from many foreign agents are received simultaneously.

Concerning the handover performance, the simulation model gives an optimistic estimation of the
handover latency in comparison with the measurements. Due to this functional difference between
the simulation model and implementation, the simulation results of the other metrics show also
a better performance, e.g. the packet loss (Fig. B.2(a) and B.2(b)) as well as the relative TCP
throughput (Fig. B.3(a)- B.4).
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C. Signaling Cost Analysis

In this section the signaling costs for the selected case studies (in each case without paging and then
for the paging-enhanced approach) are analyzed.

In general, the signaling costs are comprised of the following components, whereas not all signaling
costs pertain to the particular case studies:

1. Advertisements sent by access points on the wireless link to advertise their availability,

2. Advertisements exchanged between access points in order to pre-register mobile hosts for sup-
port of predictive handover (if available),

3. Registrations and registration refreshes (re-registrations) sent by the mobile host towards the
gateway/home agent,

4. Multicast signaling (membership queries/responses, multicast state refresh messages, etc.),

5. Handover signaling.

In order to calculate the total costs of signaling, only mobility within the access network is
considered and signaling outside of the access network is excluded from the analysis. Thus, only
local mobility is included. In addition, the following simplification is made for the case studies MB-
ASM, MB-SSM, and MB-CMAP: All members of an access point group belong to the same multicast
router/switch. Then, the rerouting node (branching point of the multicast tree or switching foreign
agent) is the router at the first hierarchical level. In reality, the access points can be attached to
arbitrary routers; in the worst case, the rerouting node is the gateway. Also, it is assumed for the
case study MIP-SGM, that the switching foreign agent is a router at the first hierarchical level, i.e.
the old and new foreign agent are attached to the same foreign agent at the next hierarchical level.

C.1. Definitions and Signaling Costs Common to all Case Studies

First, the following variables are defined that are common to all case studies:

We Weight of a hop in the fixed segment of the handover domain | ]
Way Weight of a wireless hop [ ]
T ado Rate of advertisements of a MEP /foreign agent [1]

Susre.  Size of an access point group (if predictive handover is supported) [cells]

These variables were already defined in the mobility model described in Sect. 5.3.1:
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cc  Cell crossing rate per mobile [1/s] with r.. =
Density of mobiles in the handover domain [
Cell radius [m]

Velocity of mobile host [%]

Number of mobiles in cell with m =3¢ 2R2V/3 [ ]

Constant proportional factor for relation between velocity v and
cell radius R [ ].

S 3 2 y>3

In order to consider paging in the analysis, more variables need to be defined:

« Proportion of active mobile hosts to the overall number of mobile hosts [ ]
spa  Paging area size where the number of cells in the PA is

npa = 3SPA(5PA - 1) +1 [ ]
r,  Rate of incoming data sessions for a mobile host, equals the paging rate [%]
o Rate of outgoing data session for an idle mobile host [%]
rpy  Rate of paging updates for an idle mobile host where

Tpu = ch/(SPA + %) [%]

It is common to all case studies that the signaling costs of advertisements contribute with

73 Ww Tady (C.1)

to the overall signaling costs. The constant (7%) represents the number of wireless cells in the
selected network setup.

The signaling costs of re-registrations sent on the wireless links between the mobile hosts and the
access points can be expressed by

27 Wy m TReres (C.2)

The multiplier 2 takes into account that a registration operation consists of a request and reply
message.

In the next sections the overall signaling costs of the particular case studies are analyzed. The
detailed protocol operations are illustrated in Appendix A.

C.2. Signaling Costs for the Reference Case Basic and
Hierarchical Mobile IP

The signaling costs for the reference case basic and hierarchical Mobile IP can be simply calculated
by the costs of the i) advertisements sent by foreign agents on the wireless link, ii) re-registrations,
and iii) handover signaling. The first two components can be calculated by the expressions derived
in Eq. (C.1) and (C.2) in Sect. C.1.

The signaling costs for handover are caused by the Binding_-Update Request and Response mes-
sages. With basic Mobile IP these messages are sent from the mobile host to the home agent.
Due to the limitation of the analysis to the access network boundaries, only the hops within the
access network are considered (one wireless and three wired hops). The signaling costs amount to
(2 73 (W + 3we) M 7ee). With hierarchical Mobile IP the signaling messages are exchanged between
the mobile host and the switching foreign agent, whereas it is assumed that the switching foreign
agent is located at the first hierarchical level. Then each signaling message is sent over 2 hops (one
wireless and one wired hop). This yields (2 72 (wy + we) M Tee)-
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The signaling costs are comprised of the components listed in table C.1.

Expression
Foreign agent advertisements 73 W Tade
Re-registrations 2 73 (ww + 3we) M Treres
Handover signaling (Basic Mobile IP) 2 73 (W + 3we) M Tee

Handover signaling (Hierarchical Mobile IP) 2 73 (wy, + we) m Tee

Table C.1.: Basic and hierarchical Mobile IP: Analytical results of the signaling costs

C.3. Signaling Costs for the Case Studies MB-ASM and
MB-SSM

The calculation of the signaling costs for the case study MB-ASM and MB-SSM is more complex.
The specific issues in the calculation of the signaling costs are i) the advertisements exchanged
between the access points for support of predictive handover (inter-MEP advertisements), ii) the
signaling to refresh the multicast state in the designated routers (IGMP membership queries and
responses) as well as in the other multicast routers and the gateway (multicast state refreshes and
hello messages of the PIM-SM and PIM-SSM multicast protocol), and iii) the handover signaling.

The following variables specific to the case studies MB-ASM and MB-SSM are defined:

Terase  Rate of inter-MEP advertisements per MEP [%]

TmoR Rate of multicast state refreshes (IGMP membership queries) per link [2]

TpiMR Rate of multicast state refreshes (PIM-SM/SSM join/prune messages) per link [1]
T i Rate of PIM hello messages per link [%]

C.3.1. Signaling Costs Without Paging

The signaling costs of advertisements and re-registrations were already calculated in Sect. C.1.
Regarding the inter-MEP advertisements, it is assumed that the messages are first sent uplink
from the MEPs to the first multicast router and than distributed down-link to the MEPs of the
correspondent MEP group. In contrast, in the case study MB-SSM the inter-MEP advertisements
must be sent to the gateway (since the gateway is the only allowed multicast sender). For simplicity
in this analysis it is assumed that an inter-MEP advertisement is sent to the gateway and back to
the access points, whereas a signaling message is duplicated on the last wired hop to the MEP only.
Hence, in a network with a three hierarchical levels, the signaling costs for inter-MEP advertisements
can be calculated by (73 we (54 Sumper ) Tivusraay). The term (5 + Syppe.) takes into account
that the active MEP sends the inter-MEP advertisement to the gateway (3 hops) and the gateway
forwards the advertisement to the passive MEPs (2 + Sygpe.) hops, whereas the signaling message
is duplicated Sygpc, times on the last hop. Then, the term (72 w. ( 5+ Syppc.)) represents the
weighted hops signaling messages that is multiplied with the rate these messages are generated with

(TIMEPAdv )
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The signaling to refresh the multicast state consists of two components. The first component
is signaling traffic caused by IGMP on the links between the access points and their designated
multicast routers. A multicast router periodically sends an IGMP Membership Query to its attached
access points (to the all host multicast group 224.0.0.1). An access point answers with an IGMP
membership report for each multicast group the MEP belongs to: One per directly registered mobile
host (m), one per indirectly registered host (m Sygpgr) and one per MEP group (Syepar) the
MEP belongs to. In summary, the signaling costs for IGMP membership queries are (73 w. yqr)
and for IGMP membership responses (73we(m + Sygpc:™m + Suspe:) Tmor)- The second component
represents the messages for multicast state refreshes in the routers (PIM join/prune messages) and
the messages for coordination between the multicast routers (PIM hello messages). The periodic
PIM join/prune messages carry a list multicast groups to refresh the multicast state amount to
(7% + ) we rpium)- The term (72 + 71) represents the number of multicast routers in the access
network. The messages of the PIM hello protocol causes a signaling cost of ((72 + 71) we Tprun)-

The costs of handover signaling is comprised of signaling on the wireless links and signaling on
the wired links (Fig. A.2 and A.3). The signaling costs on the wireless link can be expressed by
(2 73 Wy m T..). The signaling costs on the wired links are different for soft and predictive handover:

e For soft handover the signaling costs between the access points and their designated routers
can be calculated by (2 7 wem r..). The factor 2 takes into account that an IGMP unsolicited
join message and an IGMP leave message (2 messages ) are sent.’

e The predictive handover causes more signaling costs than the soft handover: The signaling costs
between the access points and their designated routers can be calculated by (6 73 w. m r..),
whereas the factor 6 considers that for re-arranging the MEP group six operations are nec-
essary: 3 messages are sent for multicast join operations and 3 messages for multicast leave
operations, resulting in 6 signaling messages.

The particular components of the overall signaling costs without paging are listed in Tab. C.2.

Expression
MEP advertisements 73 Wi Taa
Inter-MEP advertisements (predictive) 73 (5 + Susrar) We Tiuppaay
Re-registrations 2 7% Wy M Trere
IGMP membership queries/responses (soft) 73 we (m+1) rygn
IGMP membership queries/responses (predictive) 72 w. (m+mSygpra: + Suera: +1) Tuar
PIM state refreshes (72 +7Y) we Torun
PIM hello messages (72 4+ 7Y we Torun
Handover signaling (soft) 2 73 (W + we) M T
Handover signaling (predictive) 7% 2wy + 6we) m 7,

Table C.2.: MB-ASM, MB-SSM: Analytical results of the signaling costs without paging support

1For simplification we neglect that a multicast router sends an IGMP membership query after an IGMP leave
operation to check if other hosts are subscribed to the multicast group.
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C.3. Signaling Costs for the Case Studies MB-ASM and MB-SSM

C.3.2. Signaling Costs With Paging

The signaling costs with paging support are composed of the same components as without paging,
and additionally of signaling costs for i) Paging-Update messages, ii) Paging-Request messages, and
iii) additional registration messages when mobile hosts change their state. Furthermore, the number
of re-registration and handover signaling operations is reduced by the number of inactive mobile
hosts. This in turn reduces the number of IGMP membership responses.

The signaling costs of Paging_Update messages that are periodically sent by inactive mobile hosts
to the gateway amount to (72 (wy +3we) (1 —a) m rpy). Paging-Request messages are sent from the
gateway to the access points of the paging area of size sp, and forwarded on the wireless links. Again,
the simplifying assumption is made that the access points of the same paging area are attached to a
single router of the first hierarchy. Then, the signaling costs of the Paging_Request messages amount
to (73 (2we + Spawe + Spaww) (1 —a) m 7y,). The term (2w, + Spawe + Spawy, ) Tepresents the number
of weighted links.

A mobile hosts that changes its state from the inactive to the active state (wake-up) causes a
registration message and the multicast signaling necessary that all members join the multicast group
(Fig. A.6(a)). For soft handover the signaling costs amount to (72 (2w, + 6w.) (1 — a) m (ry, +
Tow ) for signaling sent on the wireless and the wired links toward the gateway. This results in
two signaling messages on the wireless hop (Registration Request and Registration Reply) and two
signaling messages on 3 wired hops (Paging-Update message from MEP to gateway - 3 wired hops,
IGMP wunsolicited membership report from the MEP to the multicast router at the first hierarchical
level - 1 wired hop, and a PIM Join message to the gateway - 2 wired hops). For predictive handover,
the signaling costs increase by the costs to add the other access points. This results in (Sygpa, — 1)
additional signaling messages on the links between the access points and the multicast router at the
first hierarchical level (1 wired hop).

A mobile hosts that changes its state from the active to the inactive state, causes a Paging-Update
message that is sent from the mobile host to the gateway (1 wireless and 3 wired hops) (Fig. A.7(a)).
Furthermore, an IGMP leave group message and a PIM leave message are generated (3 wired hops
each). It is assumed that the rate these events take place is the same as the rate of incoming
and outgoing data sessions (71, + ro..). Then, the signaling costs in the access network amount to
(73 (W + 6we) @ m (71, + Tow))

Tab. C.3 summarizes all signaling costs including the paging support.
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C. Signaling Cost Analysis

Expression

MEP advertisements

Inter-MEP advertisements (pred.)
Re-registrations of active mobile hosts
Paging updates of inactive mobile hosts
Paging requests

State transition Inactive to Active (soft)
State transition Inactive to Active (pred.)

State transition Active to Inactive

IGMP membership queries/responses (soft)
IGMP membership queries/responses (pred.)

PIM state refreshes

PIM hello messages
Handover signaling (soft)
Handover signaling (pred.)

73 W Tade

73 We (5 + SI\/IEPGr) TIMEPAdv

2 73 Wy O M TRereg

7% (W + 3we) (1 —a) m rpy

(73 (Spaww + 2we + Spawe) (1 — ) m 7y,

73 2wy + 6we) (1 —a) m (T + Tow)

73 2wy + 6we + (Supre: — 1) we) (1 —
a) M (T + Tow)

73 (W + 6we) am (1o, + Tow)

7% we (am + 1) rygr

73 We (am + amSMEPGr + SI\/IEPGr + 1) TMQR
(72 + 71) We Tpivr

(72 + 71) We Tpivu

2 73 (W +we) am 7

2 73 (wy + 3we) am 7,

Table C.3.: MB-ASM, MB-SSM: Analytical results of the signaling costs with paging support

C.4. Signaling Costs for the Case Study MB-CMAP

C.4.1. Signaling Costs Without Paging

The signaling costs specific to the case study MB-CMAP are caused by the handover signaling only.
Unlike the case study MB-ASM, the signaling costs for inter-MEP advertisements? and for multicast

signaling (membership queries/responses and PIM state refreshes) do not occur.

3

The costs for handover signaling are comprised of signaling on the wireless link (7% wy,, m r..),
same as the case study MB-ASM) and on the wired links. The signaling costs on the wired links are

(Fig. A.4(a), A.4(b), and A.5):

e For a hard and soft handover 10 signaling messages are generated (Trace_Call Request and
Response, Change-Owner Request, Response and Announce Change-Owner, Add_Ep Request,
Response, Drop_Ep Request, Response, Announce Drop_Ep). This results in signaling costs of
(10 73 we m re.), whereas the factor (10 represents the number of messages that is multiplied
with the number of handover operations in the network (72 w. m ) represents the weighted
hop signaling messages generated in the network and r.. the rate these messages are generated

per mobile host.

e For the predictive handover it was assumed that for re-arranging the MEP group of a mobile
host six operations are required (three MEPs are added and three are dropped to/from the
multicast group). In this case, 20 signaling messages are generated (Trace_Call Request and
Response, Change-Owner Request, Response and Announce Change-Owner, 3 Add_Ep Request,

2Due to the usage of third party signaling.

3Due to the usage hard multicast states that do not require state refreshes.
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C.4. Signaling Costs for the Case Study MB-CMAP

3 Response, 3 Drop_Ep Request, 3 Response, 3 Announce Drop_Ep). Then the signaling costs
are (20 73 we m 7).

The overall signaling costs are comprised of the components listed in Tab. C.4.

Expression
MEP advertisements 73 Wy Taav
Re-registrations 2 7% Wy M Trereg

Handover signaling (hard and soft) 73 (2w, + 10w.) m 7.
Handover signaling (pred.) 73 (2w + 20we) M Tee

Table C.4.: MB-CMAP: Analytical results of the signaling costs without paging support

C.4.2. Signaling Costs With Paging
The support of inactive mobile hosts and paging causes the following signaling costs:

e Paging_Update and Paging-Request messages result in the same signaling costs as the case
studies MB-ASM and MB-SSM: (73 (wy + 3we) (1 — @) m rpy) for Paging_Update messages
and (72 (2we + SpaWe + Spawuw) (1 — @) m 1y,) for Paging-Request messages.

e The state transition of a mobile host from the inactive to the active state (Fig. A.6(b)) results
in a registration message from the mobile host to the access point and a Open_Call opera-
tion by the access point in order to create the multicast group and add their members. The
Open_Call operation consists of a Open_Call Request and Response message and triggers im-
plicitly an Invite_Add_Ep Request and Response message for each additional member of the
multicast group. At all, for hard and soft handover 4 messages are generated (Open_Call
Request and Response, Invite_Add_Ep Request and Response), whereas the Open_Call Request
and Response messages are sent over a single wired link and the Invite_Add_Ep Request and Re-
sponse message are sent over two wired links. For predictive handover (2 4+ 2Sygpc,) messages
are needed (Open_Call Request and Response, Sygpc: X Invite_Add_-Ep Request and Response
to add all access points of the access point group to the call). Again, the Open_Call Request
and Response messages are sent over a single wired link and the Invite_Add_Ep Request and
Response messages are sent over 3 wired links. Then, the signaling costs for hard and soft
handover amount to (7% (2w, + 6we) (1 — @) m (r1, + Tow)), and for predictive handover to
(73 (2w + 2we + 2Syspcwe) (1 —a) M (P + Tow)).

e The state transition of a mobile host from the active to the inactive state results in a registra-
tion message from the mobile host to the access point that in turn triggers a Paging-Update
message to the gateway and a Close_Call operation. The latter Close_Call operation con-
sists of a Close_Call Request and Response message and Announce_Close_Call messages to the
other members of the multicast group (for hard and soft handover: 2 messages over 3 wired
links and 1 message over 1 wired link (Close_Call Request and Response message and An-
nounce-Close_Call message); for predictive handover: 2 messages over 3 three links ( Close_Call
Request and Response messages) and (Sygpe. ) messages over 1 link (Announce_Close_Call mes-
sages). The signaling costs amount to (7% (2w, + 10w.) a m (ry, + row)) for hard and soft
handover and (73 (2wy + 9we + Suprc:we) & M (71, + Toy,)) for predictive handover.
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C. Signaling Cost Analysis

The resulting signaling costs are listed in Tab. C.5.

Expression

MEP advertisements

Re-registrations of active mobile hosts
Paging updates of inactive mobile hosts
Paging requests

State transitions Inactive-Active (hard, soft)
State transitions Inactive-Active (pred.)

State transitions Active-Inactive (hard, soft)
State transitions Active-Inactive (pred.)
Handover signaling (hard, soft)

Handover signaling (pred.)

73 Ww Taav

273wy am T'Rereg

73 (W + 3we) (1 —a) m rey

73 (Spawuw + 2we + Spawe) (1 —a) m

73 2wy + 6we) (1 —a) m (7 + Tow)

73 (2ww + 2(4)0 +2 SMEPGch) (1 - a) m (Tln +
Tom)

73 (ww + 10we) a m (11, + Towr)

73 (ww + 2we + Suppewe) @ M (T + Tow)
73 (2we + 10w,) @ m Tee

73 (2w + 20we) @ M Tee

Table C.5.: MB-CMAP: Analytical results of the signaling costs with paging support

C.5. Signaling Costs for the Case Study MIP-SGM
C.5.1. Signaling Costs Without Paging

The signaling costs for the case study MIP-SGM are comprised of the same components as the
reference case basic and hierarchical Mobile IP: i) advertisements sent by foreign agents on the
wireless link , ii) re-registrations, and iii) handover signaling. The first two components can be
calculated by the same expressions as derived for Mobile IP in Sect. C.2. The third component is
specific to the case study MIP-SGM.

The signaling costs for handover are caused by two signaling operations: The first creates the
simultaneous binding in the switching foreign agent and home agent, respectively, by means of two
messages (Binding-Update Request and Response). The second releases the simultaneous bind-
ing (also two messages). For SGM-enhanced basic Mobile IP the signaling messages are sent
to the home agent. Since this analysis incorporates only signaling costs within the access net-
work, 4 hops (one wireless and three wired hops) are considered. The signaling costs amount to
(4 7 (ww + 3 we) M re). For SGM-enhanced hierarchical Mobile IP the signaling messages are sent
to the switching foreign agent that is assumed to be at the first hierarchical level. Then, the signaling
costs amount to (4 73 (wy + we) M Tee).

The signaling costs are comprised of the components listed in Tab. C.6.

C.5.2. Signaling Costs With Paging

The support of inactive mobile hosts and paging results in additional signaling costs for Paging-Update
and Paging-Request messages. The other signaling costs are decreased by the factor « since these
operations pertain to the active mobile hosts only.

The signaling costs for Paging_-Update and Paging-Request messages can directly be taken from
the calculations of the other case studies.
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C.6. Numerical Results

Expression
Foreign agent advertisements T3 Ww Tade
Re-registrations 2 73 (Wi + 3We) M Treres
Handover signaling 473 (W + 3we) M Tee
(Soft, SGM-enhanced basic Mobile IP)
Handover signaling 473 (e + We) M Tee

(Soft, SGM-enhanced hierarchical Mobile IP)

Table C.6.: MIP-SGM: Analytical results of the signaling costs without paging support

State transitions of inactive mobile hosts to the active state cause a registration with signaling
costs of (73 (2wy + 6w.) (1 —a) m (1, + Tou)). State transitions of active mobile hosts becoming
inactive generate signaling costs of (73 (2w, + 6we) a m (7, + Tow))

The particular signaling costs are listed in Tab. C.7.

Expression
Foreign agent advertisements 73 W Tade
Re-registrations of active mobile hosts 2 73 (W + 3we) O M Therey
Paging updates of inactive mobile hosts 73 (W + 3we) (1 —a) m rpy
Paging requests (73 (Spaww + 2wWe + Spawe) (1 —a) m 1y,
State transitions Inactive-Active 2 73 (W + 3we) (1 —a) m (1, + Touw)
State transitions Active-Inactive 273 (W +we) a@m (T, + Tou)
Handover signaling 473 (W + 3we) M Tee
(Soft, SGM-enhanced basic Mobile IP)
Handover signaling 473 (Wy +we) am Tee

(Soft, SGM-enhanced hierarchical Mobile IP)

Table C.7.: MIP-SGM: Analytical results of the signaling costs with paging support

C.6. Numerical Results

In order to calculate the signaling costs, the variables are set to the values listed in Tab. C.8.

Fig. C.1 shows the signaling costs without paging. The variable m was varied from 0 to 30 mobile
hosts per cell. This was achieved by changing the parameter § from 0 to 0.1 mobite nosts/m?2, whereas it
is not distinguished between active and inactive mobile hosts. All other variables remained constant
as listed in Tab. C.8. It can be seen that the signaling costs of all case studies is larger than the
signaling costs of the reference case basic and hierarchical Mobile IP — except for the case study
MB-ASM with soft handover where the signaling costs are similar to basic Mobile IP. In detail, the
signaling costs of MB-ASM soft handover are 10-15 % higher than for hierarchical Mobile IP; the
signaling costs of MB-ASM predictive handover up to 40 % (Fig. C.1(a)). The signaling costs of
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C. Signaling Cost Analysis

Notation Value Notation Value

Ww 5 T Adv 1/S

We 1 TIMEPAdy 0.2 /s

R 10 m TMQR 0400833/8]
(v 1 m/s TPIMR 0.01666/8
n 1 TPIMH 0.03333/8
L 50 byte T Rereg 0.1/s
SJ\/IEPG’I‘ 6 cells TIn 0.001666 /S
SpA 2 TOut 0.001666 s

Table C.8.: Variable settings in the analytical evaluation of the signaling costs

MB-CMAP soft handover in comparison with hierarchical Mobile IP are up to 15 % higher; the
signaling costs of MB-CMAP predictive handover of up to 90 % (Fig. C.1(b)). The case MIP-SGM
causes signaling costs almost twice of the reference case: The signaling costs of SGM-enhanced basic
Mobile IP is nearly twice of basic Mobile IP. The signaling costs of SGM-enhanced hierarchical
Mobile IP is nearly twice of the reference case hierarchical Mobile IP.

Fig. C.2 demonstrates the benefits of supporting inactive mobile hosts and paging: The number of
mobile hosts per cell m was set to the same values as before, but it was assumed that the proportion
of active mobile hosts to the overall number of mobile hosts a is 1/2. The signaling costs of the
case study MB-ASM for both soft and predictive handover are almost smaller than those of basic
and hierarchical Mobile IP (for more than 3 mobile hosts per cell) (Fig. C.2(a)). The signaling costs
of the case study MB-CMAP for all handover types becomes smaller than those of basic Mobile IP
(Fig. C.2(b)). Also, the signaling costs of the case study MIP-SGM approximate to the costs of the
reference cases.

In order to estimate the impact of the factor a on the signaling costs, the factor was varied from
0 to 1 whereas the ¢ was fixed to 0.1 resulting in 30 mobile hosts per cell (m = 30). In general, the
point of intersection between the curves of signaling costs with paging and the signaling costs of the
reference case basic and hierarchical Mobile IP gives a certain break even point for the proportion
of active mobile hosts to the overall number «. Values of « lower than this break even point mean
that the support of inactive mobile hosts and paging results in less signaling costs than the reference
case.

Considering predictive handover — that causes higher signaling costs than soft handover — the
break-even point is at @ = 0.83 for basic Mobile IP and o = 0.65 for hierarchical Mobile IP
(Fig. C.2(a)). For MB-CMAP predictive handover, the break-even point lies at o = 0.55 for basic
Mobile TP and at oz = 0.42 for hierarchical Mobile IP (Fig. C.2(b)). For the case study MIP-SGM
with soft handover, the break-even point is reached at o = 0.42 for SGM-enhanced basic Mobile TP
compared with the reference case basic Mobile IP (and also for SGM-enhanced hierarchical Mobile
IP compared with the reference case hierarchical Mobile IP).
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D. Acronyms

AAL ATM Adaption Layer

Al Advertisement Interval

AP Access Point

APIC ATM Port Interconnect Controller

ARP Address Resolution Protocol

AS Autonomous System

ASA Application Specific Address

ASM Any Source Multicast

ATM Asynchronous Transfer Mode

BGP Border Gateway Protocol

BUS Broadcast and Unknown Server

CBT Core Based Tree

CDT Cell Dwell Time

CH Correspondent Host

CIDR Classless Inter Domain Routing

CIMS Columbia University Micro-Mobility Suite
CLIP Classical IP over ATM

CMAP Connection Management Access Protocol
CMAP CM CMAP Connection Manager

CMAP SM CMAP Session Manager

CMNP Connection Management Network Protocol
CoA Care of Address

CSMA/CD Carrier Sense Multiple Access/Collsion Detection

DVMRP Distance Vector Multicast Routing Protocol
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D. Acronyms

EARTH Easy IP Multicast Routing Through ATM Clouds
ECMP Express Count Management Protocol

ECS Eager Cell Switching

EFSM Extended Finite State Machine

EGP Exterior Gateway Protocol

ELAN Emulated LAN

EXPRESS EXplicitly Requested Single Source Multicast
FA Foreign Agent

FEC Forward Error Correction

FIFO First In First Out

GARP Generic Attribute Registration Protocol

GBNSC Gigabit Switch Controller

GMRP GARP Multicast Registration Protocol

GPL GNU General Public License

GPRS General Packet Radio Service

GSM Global System for Mobile Communciation

GW Gateway

GWP Gateway Proxy

HA Home Agent

HAWAII Handoff Aware Wireless Access Internet Infrastructure
HFA Highest Foreign Agent

HMIP Hierarchical Mobile IP

HVMP Host View Membership Protocol

IAP Iceberg Access Point

IAPP Inter Access Point Protocol

IC Integrated Circuit

ICEBERG Internet Core Beyond the Third Generation
ICQ I Seek You

IGMP Internet Group Management Protocol

IGP Interior Gateway Protocol
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IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

IP Internet Protocol

IPv4 Internet Protocol Version 4

IPv6 Internet Protocol Version 6

ISO International Organization for Standardization
I1S-95 Interim Standard for U.S. Code Division Multiple Access
LAN Local Area Network

LANE LAN Emulation

LB Lower Bound

LCS Lazy Cell Switching

LEO Low Earth Orbit

LFA Lowest Foreign Agent

LIS Logical IP Subnetwork

LL Link Layer

MAAA Multicast Address Allocation Architecture
MAC Medium Access Control

MARS Multicast Address Resolution Server

MBGP Multicast Border Gateway Protocol

MBone Multicast Backbone

MC Multicast

MCall Multi-Point Multi-Connection Call

MCN Multicast Node

MCS Multicast Server

MEP Mobility Enabling Proxy

MH Mobile Host

MIP Mobile IP

MLD Multicast Listener Discovery

MOMBASA Mobility Support - A Multicast Based Approach
MOMBASA SE MOMBASA Software Environment
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D. Acronyms

MOSPF Multicast Extensions to Open Shortest Path First
MPA Mobile People Architecture

MS Microsoft

MSA Mobility Supporting Agent

MSDP Multicast Source Discovery Protocol

NA Not Applicable

NAT Network Address Translation

NIC Network Interface Card

NP Nondeterminstic Polynomial Time

ns network simulator

NWL Network Layer

OSI Open System Interconnection

PAT Personal Activity Tracker

PC Paging Cache

PDF Probability Distribution Function

PEP Performance Enhancing Proxy

PSTN Public Switched Telephone Network

PIM-DM Protocol Independent Multicast - Dense Mode
PIM-SM Protocol Independent Multicast - Sparse Mode
PIM-SSM Protocol Independent Multicast - Single Source Mode
PNNI Private Network Network Interface

PVC Permanent Virtual Circuit

QoS Quality of Service

RAT Reverse Address Translation

RC Routing Cache

RMTP Reliable Multicast Transport Protocol

RP Rendezvous Point

RPF Reverse Path Forwarding

RTP Real Time Protocol

RTT Round Trip Time
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ReSoA Remote Socket Architecture

SAR Segmentation And Reassembling

SDL Specification and Description Language

SMDS Switched Multi-Megabit Data Service

SGM Small Group Multicast

SIP Session Invitation Protocol

SMS Selective Multicast Server

SNMP Simple Network Management Protocol

SSM Single Source Multicast

SPT Shortest Path Tree

SVC Switched Virtual Circuit

TCP Transmission Control Protocol

TDMA Time Division Multiple Access

TTL Time To Live

UB Upper Bound

UC Unicast

UDP User Datagram Protocol

UML Unified Modeling Language

UMTS Universal Mobile Telecommuniation System
UNI User Network Interface

URL Universal Ressource Locator

UTOPIA Universal Test and Operations Physical Interface for ATM
UTRAN Universal Terrestrial Radio Access Network
VC Virtual Circuit

VENUS Very Extensive Non-Unicast Service

WAN Wide Area Network

WB-CDMA Wideband Code Division Multiple Access
WDM Wavelength Division Multiplexing

WUGS Washington University Gigabit Switch
WLAN Wireless Local Area Network

XCast Explicit Multicast
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