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Abstract

This draft present@a schemédor QoSsupportin Mobile IPv6 basedon the architectureof Hierarchi-
cal Mobile IPv6. A QoSoption,a hop-by-hopheaderxtensionoptionfirst presentedby Chaskaret
al. [6], is carriedin the messageontainingthe Binding Update(BU) optionto the mobility anchor
point(MAP). Eachnodebetweerthe mobilenode(MN) andthe switchingMAP (includingthe MAP
itself) whichis concernedvith managingQoSresourcesvill forwardthe QoSrequirementontained
in the QoS optionto its internal QoS mechanismand checkresourceavailability (essentially per
formsadmissiorcontrol). Dependingon this checkit will eitherdropthe messagandsendbacka
messagearryinganegyative acknaviedgemento the MN, or forwardthe messagépossiblyaftercer
tain modificationgo the QoSoption)to thenext hop. Only whenthe QoS-conditionalize®U arrives
at the MAP whereold and nen path meet(not necessariljthe top-level MAP, but also potentially
an intermediateMAP) andthe checkfor resourceavailability in MAP is alsosuccessfulthe MAP
canmalke thefinal binding decisionandreply with a BA. Hence,handofs are conditionalizedupon
the availability of sufficient resourcedn theroutebetweerMN andMAP to meetQoSrequirements.
Whensufficient resourcesrenot availableandthereis morethanonenewn accessouter the proce-
durecanbereiterated.By way of this schemejocal handofs aremanagedocally, transparentlyto
correspondemodes CNs)andproperQoSforwardingtreatmentis establishedn the new datapath,
while in theworstcaseglobalmobility) it is managedvith Mobile IPv6. Ourschemeas flexible (ver-
tical handof supportandseverallevels of hierarchycanbe used),scalable andpotentiallysupports
interworking with multiple QoSmechanisms.

This documents equivalentto the InternetDraft “QoS-Conditionalizedinding Updatein Mobile
IPv6” (http://wwwietf.omg/internetdraftgdraft-tkn-mabileip-qoskbinding-mipv6-00.txt).
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Abstract

This draft presents a schenme for QoS support in Mbile |Pv6 based on
the architecture of Hi erarchical Mbile IPv6. A QS option, a hop-
by- hop header extension option first presented by Chaskar et al

[6], is carried in the nessage containing the Binding Update (BU)
option to the nobility anchor point (MAP). Each node between the
nmobi | e node (M\) and the switching MAP (including the MAP itself)

whi ch is concerned with nanagi ng QoS resources will forward the QoS
requirenent contained in the QoS option to its internal QS
mechani sms and check resource availability (essentially, perforns

adm ssion control). Depending on this check, it will either drop the
message and send back a nessage carrying a negative acknow edgenent
to the M\, or forward the nessage (possibly after certain

nmodi fications to the QoS option) to the next hop. Only when the QoS-
conditionalized BU arrives at the MAP where old and new path neet

(not necessarily the top-level MAP, but also potentially an

i ntermedi ate MAP) and the check for resource availability in MAP is
al so successful, the MAP can nmake the final binding decision and
reply with a BA. Hence, handoffs are conditionalized upon the
availability of sufficient resources oin the route between MN and MAP
to neet QoS requirenents. Wen sufficient resources are not
avai l abl e and there is nore than one new access router, the procedure
can be reiterated. By way of this schene, |ocal handoffs are managed
locally, transparently to correspondent nodes (CNs) and proper QS
forwarding treatnent is established in the new data path, while in
the worst case (global nobility) it is managed with Mbile IPv6. CQur
schene is flexible (vertical handoff support and several |evels of

hi erarchy can be used), scalable, and potentially supports
interworking with nultiple QS nechanisns.
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1. Introduction
1.1 State of the art

Wth the advent of various radi o access technol ogi es and increasing
depl oynent of sophisticated applications in nmobile end systens, |Pv6-
based networks will increasingly have to support Quality of Service
(QS) in nobile environnents. Mbile |IPv6 ensures correct routing of
packets to a nobil e node when the nobil e node changes its point of
attachnent with the 1 Pv6 network. However, it is also required to
provi de proper QS forwarding treatment to the nobil e node's packet
streans at the changed route in the network due to node nobility in a
fast, flexible, and scal able way, so that QoS-sensitive |IP services
can be supported over Mbile IPv6 [2]. A QS schene for Mbile | Pv6
should (i) be able to localize the QoS (re-) establishnment to the

af fected parts of the packet path in the network, and (ii) in cases
where nore than one access technol ogy or access router (AR) is
available, it may be desirable for the MN to choose an appropriate AR
that can satisfy its QoS requirenents anong several potential new ARs
when the MN nmoves into such a region (especially since in vertica
handoff scenarios, choosing a "good" access router m ght be nore

i mportant than the nere speed of reestablishing a QS path). In
these cases, a handoff should not be perfornmed if the MN's QS
requirenent is not nmet; yet if the QoS can be net, handoff should be
performed as quickly as possible.

In reference [6] a new | Pv6 option called "QS option" is introduced.
One or nore QoS objects are included as a hop-by-hop option in | Pv6
packets carrying Binding Update (BU and Bi ndi ng Acknow edgenent (BA)
messages. Wien one packet for this purpose traverses different
network donains in the end-to-end path, the QS option is exanined at
these internediate network domains to trigger QS support for the
MN\' s data packets.

1.2 Overvi ew of our schene

The mechani sm described in reference [6] outperforns RSVP [11][7] in
that its signaling overhead is decreased. However, it does not all ow
to check whether the QoS requirenents are satisfied along the new
route before performng the handoff. W therefore introduce a QS-
conditionalized binding update. The node at which old and new paths
diverge ("switching router") makes the final decision whether or not
to update the binding, depending on the result of QoS checks. A

bi ndi ng update will only take place (in the sense of nodifying the
route) if all nodes along the route between the AR and the switching
router are capable of conplying with the QS request, otherw se, the
old route will still be used and a negative acknow edgenent will be
returned to the MN
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Qur schene is based on the architecture of Hi erarchical Mbile | Pv6
(HM Pv6) [5] to localize the QoS-conditionalized bindings. In

HM Pv6, a new entity, the Mbility Anchor Point (MAP), is introduced
and a MN only needs to performone |ocal BU through MAP when changi ng
its layer 3 access point within the MAP domain. HM Pv6 is not able
to express QoS requirenents, let alone to provide feedback regarding
the success of such request. W built on the work described in
reference [6] to overcone these linitations.

In our schenme, a QS hop-by-hop option is carried in the nmessage
containing the BU option to the MAP - this nessage is called BU+QoS
message. Each node concerned with QS nmanagenent between the M and
the MAP (including the MAP) will pass the QoS requirenent represented
by the QoS option to internal QS nechani sns and check its resource
availability. |If resources are available locally, they are reserved
and the nmessage will be forwarded along its route. |If specified in

t he BU+QoS nessage, reservations covering | ess than the desired
anount of resources are also be possible; the request in the BU+QS
nmessage i s then updated accordingly. |If resources are not avail abl e,
negative feedback will be provided to the MN\. Upon receiving the
BU+QoS nessage, the MAP al so checks resource availability and, if
successful, will update the binding status and respond with a
positive BA+QoS nessage, including the actual anmount of reserved
resources, if different fromthe requested anount. O herw se, no

bi ndi ng update is perfornmed and a negative BA+QoS nessage is returned
to the MN

By way of this scheme, QS (re-)establishnment due to | ocal handoffs
is managed locally and transparently to the CNs, while in the worst
case (global nobility) it is managed with Mobile IPv6 and [6]. Only
if all routers along the new path find that sufficient resources are
avail able will a handoff (switching fromold to new path) take place
In this sense, the handoff process is conditional on the availability
of QoS resources and our schene can take advantage of HM Pv6. The
addi ti onal advantage, however, is that nobile ternmnals will only
performa handoff to an AR that can fulfill the QS requirenent (if
there are multiple ARs to choose from in case there is only a single
AR able to serve the nobile term nal, even best-effort service would
likely be acceptable, however, this is an application-level concern).

The rest of this docunent provides a detail ed description of the QS
conditionalized binding update procedure(s) for Mbile | Pv6. The
docunent is organized as foll ows:

0 Section 2 gives the terninology used in the docunent.

0 Section 3 describes our goals and assunptions.
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0 Section 4 gives a detailed description of the schene, including a
description of the rul es/considerations for processing and
forwardi ng nessages contai ni ng Bi ndi ng Update and Bi ndi ng
Acknowl edgenent options and QoS option at MNs, MAPs and
i nternmedi ate routers.

0 Section 5 conpares our schene with the requirements for a QS
solution for Mbile IP as described in [2].

0 Section 6 presents a few inportant issues brought up by our scheme
and gives the reasons for choosing a particular solution anong
different possibilities within our schene.

0 Section 7 addresses the security considerations.

Festag, et. al. [ Page 6]
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2. Term nol ogy

This docunment uses the following terns in addition to those defined
in the Mobile | Pv6 protocol [4] and Hierarchical Mbile |Pv6 protocol

[5]:

QS option: A Hop-by-Hop option introduced in reference [6]. A QS
option contains zero or nore QoS objects in Type/Length/Val ue
(TLV) format.

QoS object: An object introduced in reference [6]. Essentially, QoS
OBJECT is an extension of RSVP @S and FI LTER SPEC obj ects, and
contains certain paraneters representing QS requirenents and
traffic characteristics for a QS fl ow.

QS entity: An entity responsible for QoS negotiation and
establishnent. Exanples are RSVP daenons in RSVP/IntServ, a
Bandwi dth Broker in a DiffServ domain, or a Label Edge Router in
an MPLS domain. Fromthe perspective of MPv6, QS
(re)establishment is treated transparently in QoS-capable routers
or hosts; the IPv6 nodes MAY ask QoS entities to check the QS
requirenents included in the QoS option, and afterwards the latter
SHOULD perform such a reservation and respond with an
acknow edgenment possibly along with (possibly nodified) QS
par anet er s.

Switching router/ MAP: The node at which old and new paths diverge
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [1].

Besi des, the followi ng acronyns and abbreviations are used in this
docunent :

M P/ M Pv6/ HM Pv6: Mobile | P/ Mobile | Pv6/ Hi erarchical Mbile |Pv6
MAP: Mbbility Anchor Poi nt

MN: Mobi | e Node

CN: Correspondent Node

QS: Quality-of-Service

CoA: Care-of - Address

RCoA/ LCoA: Regi onal / On- Li nk CoA
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HoA: Home Address

AR Access Router

BU BA: Bi ndi ng Updat e/ Bi ndi ng Acknow edgenent
ER. Edge Router of network donain

IR Interior Router of network domain

MPLS: Multi-Protocol Label Switching

LSP: Label Switched Path

DiffServ: Differentiated Services

IntServ: |Integrated Services

RSVP: Resource ReSerVation Protocol

Upst r eam( UP) / Downst r eam( DW di rection: From MV Towards MN
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3. Goal

The

s and assunptions

QS-condi tionalized binding update procedure for Mbile IPv6 is

based on the follow ng goals and assunptions:

1.

Fest ag,

We assune that nost handoffs are local. As a result, a QS
solution mnimzing the tine for QS (re)establishnent may take
the advantage of the regional nmobility solutions. Furthernore,
HM Pv6 nodel is assunmed to be the regional nobility solution

wi thin our work.

In future wirel ess conmuni cation systens, it is likely that Ms
can sel ect anong different ARs (possibly inplenenting different
technol ogi es or belonging to different administrative domains).
There is hence a requirenent of selecting among ARs when
perform ng a handoff and that a handoff to a certain AR should
only be perforned if already established Q©S guarantees can be
mai nt ai ned via the new AR

The QoS entities in the route between (hierarchically the

hi ghest) MAP and MN are assuned to be capabl e of deternining
whet her a given flow toward/fromthe MN can be adnmitted and, if
so, are capable of (initiation of) reserving and rel easing
appropriate resources. W do not define any traffic control and
resour ce managenent sol utions.

Any QoS (re-)negotiation beyond the highest-level MAP (between
this MAP and ot her network donmains) is an admi nistration concern
and out of our scope. As we are nostly concerned with | oca
mobility, end-to-end negotiation is not necessary and the QS
negoti ati on schene described here therefore is only used in the
part of the network between hierarchically highest MAP and M\
the usage of a range of different QS nmechanisns is conceivabl e
her e.

Support QS-aware (vertical) handoffs over nultiple access
technol ogi es col | aborating on the IP | ayer

QS should is supported for both uplink (from MN) and downl i nk
(to MN) traffic, provided that both uplink and downlink data
travel s along the sane route. (OQtherwise, only uplink traffic
can directly be supported, support for downlink traffic is this
case is in principle feasible yet conplicated).

Support the specification of both "Acceptable QS" and "Desired
QS" if so desired by the M\

et. al. [ Page 9]
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4. Detail ed description of our scheme

4.1 Fornmat of QoS option

1.

The format of the QoS object (see Figure 1) follows [6].

0
01234567890123456789012345678901

1 2 3

T e i e S R TR et
[ Reserved | Object Length | QS Requirenent

+

B s T T ST S e I T ais s i ST SR o Sy S S S U S S 3
Max Delay (16-bit integer) ns |Delay Jitter (16-bit integer)ns|
B s S i i i T s a ks ait S S S S S

2 |

3 |

Average Data Rate (32-bit |EEE floating point nunber)

B s T T ST S e I T ais s i ST SR o Sy S S S U S S 3
4 | Burstiness: Token Bucket Size(32-bit |IEEE floating point number)
B T T i i i e e s i i i

5 |

Peak Data Rate (32-bit |IEEE floating point nunber)

T T o T S o T AT S S S S T S S S S S S &

6 |

M ni mum Pol i ced Unit (32-bit integer)

T T o T S o T AT S S S S T S S S S S S &

7

Maxi mum Packet Size (32-bit integer)

T i T S S T it S S S S S s - i S SRS S RS

Fest ag,

|
|
|
I
+-

Val ues of Packet C assification Paraneters

T S i S S T

Figure 1 - Conposition of a QoS OBJECT

Format of QoS Option - follows [6], except that 3 bits of

Reserved" bits are used to specify whether QoS requirenent
ndi cated by this option can be net, how to include acceptable

and/ or desired QoS and up- and/or downstream QoS. (see Figure

2

1.

):
If the "F" bit is set, this neans "QS can not be net",
otherwi se "(up to current node) QoS can be net".
If the "D' bit is set, this nmeans "both upstream QS and

|
|
|
I
+

downstream QoS are specified separately”, otherw se "upstream

and downstream QoS are specified to be the sane in both
directions" (hence only one QoS object is required).

Alternatively, the interpretation of a set "D' bit could be

to indicate that only one direction (preferably downlink
which is inportant e.g. for streaming nedia) is specified.
This is yet to be decided.
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0

If the "A" bit is set, this neans "both acceptable QS and
desired QoS are specified", otherwise "only desired QS is
speci fied".

1 2 3

01234567890123456789012345678901

B s T T i e
| 0] 0] 1] Opt Type| Opt Data Len |

B s T T ST S e I T ais s i ST SR o Sy S S S U S S 3
2 |F|D A Reserved| UP- Desired QoS OBJECT in TLV format|
B T T i i i e e s i i i

3 |

| DW Desired QS OBJECT in TLV fornat |

T I T S I T i T S S S S i T i S S S S S S

4 |

UP- Accept abl e QoS OBJECT in TLV fornat DW |

T T o T S o T AT S S S S T S S S S S S &

5 | Acceptable QS OBJECT in TLV fornmat |
B e S S i S S S e e s i i S e

Fest ag,

Figure 2 - Conposition of QS OPTI ON

et.

al . [ Page 11]
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4.2 Detailed description of QoS-conditionalized binding procedure

| MAP | MAP does BUonly if "F" bit is not set

[\ <- \
/ \ [\ \ BA+QoS
/ \ \ BU+QoS \

/ \ \ \
I \ ->
[ [ [ | check resource availability with QS

entity;

[ AR1 [ [ AR2 | if QoS cannot be net, set
|\ | |\ | "F" bit in the QS Option

Node Mbility
Figure 3 - An Exanple of a QS-Conditionalized Binding Procedure

Fi gure 3 shows an exanple of a QoS-conditionalized binding update in
a MAP domain. In this figure, the MAP is the switching router, the
AR and the MAP are the only nodes concerned with QS control, and IRs
are not shown. |In general, the path between the switching router and
the AR nmay contain several MAPs, as well as DiffServ/MPLS domai ns
and/ or IntServ nodes, or conbinations of both. QoS entities in such
nodes or domrmi ns shoul d nmake adni ssion control decisions based on the
QS option. The QS Option is a hop-by-hop header extension option
and treated as described below. (As an optim zation, the new AR
could obtain QS information fromthe old AR via context transfer
protocols in order to save wirel ess bandwi dth - see discussion in
Section 6.6.)

In HM Pv6, outside the MAP dommi n, destination address or source

address of any packet to and from M is narked as the MAP's | P
address or MN's RCoA in the MAP domain, not the HoA or LCoA of the

Festag, et. al. [ Page 12]
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MN. Hence, the CNis oblivious of the BA, and a QS (re-)

est abl i shnent procedure due to handoff only happens inside the MAP
domain. here we only discuss the case of the basic node of HM Pv6
and the treatnent in the extended node of HM Pv6 needs nore

i nvestigation.

The QoS-conditionalized binding procedure works as foll ows.

1.

Fest ag,

MN gets a new LCoA and conposes a nessage including a Binding
Update option (where the so-called "A" bit is set to indicate
that an acknow edgenent shoul d be generated once the binding
updat e has taken place) and a QoS option. The QoS option nay
contain up to four QoS objects: it may contain just one QS

obj ect describing the | east acceptabl e upstream QS; or two QS
obj ects, additionally describing the desirable upstream QS;
further it may contain both aforenentioned objects for the
downstream direction. This is discussed in detail in Section
6.2. Note it is possible (cf. Section 4.1) to skip these |ast
two objects by specifying upstream and downstream QoS as being
identical. The now conposed nmessage is called "BU+QoS".

MN sends the BU+QoS nessage to the new AR (towards the MAP). (As
st at ed above, the new AR could obtain QS information fromthe
old AR via context transfer protocols in order to save wireless
bandwi dt h).

* | Rs forward the BU+QoS nessage as a nornal | Pv6 packet.
However, each router concerned with QS control (IntServ node
and ER) between the new AR and MAP (including the AR), before
passi ng on the BU+QoS nmessage, SHOULD check whet her the "F"
bit in the QS option has been set by a previous router
concerned with QS control. This can be the case if this
previous router was unable to generate a BA+Q0S nessage.

* |f the "F" Bit has been set, it generates a BA+QoS nessage
stating the reason for the fail (Status 131 in BA option -
"insufficient resources"), and returns it to the M\, if it is
capabl e of doing so. Thereby no QoS object is returned. |If
the node is incapable of generating BA+QoS nessages, it just
passes the nessage on to the next upstreamrouter. Unless the
BA+QoS encounters a router capable of generating BAs, it
continues up to the MAP. The capabilities of routers
regarding the interpretation of QS objects, BAs and BUs are
di scussed in detail in Section 6.1

* |f the "F'" Bit is not set, it inspects the QS option

checki ng whether it (or the QS donmin) can provide this |evel
of QoS by requesting it fromthe related QoS entity by, e.g.

et. al. [ Page 13]
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Fest ag,

asking a Bandw dth Broker of a DiffServ domain to setup the
QS (UP and/or DW.

2.1 1f yes, this anmount of resources will be reserved, and the
BU+QoS will be forwarded to the upstreamrouter.

2.2 If no, if the router is not able to provide the resources,
its reaction depends on whether there is just one or two
QoS obj ect s.

2.2.1 (a single QoS object is included in the QoS option):
the "F" bit in the QS option will be set. Then the
entity will either construct a negative BA+QoS (as
described in 2) and return it tothe MNif this node is
capable to do so. O else (nowthe "F" bit in the QS
option is set) the BU+tQoS will be forwarded to the next
upstream router where (eventually) a negative BA+QoS
message will be forwarded to the next upstream
router(at |east a MAP nmust be capable of generating
negati ve BA+QoS nmessages, other intermediate routers may
pass on such messages to be handl ed upstreanj.

2.2.2 (both desired and acceptabl e QS object are included
in the QoS option): if the router can provide at |east
the acceptable QoS, it can reserve whatever capacity it
deens appropriate (at or above the acceptable |evel),
wite what it reserved in the "desired QS" object, and
then propagate the BU+QoS further upstream |If not even
the acceptabl e QS can be provided, then this case is
treated as 2.2.1.

The MAP will performal nost the sane steps as in (2), except in
(2.1) and (2.2.2). In both cases, after the MAP was able to
reserve resources (after possibly adapting then), it stores the
MN's LCoA information in its Binding Cache (a binding update is
perfornmed) and generates a positive BA+QoS nessage, containing at
nost two QoS objects: "desired QS", for both UP and DW if
avai l abl e. "Acceptable QS" objects are dropped, since a
positive BA neans the acceptable QoS could be net.

IRs forward the BA+QoS nessage as a nornal | Pv6 packet. However,
if this is a router concerned with QS control (IntServ node and
ER) between the new AR and MAP (including the AR), it should

i nspect the QoS option:

* |In case of a negative BA ("F" bit set, and Status 131 of BA

option "insufficient resources"), release all resources
reserved for this flow (Oher possibilities howto handle

et. al. [ Page 14]
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such only seni-valid, internediate reservations are discussed
later in Section 6.5.)

* (Otherwise, in case of a positive BA (no "F" bit set) check
whet her the QoS resources described are identical to those
requested previously. (If no QoS object is present, this
means only "acceptabl e QS" was specified, which remained
unchanged, hence no reservation needs to be changed). |If the
QoS resources have changed, change the reservation to adapt to
this new QS. Then the BA+QoS is forwarded to the next
downstream router.

* Note that these routers MJUST NOT interpret these QS options
as request for new resources. Rather, these QoS options are
interpreted as providing nore up-to-date information about a
flow for which reservations have al ready been made.

5. Upon receiving the BA+QoS nessage, the MN should do the
fol | owi ng:

* |f the BU succeeds and the QoS requirenment has been net, it
starts QoS-guaranteed transm ssion

* (Otherwise, there are essentially three options:

+ |If there is another AR/ LCoA avail able, initiate another
BU+QoS nessage procedure, possibly with different QoS
requirenents, e.g., the desired level of QS could be
reduced. There are several possibilities of how the nunber
of avail abl e access routers could influence the setting of
| owest acceptable QS. E.g., acceptable QS could be a
function of the nunber of available ARs and/or the MN's
speed.

+ |If there is no other LCoA available, try again with this
new AR, but reduce QS requirenents, possibly down to best-
effort (it should have done so in the first place).

+ Stay attached to the old ARif this is feasible
(particularly in vertical handoff scenarios, a handoff is
not necessarily time-critical and connectivity to an old AR
can be naintai ned).

Note that in order to correctly process the BA+QoS nessage, all
routers concerned with QoS managenent, such as MAPs, ARs, and
possibly DiffServ and MPLS ERs, as well as IntServ nodes need to
maintain state for each flow However we believe this is not an
addi tional burden to these entities as they need to maintain this

Festag, et. al. [ Page 15]



TKN Report 01-013 QoS-Conditionalized Binding Update in MPv6 July 2001

same state anyways: MAPs nust nmintain the binding cache, and al so
the AR has to keep a information, including QS information, for each
MN. DiffServ and MPLS ERs typically act as aggregation routers, i.e.
they (as opposed to IRs) still know individual flows, just as do
IntServ nodes. Nevertheless, this constitutes an argunent in favor
of restricting QoS control to AR and MAP.

Note al so that the QoS reservation as well as Binding Update option
may be mai ntained as soft state, where QoS option should be refreshed
periodically. The timer of QoS option may differ fromthat for the
BU option and the procedure of refreshing QoS options needs further

i nvestigation. One possibility would be to periodically resend a
packet containing a QoS option with the level of QS that the MN has
actually received. An internmediate router would then have to check
whether it already has a QoS reservation for a given flow If not,
this would represent a new flow (and should potentially be
acconpani ed by a BU option in the sane packet, if this new flow has
to do with nobility). |If information about the flow already exists,
this QoS option is interpreted as a refresh nessage, sinmlar to the
way the QoS option in the BA nessage is interpreted.

There are two alternative approaches for our schene to rel ease the

QS status in the old path if a handoff is successful. One is
timng-out, i.e., if no QoS option is received in a certain period of
time, the correspondent QoS status in a QS domain will be cleared.

Another way is to release explicitly by sending a QoS option with "F"
bit set along the old path towards the MN after a handoff is
perforned. The selection of using which approach depends on their
performance evaluation in different network scenari os and al so needs
further investigation.
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5. Conparison of our schene with the requirenments draft

In [2], a nunmber of requirenents are listed which a QS solution for
Mobile I P has to satisfy. The follow ng sections di scuss how the
conditionalized binding update presented in this draft conpares with
these requirenments

5.1 Performance requirenments

A QoS sol ution

(0]

MUST mininize the interruption in QS at the tine of handoff - our
schene mnimzes this interruption, because it provides the
possibility to check for and reserve resources sinultaneously wth
t he bi nding update, and also allows for negotiating with severa
ARs to find one that can nmeet the QoS required.

MUST | ocalize the QoS (re)progranmming to the affected parts of the
packet path in the network - satisfied with HM Pv6

MUST provide neans to rel ease any QoS state along the old path
that is not required after handoff - one possibility is to let the
MAP initiate the rel ease request for the old path; the other is
timng-out: as BUs tinme out, the QoS state along the old path wll
be rel eased.

5.2 Interoperability requirenments

A QoS sol ution

(0]

MUST be interoperable with other nobility protocols related to
mobile IP. This is an open issue, however, the schenme as such
could be applicable to other nmobility protocols as well.

MUST be interoperabl e with heterogeneous QS paradigns. As

di scussed in Section 4.2 above, our schenme interoperates with
DiffServ, IntServ and MPLS. Since its task is just carrying QS
i nformati on which is then used by QS entities to do whatever the
QS paradigmrequires, it should in fact interwork with any QS
par adi gm

5.3 Exception condition requiremnments

A QoS sol ution

(0]

MUST provide neans to handle a situation in which the old QS
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agreement cannot be supported after handoff - our schene inforns
the MN the old QoS requirenents cannot be net via a negative BA.
The MN nay initiate another BU with another AR or the same AR with
| owered QoS requirenents or stay attached to the old AR

5.4 M scel | aneous requirenents

A QoS sol ution

(0]

SHOULD be able to support QS along different potential paths,
such as route-optin zed path between the MN and the CN, triangle
route via HA, tenporary tunnels between old and new access router
This is an open issue and requires additional investigation

MAY provide information to link layer to support required QoS,
such as acceptable | P packet loss ratio for wireless |link. Not
supported, extensions are conceivabl e.

5.5 Obvious requirenments

A QS sol ution MJST satisfy

0

scalability: the major scalability concern in this scheme is the
need to maintain state in internediate entities. However, as nobst
of the are MAP and hence nust naintain binding update mappi ngs,
they do keep state on a per-flow |l evel anyway. Hence, this
schene does not introduce any new scal ability problens.

security - see Section 7

conservation of wireless bandwidth - apart from obtaining a new
LCoA address from a new basestation/access router, wreless
bandwi dth is used only to send BU+QoS and to receive BA+QoS. It
can, however, be decreased further by transferring context from
old AR to new AR as described in [3] and as discussed later in
Section 6.6

| ow processing overhead on nobile terminals - MN need to insert
QS object into BU and nust be able to interpret negative BAs (but
conpar e di scussi on about the use of context transfer in Section
6.6).

hooks for authorization and accounting - needs further
i nvestigation

robust ness against failure of any M P-specific QS conmponent in
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the network - since we use the QoS option in a context of HMP, if
(one) MAP fails, the QoS option will be delivered further wthout
any treatnent for QoS option (esp. if a destination option for
QS option is used). This needs further investigations.

Festag, et. al. [ Page 19]



TKN Report 01-013 QoS-Conditionalized Binding Update in MPv6 July 2001

6. Further discussion
6.1 QS control in entities unaware of the BU BA options

In our discussion, we distinguish two kinds of QoS-controlling
entities. Both of themare able to interpret the QoS object. Wile
one kind is capable of recognizing the BU BA options in order to
deci de what kind of message arrived, and are al so capabl e of
generating (negative) BAs, the other kind of QoS-controlling entity
do not know about BUs and BAs. Such an entity bases its behavi or
only on the QoS option along with the QoS objects, but cannot use the
BU BA option to decide how to handle a nessage. In particular, it
nmust be able to distinguish a QS option for a flow that has not yet
established any reservations at this particular entity froma flow
that already has a reservation

As described in detail in Section 4.2, our nechani smworks correctly
with both kinds of QoS-controlling entities.

6.2 Signaling downstream QoS requirenents

One concern is how to include QS requirenment for downstreamtraffic
into a nessage carrying Binding options. |In an end-to-end signaling
scenario, e.g., when using standard Mbile IP, the QoS information
for the downstreamtraffic can easily be provided by the CN. Wen
using a hierarchical architecture, however, the downstreamtraffic
informati on nust still be available for the new path between the MAP
and the MN. Requesting this information fromthe CN woul d defeat the
pur pose of using hierarchical nobility schenes in the first place.

On the other hand, making this information available in the router

m ght be feasible with sone QS paradi gns that provide per-flow QS,
yet QS schenes that only work on aggregated traffic schenes shoul d
not burden internedi ate nodes with nmaintaining infornation about

i ndividual traffic flows (rendering the entire i dea of aggregate flow
treatment useless) - and this information would have to be present in
every router that would potentially be a MAP

Hence, the downstream QoS description cannot be obtained fromthe CN
neither can internediate routers be expected to store this
information for every flow Rather, the downstreamtraffic QS
requi renents should be provided along with the upstream requirenents
in the BU+QoS nessage. The M could know this infornmation (e.qg.
fromsonme application-level negotiation of QS) but howto get it is
out of the scope of this docunent.

The mai n di sadvantage of this approach is that the BU packets becone

larger. VWhile this should not pose nuch of a problemin the wired
backbone network, it could be considered a serious drawback when the
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BU+QoS nmessage has to be communi cated over the wireless link. There
are sone possible renedies to this problemwhich will be discussed
| ater.

Therefore, it is reasonable to assune that the MN al so specifies the
downstream QoS requirenents in the BU+QoS (the MN shoul d be capabl e
of providing this information, e.g., derived fromapplication-I|eve
negoti ati on protocols). Wile this does increase the anount of
protocol data of the solution proposed here, the possibility to
reduce state information in the network appears to be the outwei ghing
concern - mechanisns like transferring context fromold to new AR
(e.g., [3], see discussions later) can additionally reduce wireless
bandwi dth requirenents. The treatnment of up- and downstream QS
information in the routers directly follows [6].

6.3 Upgrading the I evel of QS

Anot her concern is which | evel of QS requirenents is appropriate for
a MPv6 QoS solution. Wen the MN requests (in preparation of a
handoff) a QoS along the new path that is larger than the one used on
the old path, the switching router alone can no | onger decide whether
or not this request should be accepted (assuning that it would be
possible to provide this level of QS on the new path). This
inability is partly caused by the need to contact the CN to check
whether it agrees as well, whether the CN s access network can
provi de such an increased capacity (otherwi se, upgrading the MN' s

| ocal reservation would neke little sense), and it nmay al so i nvol ve

i nter-domain QoS (re-)negotiation out of the (highest) MAP donmin
Theref ore, we suggest to consider during a handoff only the problem
of maintaining the currently used QS (and possibly specifying an
acceptable lower linmt) and to treat the problem of upgrading to

hi gher service |levels separately (the main points involved here would
be aut horization/charging, providing indication of the availability
of nmore resources to the application, and application-Ilevel QS
renegoti ati on).

6.4 Possibility of changing froma hop-by-hop option to destination
option

The feature of hop-by-hop option for the QS option obviously will be
a drawback for a fast handoff. Hence, a solution trying to use a
destination option may be favorable. |If the ARis also a MAP, the WN
may specify a destination for the QoS option (destined to the AR) and
the AR may relay it as the destination option (destined to the next
hop MAP) again, and so forth. Then the QoS option can be carried as
a destination option in the whole QS-conditionalized binding
procedur e.
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Usi ng such a destination option is straightforward if the MAPs are

the only entities concerned with QS control. Typically, at |east
the AR would al so perform QS control without necessarily being a MAP
as well. An inportant case would be when the AR is the only QS

control entity besides the MAPs. Here, the QoS option can be
transmitted fromthe MN to the (switching) MAP in a hop-by-hop way,
but it would be possible for the AR to change the QoS option froma
hop- by-hop option to a destination option, destined to the next
upstream MAP. Upon receiving this destination option and necessary
wor k regardi ng QoS nanagenment, a MAP between AR and the hi ghest MAP
may encapsul e the BU nmessage again to destine it to the

hi erarchi cally next higher MAP. \Wen the highest MAP finally

recei ves the BU+QoS nessage, it will issue a BA+QoS nessage and
follow a reverse procedure (fromdestination option to a hop-by-hop
option).

6.5 Handling internmedi ate reservations

As the process of accepting a binding update is a distributed one in
whi ch several routers can participate, it is necessary to further
specify in detail how this decision process should take place.

Speci fying such distributed processing is further conplicated by the
fact that multiple binding updates fromdifferent MNs could be
processed at the same routers with only snmall tenporal offset.

The main issue is how a router handl es a BU+QoS nessage that it could
serve, but that also has to be passed upstreamonto other routes in
order to check whether they can also provide the requested QS. In
general, this is a distributed commit problemand can be solved with
wel | - known techni ques, requiring a nunber of nessage exchanges e.g.
[9]. Here we are interested in faster approaches that should ideally
work using only one round trip from M to switching router and back;
sacrificing sone optinmality aspects i s unavoidable in such schenes.
Two mai n schenes are conceivabl e: optimnistic or postponed
reservation.

6.5.1 Optinistic reservation

An internediate router considers the requested QoS as actually being
reserved, optimstically assum ng that all other routers along the
way can also grant the request. Reserving the capacity is the
correct decision if all upstreamrouters can also grant the request.
If any upstreamrouter cannot conmply with the request, a NACK is
returned and the "lower" routers have to rel ease the spuriously nade
reservation. This optinistic reservation approach can be problematic
if alower router made a reservation that will |ater be denied and
has had to reject other reservation requests that could have been
granted upstream
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However, if the round-trip tinme for BUs is short (which is reasonable
in an access network using HM Pv6) and if there is less traffic
(relative to the avail able capacity) towards the core than there is
at the edges of the network, this situation should be rather

i mpr obabl e and m ght hence be regarded as an acceptable risk (in

typi cal networks, the bottlenecks are likely to be closer to the edge
than towards the core).

6. 5.2 Postponed reservation

In order to circunvent the problems of optimistic reservations, one
possibility would be to postpone the actual reservation: when
receiving a BU, a router only checks the instantaneous availability
of resources, without actually reserving anything when forwardi ng the
BU. Actual reservation only takes place when positive

acknow edgenments are returned fromupstreamrouters

The problemw th such postponed reservations is that a BA+QS ni ght
not be able to actually reserve capacity because of overlappi ng BU BA
messages fromdifferent MNs. In such a case, the switching MAP has
incorrectly reserved capacity and, even worse, performed a handoff to
a path that is not QoS-guaranteed. This is a rather serious
drawback, and we hence propose to use an optimstic reservation
schene.

6.6 Handling | arge signaling packets over the wireless |ink

At the beginning of an application, QS information needs to be
transported over the wireless link in order to enabl e end-to-end
application-level negotiation of QS requirenments. However, as both
Wi rel ess conmuni cation capacity and processi ng power on nobile
termnals are precious resources, once this QS infornmation has been
established, it would be desirable to mnimze the anmbunt of QS
information traversing the wireless link and the amount of processing
the MN has to perform A nunber of different approaches exist for
this problemin general: conpression schenes, noving protoco
functionality away from MNs onto proxies that reside in the wired
network; in the present context, context transfer schenes appear to
be particularly useful [3].

In particular, it should be feasible to assune that the old AR has
the QoS requirenent information for each of its MNs. Wen an MN

wi shes to associate itself with a new AR, it could sinply informthe
new AR of the old AR s identity as well as of its own address
(permanent and tenporary address should work). The new AR then
fetches the QoS requirenent description fromthe old AR and initiates
the BU process on behalf of the M\; acknow edgenents would still have
to be provided eventually to the M\
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Alternatively, the binding update process could also be initiated by
the old AR Here, the MN (or even the new AR) becones aware of a new
address it wants to use. The MN asks the old ARto initiate a

bi ndi ng update procedure for this new address. The old AR contacts
the correspondi ng new AR, providing QoS requirenents, and the new AR
constructs a BU nmessage to be sent in the usual fashion. As soon as
the BA arrives, the new AR infornms the MN that the new address is no
valid and that this new |ink should now be used. Negative feedback
shoul d be provided via the old AR This schene is particularly
attractive if the MNis not capable of nmaintaining two different |ink
| ayer bindings (i.e., comunicate with both old and new AR

si mul t aneousl y) .

Choosi ng between directly transnmtting BU QS information and
transferring context from another AR depends on a nunber of factors
(del ay, bandwi dth and cost of both the wired and the wireless link
and the respective weights assigned to them). Additionally, applying
context transfer is orthogonal to different ways of initiating the
actual handoff (controlled by the MN, the old or the new AR

However, this question requires additional investigations.
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7. Security considerations

The QoS schene described in this docunent raises the foll ow ng
threats, mainly concerning the integrity of BUBA and QS options

0 An attacker mght possibly try to forge or replay BU nessages with
specific QoS options in the nane of another entity in order to
either just harmthat entity or to even gain econonic benefits as
QS reservations nay inply some formof billing consequences.

0 An attacker might try to delay, delete, or nodify passing BU+QoS
messages (especially, the QoS options), e.g. in order to reduce
the desired QoS specification of another entity which n ght
possibly affect its own QoS requests or the QS requests of a
third entity it wants to support in a positive manner.

The above threats SHOULD be averted by protecting the integrity of
BU+QoS nessages with sone kind of cryptographic signature, e.g. as
it is done with Mobile IP registration nessages. However, this
requires the availability of appropriate key material in the signing
and the checking entities. It is out of the scope of this
specification and for further study if this can be realized with a
hop- by- hop approach, that is every internedi ate node that processes
BU+QoS nmessages or just the QoS options checks their integrity and
signs the outgoing BU+tQoS / QoS options, or an end-to-end approach
whi ch could, for exanple, require the last MAP to check the integrity
of the nobile node's original BU+QoS nessage and its QoS option(s).
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