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Abstract

Single-hop WDM networks based on a central Passive Star Coupler (PSC) or Arrayed—Waveguide
Grating (AWG) hub have received a great deal of attention as promising solutions for the quickly increasing
traffic in metropolitan and local area networks. These single—hop networks suffer from a single point of
failure: If the central hub fails, then all network connectivity is lost. To address this single point of failure
in an efficient manner, we propose a novel single—hop WDM network, the |f¥8E network. The
AWG||PSC network consists of an AW parallel with a PSC. The AWG and PSC provitieterogeneous
protectionfor each other; the AWEPSC network remains functional when either the AWG or the PSC
fails. If both AWG and PSC are functional, the AWBSC network uniquely combines the respective
strengths of the two devices. By means of analysis and verifying simulations we find that the throughput
of the AWG||PSC network is significantly larger than the total throughput obtained by combining the
throughput of a stand—alone AWG network with the throughput of a stand—alone PSC network. We also
find that the AWGPSC network gives over a wide operating range a better throughput—delay performance
than a network consisting of either two load sharing PSCs in parallel or two load sharing AWGs in parallel.

Index Terms

Arrayed—Waveguide Grating, Medium Access Control, Passive Star Coupler, Protection, Single—hop
Networks, Wavelength Division Multiplexing, Throughput-Delay Performance.

. INTRODUCTION

Single—hop WDM networks have attracted a great deal of attention due to their minimum hop distance,
high bandwidth efficiency (no bandwidth is wasted due to packet forwarding as opposed to their multi-hop
counterparts), and inherent transparency. Single—hop networks come in two flaeadcastnetworks
and switched networks. In the 90's much research has been focused on the design and evaluation of
MAC protocols for single—hop WDM networks that are based on a passive star coupler (PSC), see for
instance [1]. These networks form broadcast networks in which each wavelength is distributed to all

destination nodes. Recently, arrayed-waveguide grating (AWG) based single—hop networks have attracted
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much interest [2], [3], [4], [5]. By using a wavelength—routing AWG instead of a PSC as central hub each
wavelength is not broadcast but routed to a different AWG output port resultiswitchedsingle—hop
networks. These switched single—hop networks allow each wavelength to be used at all AWG input ports
simultaneously without resulting in channel collisions at the AWG output ports. The resulting spatial
wavelength reuse dramatically improves the throughput—delay performance of single—hop networks [6].

Given the ever increasing traffic amount due to higher line rates, larger wavelength counts, and spatial
wavelength reuse, protection becomes paramount. Specifically, single—hop network operation is immune
from node failures since nodes do not have to forward traffic. But all single—hop networks — either PSC
or AWG based — suffer from aingle point of failure If the central hub fails the network connectivity
is entirely lost due to missing alternate paths. Note that this holds also for all multi-hop networks whose
logical topology is embedded on a physical single—hop network. Therefore, protection of (physical) single—
hop networks is required to ensure survivability.

Protection of single—hop networks has received only little attention so far [7], [8]. While the passive
nature of the PSC and AWG makes the network fairly reliable, it does not eliminate the inherent single point
of failure. Clearly, two protection options which come to mind are conventional 1+1 or 1:1 protection. In
these cases, the network would consist of two PSCs or two AWGSs in parallel. This type of (homogeneous)
protection is rather inefficient: While in the 1+1 protection the backup device is used to carry duplicate
data traffic, in the 1:1 protection the backup device is not used at all during normal operation. To
improve network efficiency we propose a novel protection scheme for single—hop WDM networks in this
paper. The proposed network consists of one AWG and one PSC in parallel, which we subsequently
call the AWG|PSC network. Under normal operation, i.e., both AWG and PSC are functional, the
AWG||PSC network uniquely combines the respective strengths of both devices and phatetegeneous
protectionin case either device fails. The AWBSC network enables highly efficient data transport by
(i) spatially reusing all wavelengths at all AWG ports, afid) using those wavelengthsontinuously
for data transmission. As discussed shortly, nodes are attached to the central AWG with one tunable
transmitter and one tunable receiver. Both transmitter and receiver are tunable in order to guarantee any—
to—any connectivity in one single hop. In such a highly flexible environment where both transmitter and
receiver are tunable, wavelength access is typically controlled by reservation protocols, see the survey [9]
and references therein. That is, prior to transmitting a given data packet the source node sends a control
packet to inform the corresponding destination node. To do this efficiently, in the proposed network each
node is equipped with an additional transmitter/receiver pair which is attached to the PSC and broadcasts
control packets (reservation requests) over the PSC. After one end-to—end propagation delalf(i.e.,
the round-trip time) each node knows the outcome of its reservation and also acquires global knowledge,
which is used in a distributed common scheduling algorithm. Besides broadcasting control information

the PSC is used to transport “overflow” data traffic which can not be accommodated on the AWG.



In this paper, we develop and analyze MAC protocols for the proposed |R8G network. The
presented MAC protocols are devised for the three different operating mogebsoth AWG and PSC
functional” (AWG-PSC mode (ii) “PSC failed” AWG—only mode and (iii) “AWG failed” (PSC—only
modg. We find that the throughput of a stand—alone AWG network plus the throughput of a stand—-alone
PSC network is significantly smaller than the throughput of the ARSC network in the AWG-PSC
mode. Moreover, over a wide operating range the AWWRGC network achieves a better throughput—delay
performance than a network consisting of either two load sharing PSCs in parallel or two load sharing
AWGs in parallel.

This paper is organized as follows. In the following subsection, we review related work. In Section |l
we briefly describe the properties of the AWG and the PSC. In Section Il we describe the architecture
of the AWG|PSC network. In Section IV we develop MAC protocols for the three operating modes of
the AWG|PSC network. In Section V we develop a probabilistic model of the network and analyze the
throughput and delay performance of the three operating modes. In Section VI we use our analytical
results to conduct numerical investigations. We also verify our analytical results with simulations. We

summarize our conclusions in Section VII.

A. Related Work

Single—hop networks based on one PSC as the central broadcasting device have been studied extensively
since WDM technology was first proposed for optical networks. The studies [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [1], [20], [21] represent a sample of the numerous proposals of MAC protocols
and analysis of throughput—delay performance associated with various PSC based network architectures.
The main constraint of using one PSC is that each wavelength provides only one communication channel
between a pair of nodes at any one instance in time. However, wavelengths are precious in metropolitan
and local area networks due to cost considerations and tunable transceiver limitations.

One of the ways to increase the transmission efficiency, i.e., to increase capacity without increasing the
number of wavelengths, is to reuse the same set of wavelengths in the network. A number of strategies
have been examined over the years. Kanegal. [22] introduce a two level PSC star so that the same
set of wavelengths can be reused in each star cluster. Janoska and Todd [23] propose a hierarchical
arrangement of linking multiple local optical networks to a remote optical network. €hak [24] use
an AWG to link multiple PSC networks in series. Again the same set of wavelengths are reused in each
star cluster. Banerjeet al. [25] and Glanceet al. [26] outline network architectures based on AWG routers
for wavelength reuse. Bengi [27] studies the scheduling in LAN architectures based on a single AWG or
a single PSC.

We introduce the AWGPSC network to address the single point of failure in single—-hop WDM
networks. To our knowledge this issue has so far only been considered bgtHill [7] and Sakai
et al. [8]. In the work by Hill et al. the central hub of the single—hop WDM network consistsr of



working AWGs which are protected by identical standby AWGs. These standby wavelength routers are
activated only in case of failure, thus implementing a conventional homogeneaugrotection scheme.
Sakaiet al. [8] study a dual-star structure where 2 AWGs back up each other in 1:1 fashion. Our work
differs from [7], [8] in that we propose a heterogeneous protection scheme which efficiently benefits from
the respective strengths of AWG and PSC and uses both devices under normal operation.

The operation of our network is different from the parallel processing network described by Agthurs
al. [28] which consists of two PSCs. In [28] one PSC is used for data transmission and the other PSC
is used for data reception. In case of PSC failure, data transmission or/and reception is impossible due
to missing protection. In terms of network architecture, we do not divide the nodes into subnetworks as
proposed in [22], [23], [24]. In the proposed network architecture, all of the nodes are connected directly
to the AWG as one network, similar to [2], [4], [6], [29]. The difference is that all of the nodes are also
connected to a PSC, which provides effective broadcast features for control packets. We demonstrate that
the broadcast capability of the PSC eliminates the cyclic control packet transmission delays of stand—alone

AWG networks thus achieving high bandwidth efficiency at lower delays.

Il. PROPERTIES OFPSCAND AWG

The passive star coupler (PSC) is a passive broadcasting device.Nhxa®V PSC, a signal coming
from any input port is equally divided among the output ports. The theory and construction of the PSC
are detailed in [30], [31]. The broadcast property of the PSC makes it an ideal device for distributing
information to all nodes in WDM networks. Star topology networks based on the PSC as the central
broadcast device require a lower power budget compared to networks with a linear bus topology or a
tree topology. These advantages have led to numerous proposals for PSC—based broadcast—and—selec
networks, see Section I-A. In these networks the dynamic wavelength allocation is controlled by a media
access control (MAC) protocol. Chipalkatt al. [11] and Mukherjee [1] provide surveys and network
performance comparisons for different categories of MAC protocols.

The drawback of a PSC network is its lack of wavelength efficiency because each wavelength can only
be used by one input port at a time. A collision occurs if a wavelength is used by more than one input
port at the same time, resulting in a corrupted signal. Since each wavelength provides exactly one channel
between a source—destination pair, expanding the transmission capacity of a PSC network requires more
wavelengths. Also, broadcasting information to unintended nodes may lead to added processing burden
for the nodes.

The arrayed—waveguide grating (AWG) is a passive wavelength-routing device. Dregahd32],

[33] discuss the construction and the properties of the AWG. Several works [29], [34], [35], [36] discuss
the application of the AWG in multiplexing, demultiplexing, add—drop multiplexing, and routing. In the
proposed AWGPSC network, we use the AWG as a router. The crosstalk performance of AWG routers

and the feasibility of AWG routers have been studied extensively, see for instance [37].



The wavelength reuse and periodic routing properties of the AWG are illustrated in Fig. 1. Four
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Fig. 1. Periodic wavelength routing of an AWG Fig. 2. Network architecture

wavelengths are simultaneously applied at both input ports oka 2WG. The AWG routes every
second wavelength to the same output port. This period of the wavelength response is referred to as free
spectral range (FSR). Fig. 1 shows two FSRs, allowing two simultaneous transmissions between each
AWG input—output port pair. From Fig. 1, we also see that in order for a signal from one input port to
reach all of the output ports at the same time, a multi-wavelength or broadband light source is required.

In our network, we exploit two features of the AW@G) wavelength reuse, an@:) periodic wavelength
routing in conjunction with utilizing multiple FSRs. Wavelength reuse allows the same wavelengths to
be used simultaneously at all of the AWG input ports. So, witb & D AWG (D input ports andD
output ports), each wavelength can be reusedimes. Periodic wavelength routing and the utilization
of multiple FSRs allow each input—output port pair to be connected by multiple wavelengths. We let
denote the number of utilized FSRs. Hende= D - R wavelengths are used at each AWG port.

Here we point out that the number of noddsin a metropolitan or local area network is typically
larger thanD. Combiners are used to connect groups of transmitters to the input ports of the AWG and
splitters are used to connect groups of receivers to the output ports of the AWG. With a given number of
nodes, there is more than one way to construct a network by varying the parameters of the AWG and the
combiners/splitters. For example, we can connect 16 nodestte 4 AWG using four4 x 1 combiners
and fourl x 4 splitters. Or, we can connect the 16 nodes usiipxa2 AWG and two8 x 1 combiners
and twol x 8 splitters. With, sayA = 4 wavelengths, the first case results in one wavelength channel per
input—output port pair, i.e.R = 1. The second case results in two wavelength channels per input—output
port pair, i.e.,R = 2. In Section VI we compare the throughput and delay performance of the network

for different configurations oRR and D.

I1l. ARCHITECTURE

Fig. 2 shows the architecture of the proposed A/RSC network. The PSC and the AWG operate in
parallel. The nodal architecture is depicted in Fig. 3. In star networks without redundant fiber back—up,

each node is connected by one pair of fibers, one for the transmission of data, and one for the reception of
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Fig. 3. Detailed node architecture

data. In our network we deploy one—to—one fiber back—up for improved path protection and survivability,
that is, each node is connected to the AJRSC network by two pairs of fibers.

Each node is equipped with two fast tunable transmitters (TT), two fast tunable receivers (TR), each
with a tuning range ofA = R - D wavelengths, and one off-the—shelf broadband light emitting diode
(LED). Due to the extensive spatial wavelength reuse, the tuning range (number of wavelengths) can be
rather small. This allows for deploying electro—optic transceivers with negligible tuning times. One TT
and one TR are attached directly to one of the PSC’s input ports and output ports, respectively. The TT
and TR attached to the PSC are henceforth referred RS& TTand PSC TR respectively. The second
TT and TR are attached to one of the AWG's input ports and output ports via>an combiner and a
1 x S splitter, respectively. These are referred toA¥8G TTand AWG TR We note that an alternative
architecture to the PSC TT-TR is to equip each node with a tunable PSC transmitter and two fixed—
tuned PSC receivers, one tuned to the node’s home channel and the other tuned to the control channel.
The drawback of this architecture is the lack of data channel flexibility resulting in inefficient channel
utilization. In addition, with our approach all wavelength channels can be used for data transmission,
whereas with a fixed control channel one wavelength is reserved exclusively for control. Studies in [18],
[38] have shown that, by allowing a node to receive data on any free channel, the TT-TR architecture
has smaller delays and higher channel utilizations compared to the TT-FR architecture.



The LED is attached to the AWG's input port via the saf e 1 combiner as the AWG TT. The LED
is used for broadcast of control packets by means of spectral slicing over the AWG when the network is
operating in AWG—only mode (discussed in more detail in Section 1V). Two pairs of TTs and TRs allow
the nodes to transmit and receive packets over the AWG and the PSC simultaneously. This architecture

also enables transceiver back—up for improved nodal survivability.

IV. MAC PROTOCOLS

We describe MAC protocols for the normal operating mode as well as the various back—up modes. We
define two levels of back—up. The first level is the back—up of the central network components, i.e., the
PSC or the AWG. Because the AWG and the PSC operate in parallel, the two devices naturally back—up
each other. We have three different modes of operationAWG—-PSC modewith both AWG and PSC
functional, (ii) PSC—only modewith AWG down, and(iii) AWG—only modewith PSC down. We present
the MAC protocols for all three operating modes. The network’s throughput and delay performance for
each of the three operating modes is examined in Section VI. The second level of back—up makes use of
the two TT/TR’s at each node to enable transceiver back—up at the node level.

A. AWG-PSC Mode

The wavelength assignment and timing structure are shown in Fig. 4. With a transceiver tuning range
of A wavelengths, the PSC provides a totalAofvavelength channels. The length of a PSC framé&'is
slots. The slot length is equal to the transmission time of a control packet (which is discussed shortly).
Each PSC frame is divided into a control phase and a data phase. During the control phase, all of the
nodes tune their PSC TR to a preassigned wavelength. (One of the wavelength channels on the PSC is
used as control channel during the fifgt slots in a frame; in the remaining slots this channel carries
data.)

Given N nodes in the network, if nodg 1 < i < N, has to transmit a packet to nogde: # j, 1 <
j < N, nodei randomly selects one of th& control slots and transmits a control packet in the slot. The
slot is selected using a uniform distribution to ensure fairness. Random control slot selection, as opposed
to fixed reservation slot assignment, also makes the network upgradable without service disruptions and
scalable.

The nodes transmit their data packets only after knowing that the corresponding control packets have
been successfully transmitted and the corresponding data packets successfully scheduled. All nodes learn
of the result of the control channel transmission after the one—way end—to—end propagation delay (i.e.,
half the round-trip time). A control packet collision occurs when two or more nodes select the same
control slot. A node with a collided control packet enters the backlog state and retransmits the control

packet in the following frame with probability.
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Fig. 4. AWG-PSC mode timing structure

The control packet contains three fields: destination address, length of the data packet, and the type of
service. Defining the type of service enables circuit—switching. Once a control packet requesting a circuit
is successfully scheduled, the node is automatically assigned a control slot in the following frame. This
continues until the node releases the circuit and the control slot becomes available for contention.

A wide variety of algorithms can be employed to schedule the data packets (corresponding to suc-
cessfully transmitted control packets) on the wavelength channels provided by the AWG and the PSC.
To avoid a computational bottleneck in the distributed scheduling in the nodes in our very high—speed
optical network, the scheduling algorithm must be simple. Therefore, we adopt a first-come—first—served
and firstfit scheduling algorithm with a frame timing structure on the AWG. The frames on the AWG are

alsoF slots long, as the PSC frames. However, unlike the PSC frames, the AWG frames are not subdivided



into control and data phase. Instead, the entire AWG frame is used for data. With this algorithm, data
packets are assigned wavelength channels starting with the earliest available frame on the lowest FSR
on the AWG. Once all the FSRs on the AWG are assigned for that frame, assignment starts on the PSC
beginning with the lowest wavelength. Once all the AWG FSRs and PSC wavelengths are assigned in the
earliest available frame, assignment starts for the next frame, again beginning with the lowest FSR on the
AWG, and so forth. This continues until the scheduling window is full. The unassigned control packets
are discarded and the nodes retransmit the control packets with probakititthe next frame. A node

with a collided control packet or a data packet that did not get scheduled (even though the corresponding
control packet was successfully transmitted) continues to retransmit the control packet, in each PSC frame
with probability p, until the control packet is successfully transmitted and the corresponding data packet
scheduled.

The nodes avoid receiver collision by tuning their PSC TR to the preassigned control wavelength during
the control phase of each frame and executing the same wavelength assignment (scheduling) algorithm.
Each node maintains the status of all the receivers in the network. Also, since both the PSC TR and the
AWG TR may receive data simultaneously, in the case when two data packets are addressed to the same
receiving node in the same frame, the receivers may be scheduled for simultaneous reception of data from
both transmitting nodes. In case there are more than two data packets destined to the same receiving node,
transmission for the additional packet(s) has to be scheduled for future frame(s).

We note that we consider unicast traffic throughout this paper. However, we do point out that the
AWG||PSC network provides a flexible infrastructure for efficient multicasting. A multicast with receivers
at only one AWG output port can be efficiently conducted over the AWG, with the splitter distributing
the traffic to all attached receivers. A multicast with receivers at several AWG output ports, on the other
hand, might be more efficiently conducted over the PSC (to avoid repeated transmissions to the respective
AWG output ports).

B. PSC—-only Mode

The network operates in the PSC—only mode when the AWG fails. A node scheduled to receive a data
packet over the AWG detects AWG failure if the scheduled data packet fails to arrive after the propagation
delay. The node then signals other nodes by sending a control packet in the following frame. The network
changes from AWG—-PSC mode to PSC-only mode after the successful transmission of this control packet.

In this mode, each frame has a control phase and a data phase as illustrated in Fig. 5. During the control
phase, all of the nodes with data packets transmit their control packets in one &f #hets during the
control phase. Nodes with collided packets retransmit their control packets following a back—off schedule
similar to that of the AWG—PSC mode. The nodes that have successfully transmitted the control packet

are assigned the earliest slot starting with the lowest available wavelength. Once the scheduling window
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is full, the control packets corresponding to unscheduled data packets are discarded and the corresponding

nodes retransmit the control packets with probabilityn the following frame.

C. AWG-only Mode

The network operates in the AWG—only mode when the PSC fails. Since all of the nodes have their
PSC TR tuned to the control channel during the control phase of each frame, PSC failure is immediately
known by all nodes and the network transitions from AWG—PSC mode to AWG-only mode.

Transmitting and receiving control packets over the AWG are more complicated compared to the PSC.
First, recall that a multi-wavelength or a broadband light source is required to transmit a signal from one
input port to all output ports (see Fig. 1). Thus, in the AWG—only mode the LED is used to broadcast the
control packets by means of spectral slicing. Second, the transmission of control packets follows a timing
structure consisting of cycles to prevent receiver collision of spectral slices. For example (see Fig. 1), if
two nodes that are attached to different input ports broadcast control packets using their broadband light
source, the wavelength routing property of the AWG slices the signals and sends a slice from each of the
broadband signals to each output port. The TR at each node can only pick from one of the wavelengths
at each output port to receive the control packet, resulting in receiver collision for the second control
packet. Therefore, only the group of nodes attached to the same AWG input port via a common combiner
is allowed to transmit control packets in a given frame. In the following frame, the next group of nodes
attached to another combiner transmits control packets. This continues until all of the nodes have had a
chance to transmit a control packet, and the cycle then starts over. Therefore, Witk B AWG, a
cycle consist ofD frames. The control packet transmission cycle and the frame structure are depicted in
Fig. 6. Methods for frame and cycle synchronization are beyond the scope of this paper (see for instance

[39], [40] for techniques for distributed slot synchronization in WDM networks).
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Control packets collide when two or more nodes attached to the same combiner select the same control
slot. Nodes with collided control packets retransmit the control packets in the next transmission cycle
with probability p.

In the AWG-only mode we distinguish data packet transmission without spatial wavelength reuse and
data packet transmission with spatial wavelength reuse. If the scheduling window for data packets is one
frame, then nodes can transmit data packets only in one frame out db thames in a cycle, which
means that there is effectively no wavelength reuse. Full spatial wavelength reuse requires a scheduling

window of at leastD frames.

D. Nodal transceiver back—up

In this section, we describe the second level of back—up, the transceiver back—up. Although nodal
transceiver back—up in single—hop networks is not as critical as in multi-hop networks where the node
has to forward packets from other nodes in the network, the proposed MAC protocol takes advantage of
the node architecture to enable transceiver back—up.

In the proposed single—hop architecture, we define six states, illustrated in Fig. 7, where the node
with malfunctioning transceivers can still communicate. However, not all nodes in any one of the six
states can communicate with one another. For example, a node with a malfunctioning PSC TT can not
transmit to a node with a malfunctioning AWG TR. The node with malfunctioning PSC TT must transmit
using its AWG TT. But if the receiving node’s AWG TR is malfunctioning, there is no way to setup a

communication path. Conversely, a node with a malfunctioning AWG TT can not transmit to a node with
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a malfunctioning PSC TR. The communication matrix for the 6 states is depicted in Fig. 8. (In multi-hop
networks, a node with any combination of one or more operating transmitter and one or more operating
receiver can communicate with other nodes on the network).

We define auniversal moddor maintaining communication to nodes with down PSC TT's and/or TR's.

In the universal mode, both the AWG frames and the PSC frames are divided into a control phase and a
data phase. A node with a data packet transmits a control packet during the control phase of the frame
on either the PSC or the AWG based on its and the receiving node’s transceiver status. For example,
if a node wants to send a data packet to a node with a malfunctioning PSC TR, it transmits a control
packet on the AWG during its turn in the AWG control packet transmission cycle. If the control packet
is successfully transmitted, then the scheduling algorithm assigns a wavelength on the AWG.

To enable transceiver back—up, every node must know all other nodes’ transceiver function status. To
accomplish this, the MAC protocol executes the following: If a malfunction occurs on a node’s AWG TR
and/or AWG TT, the node signals to all of the nodes in the network its status using its PSC TT during
the control phase. Once this information is successfully transmitted to all of the nodes, the scheduling
algorithm is updated such that future successfully transmitted control packets from and/or destined to the
affected nodes are assigned wavelengths on the PSC.

If a malfunction occurs on a node’s PSC TR and/or PSC TT, the signaling to the rest of the nodes
becomes more complicated. There are several scenarios for signaling based on the component failure.

In the first scenario, a node with a malfunctioning PSC TR signals the network by transmitting
a universal request packet using its functioning PSC TT during the control phase. The successfully
transmitted packet is processed by all of the nodes on the network. Since the node with the malfunctioning
PSC TR can not find out the result of its request packet, a pre-designated node sends an acknowledgment
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response to the AWG TR of the malfunctioning node on a pre-designated channel to inform the node that
the network is in universal mode. If the malfunction node does not receive an acknowledgment on its
AWG TR after a few round-trip times, then it considers the request packet unsuccessful and sends another
one.

In the second scenario, a node with a malfunctioning PSC TT signals the network by transmitting
a request packet using its functioning AWG TT. First, the malfunctioning node listens to the PSC
transmissions and waits for an idle node and transmits the request packet to the idle node’s AWG TR.
After the idle node processes the request, it transmits a request packet during the PSC control phase
on behalf of the malfunctioning node and identifies the malfunctioning node. After the request packet is
successfully transmitted, the network switches to universal mode.

In the third scenario, a node with both PSC TT and PSC TR malfunctioning or with a cut on the PSC
fiber, broadcasts a request packet using its AWG LED. Since the malfunctioning node can not receive the
control information that is exchanged over the PSC, it does not know about the ongoing transmissions
on the AWG channels. Thus, the broadcast of the request packet may collide with ongoing data packet
transmissions. In addition, the AWG TRs of the other nodes may be tuned to a different FSR and thus miss
the broadcast request. In a typical network operating scenario, however, there is a reasonable chance that
the broadcast request is successfully received by one (or more) of the other nodes. These other node(s)
forward the request on the PSC channel used for control during the PSC control phase. A pre—designated
node will then send an acknowledgment response on a pre—designated channel to the AWG TR of the
malfunctioning node. If the malfunctioning node does not receive this acknowledgment response within

a few round-trip times, it re—broadcasts its requested packet on its AWG LED.

V. ANALYSIS

In this section we develop a probabilistic model for the ANRSC network.

A. System Model
We make the following assumptions in the modeling of the proposed network and MAC protocols.

« Fixed data packet sizédata packets have a fixed size Bf2 slots. Both the control phase and the
data phase on the PSC aF¥2 slots long, i.e,M = F — M = F/2. On the AWG, each frame
accommodates two data packets, as illustrated in Fig. 4. With a degrfeed R utilized FSRs (and
a corresponding transceiver tuning rangeAof D - R), the AWG providesA wavelength channels
at each of itsD ports, for a total ofD? - R wavelength channels. Thus, the AWG can accommodate
at most2 - D? - R data packets per frame.

« Uniform unicast traffic A data packet is destined to any one of tiienodes, including the originating

node, with equal probability /N. (In our simulations, see Section VI, a node does not transmit to
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itself. We find that the assumption made in our analytical model that a node transmits to itself with
probability 1/N gives very accurate results.)

Scheduling windowThe scheduling window is generally one frame. (For the AWG-only mode

we consider a scheduling window of one frame as well as a scheduling window of one cycle.)
In the AWG-PSC mode and the PSC-only mode, a node with collided control packet or with
successfully transmitted control packet but no resources (for data packet scheduling) in the current
frame retransmits its control packet in the following frame with probabjityn the case of the
AWG-only mode, a node with collided control packet or with no transmission resources retransmits
in the following cycle with probabilityp 4.

Nodal states and traffic generatiomhere are two nodal states: idle and backlogged. A node with no
data packet in its buffer is defined as idle and generates a new data packet with probadilitye
beginning of a frame. Le denote the number of nodes in this idle state. A node is backlogged if it
has(i) a control packet that has failed in the control packet contentioijidra successful control

packet but no transmission resources for scheduling the corresponding data packet. The number of
backlogged nodes equalé— . Backlogged nodes retransmit their control packets with probability

in a frame. If a node has successfully transmitted a control packet and the corresponding data packet
has been successfully scheduled, then the node is considered idle and generates a new packet with
probability o in the following frame.

Receiver CollisionWe ignore receiver collisions in our analysis. In our simulations in Section VI,

on the other hand, we take receiver collisions into consideration. In particular, in the AWG-PSC
mode we schedule a data packet on the AWG only if the AWG TR is available. If the AWG TR is
busy (or the AWG channels are already occupied), we try to schedule the packet on the PSC. If the
PSC TR is busy (or the PSC channels are already occupied), the data packet scheduling fails and
the transmitting node retransmits another control packet in the following frame with probability

In our simulations of the AWG-only mode (PSC—only mode), the data packet scheduling fails if the
AWG TR (PSC TR) is busy. Our simulation results in Section VI indicate that the impact of receiver
collision on throughput and delay is negligible. This is consistent with [6] which has shown that the
effect of receiver collisions is negligible if the number of nod€sis moderately large, which is
typical for metro networks.

Non—persistencedf a control packet fails (in control packet contention or data packet scheduling)
we draw a new independent random destination for the corresponding data packet. Our simulations
in Section VI do not assume non-persistence and demonstrate that the non-persistence assumed in

the probabilistic model gives accurate results.
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B. Control packet contention analysis

A given control slot contains a successfully transmitted control packe) it contains exactly one
control packet corresponding to a newly arrived data packet (from one of the idle nodes) and no control
packet from the backlogged nodes,(a#) it contains exactly one control packet from a backlogged node
and no control packet corresponding to newly arrived data packetX L ét=1... M, denote the number
of control packets in slot. The probability of a given slot containing a successfully transmitted control
packet is:

e ==y () ) () T ) e
where we assume for simplicity that the number of control packets corresponding to newly arrived data
packets is independent of the number of control packets corresponding to backlogged data packets, which
as our simulations indicate is reasonable.

The expected number of successfully transmitted control packets in each fra@ﬁjsD(Xi =1),
which has a binomial distributio® /N (M, ). Hence the expected number of successful control packets

per frame isM - .

C. AWG-PSC mode data packet scheduling

We assume that a data packet from each of the nodes is destined to any other node with equal probability.
There are an equal number of nodes attached to each of the combiners and the splittddsxoDa
AWG. Thus, the probability that a control slot contains a successfully transmitted control packet for data
transmission between a given input—output port pait/i®2. For notational convenience, lpt:= x/D?.

In the AWG—-PSC mode, the throughput of the network is the combined throughput of the AWG and the
PSC. Nodes with successfully transmitted control packets are first scheduled using the wavelengths on the
AWG. Let Z 4 denote the expected throughput on the AWG (in packets per frame). RMiBRs serving
each input—output port pair per half—fram@, input ports andD output ports, the expected number of
packets transmitted per frame over the AWG is:

2-R M
ZA:Dz-y(j‘f)pi(l—p)M—wz-R-D?- 3 (M)pju—p)M—f. @)
i=1 J=2R+1 J

If all of the FSRs for a given input—output pair are scheduled, then the next packet is scheduled on
a PSC channel. LeZp denote the expected throughput over the PSC channels (in packets per frame).
Let ¢;;[n] denote the probability that there are= 0,1,..., (M — 2R), overflow packets from AWG
input porti, i = 1,..., D, to output portj, 7 = 1,..., D. Recall that the control packets are uniformly
distributed over the input—output port pairs. Thus, the overflows from all of the input—output port pairs

have the same distribution. So we can drop the subsgiipgf the number of packets destined from an
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input port to an output port i& or less, then there is no overflow to the PSC. If the number of packets

for the given input—output port pair i8 + n with n > 1, then there are: overflow packets. Hence,

> ()pf(L = p)M forn =0,

qln] = { (ni\gR)p”+2R(1 —p)M—=2R for n, =1,...,M — 2R. (3)
LetQ[m],m =1,...,(M—2R)-D?, denote the probability that there are a totahobverflow packets.

To simplify the evaluation of)[m], we assume that the individual overflows are mutually independent.

With this assumption, which as our verifying simulations (see Section VI) indicate gives accurate results,

the distribution of the combined arrivals at the PQEn] is obtained by convolving the individua);[n]’s,

ie.,

Q[m] = qu1[n] * qi2[n] * - -- * qip[n] * - - - * qpp[n]. (4)

With @[m], we obtain the expected PSC throughput as approximately

A (M—2R)-D?
Zp=Y i-QUl+A- Y Q[ 5)
i=1 j=A+1

The combined throughput from both AWG and PSC channels is the sutiy @ind Zp. To complete
the throughput analysis, we note that in equilibrium the throughput is equal to the expected number of
newly generated packets, i.e.,

Za+ Zp =0 E[n]. (6)

For solving this equilibrium equation we make the approximation that the number of idle ndues
only small variations around its expected valli¢)], i.e., n ~ E[n|, which as our verifying simulations

in Section VI indicate gives accurate results. By now substituting (2) and (5) into (6), we obtain

DZ.ZZ%i(]\f) (%)Z (1- l;)M_i+2.R.D2.j % ({‘f) (%)j (1- %)Mﬂ#

j= =2R+1
A (M—2R)-D?
YiQu+A Y Qll=oen,  (7)
i=1 j=A+1

where is given by (1) andQ[:] is given by (4). We solve (7) numerically foy, which can be done
efficiently using for instance the bisection method. With the obtain@d calculatex (andp), and then
Z4 and Zp.

D. Delay

The average delay in the AWBSC network is defined as the average time (in number of frames)
from the generation of the control packet corresponding to a data packet until the transmission of the data
packet commences. Since in the AWG—-PSC mode the throughput of the network in terms of packets per

frame is equal t&Z4 + Zp, the number of frames needed to transmit a packet is equigl(tds + Zp).
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Given that there aré& — n nodes in backlog and assuming that the propagation delay is smaller than the

frame length, the average delay in number of frames is

N —

Propagation delays larger than one frame are considered in Appendix Ill.

E. PSC-only Mode

In the PSC-only mode, the channels are shared by all of the nodes. We consider a scheduling window
length of one frame. If a control packet is successfully transmitted, but the corresponding data packet can
not be transmitted due to lack of transmission resources, the node has to retransmit the control packet. The
maximum number of packets transmitted per frame is equal to the number of chAnfidie probability
of a control slot containing a successfully transmitted control packet is given in (1). Hence, the expected

number of successfully scheduled transmissions per frﬂm@ is

Zpy = Z( > (1—r)M7T LA Z < >/€3 (1— k)M, (9)

j=A+1
and in equilibrium the throughput is equal to the expected number of new packet arrivals, i.e.,

Zpm =0 - E[n). (10)

Zpwm, 1, andk are obtained by simultaneously solving equations (1), (9), and (10). Analogous to (8), the

average delay i$N — E[n])/Zpys frames.

F. AWG-only Mode

In the AWG-only mode we consider two scenarios. In the first scenario, we set the length of the
scheduling window to one frame. Recall that under this condition, there is no spatial wavelength reuse.
In the second scenario we set the length of the scheduling winddw fiames, i.e., one cycle. In this
scenario there is full wavelength reuse.

Since transmissions in the AWG-only mode are organized into cycles, we dgf&the probability of
an idle node having generated a new packet by the beginning of its transmission cycle. Given that an idle
node generates a new packet with probabiitat the beginning of a frame, we havg =1 — (1 —0)".
Similarly, we definep4 as the probability that a backlogged node re—transmits a control packet at the
beginning of a cycle, whergy = 1 — (1 —p)”. For aD x D AWG, N/D nodes are allowed to transmit
control packets in a given frame. Thus the probability of a given control slot containing a successfully

transmitted control packet is

A [ R (R () A (R

The average throughput over the AWG in packetsfpmneis equal to the average number of packets

transmitted from one given input port to theoutput ports in oneycle We assume that a control packet is
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destined to an output port with equal probability. The probability of a control slot containing a successfully
transmitted control packet destined to a given output por48D. The AWG accommodates up #®
packets per input—output port pair per frame, since Ehatilized FSRs provideR parallel wavelength
channels between each input—output port pair. Without wavelength reuse, i.e., with a scheduling window
of one frame, the nodes at a given input port can utilize Ehevavelength channels that connect the
considered input port to a given output port only during the latter half of one frame out @ thames

in a cycle. Hence, the expected number of successfully scheduled patkgtper frame is

& A M\ /KA\? Ko\ M—i M M\ /kAN\I KA\ M—J
=03 (M) () (1-5)" rn X (V) () (-5)" a2
i=1 j=R+1
We solve forn numerically using (11), (12) and the equilibrium conditidn,, = o4 - E[n]/D. With the
obtainedn we calculatex 4 and thenZ 4.

In the second scenario, i.e., with full wavelength reuse, successful control packets destined for a given
output port not scheduled in the current frame are scheduled in the following frame,lufr&ames. So
the AWG accommodates up 8 - D (= A) packets per input—output port pair per cycle. Hence, with
wavelength reuse, the expected number of successfully scheduled pdgkeper frame is

R-D : . M 4 .
ze =0 S(Y) () (- e S (M) () 0-%)"
i=1 j=R-D+1
ZrE,n, andk 4 are obtained by simultaneously solving equations (11), (13) and the equilibrium condition
Zrr = o4 - E[n]/D. With the obtained) we calculatex 4 and thenZgp.

We note that the maximum number of packets that the AWG can accommodate in the AWG—only mode
with full wavelength reuse per frame can be increased fiomA to D - A + A by employing spreading
techniques for the control packet transmissions. With spreading of the control packet transmissions, the
nodes at a given AWG input port can send data packets in parallel with their control packets during the
first half of the frame as studied in [4]. We also remark that with an additional LED attached to the PSC,
the nodes could send data packets in parallel with (spreaded) control packets over the PSC when the
AWG||PSC network runs in the AWG—-PSC mode. This would increase the number of packets that the
AWG||PSC network can accommodate in the AWG—PSC mode per frame by order not to obstruct
the key ideas of the AW(EPSC network, we do not consider the spreading of control information in this
paper.

In the scenario without wavelength reuse, there are two delay components. The first component is the
delay resulting from the control packet contention and the scheduling process. This component equals the
number of backlogged nodes divided by the throughput. The second component is the waiting period in
the transmission cycle. All of the idle nodes generate a new packet with probabdityhe beginning a

frame. But the nodes transmit control packets once efefyames. Hence, the expected waiting period
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TABLE |
NETWORK PARAMETERS AND THEIR DEFAULT VALUES

number of nodes in network 200
degree (number of ports) of AWG il
number of utilized FSRs Y.
(= D - R), number of wavelengths

(transceiver tuning range) 3
packet re—transmission probability

(= M/N) 0.85

number of slots per frame 34
number of control slots per frame 17
packet generation probability (traffic load)

T U=z

Qi’lj
o O

from the generation of a new data packet to the transmission of the corresponding control packet is the
mean of a truncated geometric distribution, i.e.,

SP (D =i)-0-(1-0)

L = 14
Combining the two components, the total mean delay (in number of frames) is
N-FE
Delayap = 7[77] 4+ Lger. (15)
ZAM

In the scenario with wavelength reuse, there are three delay components. The first two components are
the same as for the scenario without wavelength reuse. The third delay component occurs in the case
when the number of scheduled packet is larger tha. In this case, the packets scheduled in the future
frames experience an average delay(8f,z — D - R)*/(2- D - R) frames, wherd Zgg — D - R)" =
max(0, Zrg — D - R). To see this note that irr > D - R, the packets not scheduled in the current
frame have to wait an averad&rr — D - R)/(2- D - R) frames for transmission. Combining the three
components, the total mean delay (in frames) is

N - F Zep —D-R)T
1] VI +( RE )

Del -
CLAYRE ZrE 2-D-R

(16)

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we examine the throughput—delay performance of the |[R8G network in the three
operating modes(:) AWG—PSC modeii) PSC-only mode, andiii) AWG—only mode, by varying
system parameters around a set of default values, which are summarized in Table I. {WVe 3&tN
as this setting gives typically a large probabilityof success in the control packet contention. Note from
(1) thatx is maximized forp = (M — no)/(N —n — 1).) We provide numerical results obtained from
our probabilistic analysis (marked (A) in the plots) as well as from simulations of the network (marked
with (S) in the plots). Each simulation was run fii® frames including a warm—up phaseldf® frames;
the 99% confidence intervals thus obtained were always less thaof the corresponding sample mean.
Throughout the simulations, we used thgalues 0.01, 0.05, 0.10, 0.15, 0.2, 0.4, 0.6, 0.8, and 1.0. We note

that in contrast to our probabilistic analysis, our simulations do take receiver collisions into consideration.
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Also, in the simulations a given node does not transmit to itself. In addition, in the simulations, we do
not assume non-persistence, i.e., the destination of a data packet is not renewed when the corresponding
control packet is unsuccessful.

Fig. 9 compares the throughput—delay performance of the network for different AWG ddgreeXs 4,
and 8 (with the number of used FSRs fixed/at= 2, thus the corresponding values are 4, 8, and

16). For smallo, the throughput—delay performance for the thieevalues are about the same. For
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Fig. 9. Throughput—delay performance for AWG degiee- Fig. 10. Throughput—delay performance fr= 1, 2, and 4
2, 4, and 8. R = 2, fixed). used FSRs.Ip = 4, fixed)

large o, the throughput forD = 2 peaks at 20 packets per frame and the delay shoots up to very large
values. A network constructed usirig = 8 achieves higher throughput at lower delays compared to the
D = 4 network at high traffic levels. Recall that the wavelength reuse property of the AWG allows each
wavelength to be simultaneously used at all of the input ports, thus providlingchannels. Furthermore,
each AWG FSR at each port accommodates 2 data packet transmissions per frame. Thus the maximum
combined throughput of AWG and PSC2sD - A + A data packets per frame. Fér = 2, the maximum
throughput is 20 packets per frame as indicated in the graph. The maximum throughputfar and
D = 8 are 72 and 272 packets per frame, respectively. For these two cases, the throughput is primarily
limited by the number of successful control packets (per frame); whereas the data packet scheduling is
the primary bottleneck foD = 2.

Fig. 10 compares the throughput—delay performance of the network for different numbers of used FSRs
R = 1,2, and 4 (with the AWG degree fixed & = 4, thus the corresponding values are 4, 8, and
16). The throughput foRR = 1 peaks at 32 packets per frame and the delay grows to large values, while
the throughput and delay fd®R = 2 and R = 4 are approximately the same. IncreasiRgncreases the
number of channels for each input—output port pair on the AWG, thus increasing the number of channels
in the network. ForR = 1, the maximum throughput i8 - D - A + A = 36 packets per frame. The
throughput is primarily limited by the scheduling capacity of the network. Ror 2 and R = 4 the
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maximum throughputs are 72 and 144 packets per frame, respectively. For these two cases, the throughput

is primarily limited by the number of control packets that are successful in the control packet contention.

The conclusion is that increasing the number of channels for each input—output port pair does not yield

measurable improvements in throughput or delay when there are not enough successful control packets.
In Fig. 11, we fix the number of wavelengths in the netwakk= 8) and examine the throughput—delay

performance for different combinations é&f and R with D - R = 8. We examine the casesD(= 2,
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Fig. 11. Throughput—delay performance for fixed tuning Fig. 12. Throughput—delay performance comparison for three

rangeA = R- D = 8 wavelengths. modes of operation.

R=4), (D=4, R=2),and O =8, R =1). We observe thatl§ = 2, R = 4) has the shortest delay

up to a throughput of about 34 packets per frame, and a maximum throughput of 40 packets per frame.
The delays for D = 4, R = 2) and (D = 8, R = 1) are approximately the same up to a throughput of
approximately 48 data packets per frame. At higher traffic levels, The-@, R = 1) network achieves
higher throughput at lower delays compared to the=f 4, R = 2) network due to the larger number of
channels in thel) = 8, R = 1) network. The combination/§ = 2, R = 4) achieves the shortest delay

at smallo due to higher channel utilization from the larger number of FSRs. The throughpubferd,

R = 4) is bounded by the scheduling capacity2ofD - A + A = 40 data packets per frame.

Fig. 12 compares the throughput—delay performance of the network in the four modes: PSC-only mode,
AWG-only mode without wavelength reuse (i.e., a scheduling window of one frame), AWG—only mode
with wavelength reuse (i.e., a scheduling window of one cycle), and AWG-PSC mode. The PSC-only
mode has a maximum throughput of 8 data packets per frame. This is expected because the maximum
number of channels in a PSC—network is equal to the number of available wavelefhgthsy. The
AWG-only mode with wavelength reuse achieves throughputs up to roughly 30 packets per frame. This is
primarily due to the the larger number bf- A = 32 available wavelength channels with spatial wavelength
reuse. The delay for the AWG—only mode is larger than for both the PSC-only mode and the AWG-PSC

mode at low traffic. This is due to the cyclic control packet transmission in the AWG—-only mode. The



22

AWG-PSC mode achieves the largest throughput and the smallest delays for all levels of traffic.

We also observe that for a given level of delay, the throughput for the ]WB& network is significantly
larger than the total throughput obtained by combining the throughput of a stand—alone AWG network
with the throughput of a stand—alone PSC network. The AREC network in the AWG-PSC mode has
a maximum throughput of 59 packets per frame and a delay of no more than 3 frames. For the same level
of delay, the throughput of a stand—alone PSC network and a stand-alone AWG network are 8 and 12
packets per frame, respectively. So by combining the AWG and the PSC in theg|RBGnetwork, we
effectively tripled the total combined throughput of two stand—alone networks.

Next, we compare the AW|FPSC network to its peers of homogeneous two—device networks. Fig. 13
compares the throughput—delay performance of the AREC network with a PS@®SC network (con-
sisting of two PSCs in parallel) and an AWBNG network (consisting of two AWGS in parallel).
The throughput—delay performance of these homogeneous two device networks is analyzed in detail in
Appendix |. In brief, in the PS{IPSC network an idle node generates a new packet with probadibity
the beginning of a frame. In the AW@BWG network an idle node generates a new packet with probability
o4 =1—(1—0)P at the beginning of a cycle and data packets are scheduled with full wavelength reuse,

i.e., a scheduling window of one cycle.
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We observe that the average throughput of the AWSC network is significantly larger and the delay
significantly smaller than for the other two two—device networks. In the|PSC network, we observe
a maximum average throughput of 24 packets per frame. We imposed the control packet contention
only on one of the devices. This allows for the scheduling of up to two data packets per frame on the
second PSC, which effectively allows for the scheduling of up to three data packets per wavelength on
the PSQPSC network in each frame. With = 8 wavelengths available, the PHSC network has a
maximum throughput of 24 data packets per frame. An alternative framing structure is to have control
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packet contention on both PSCs. This would double the humber of contention slots per frame, but would
reduce the scheduling capacity to 16 data packets per frame. Since the number of wavelength channels is
the obvious bottleneck for the P$ESC network, we chose the former framing method to alleviate the
bottleneck for data transmission.

For the AWG|AWG network, we present numerical and simulation results for two framing structures.
The first framing structure has control contention only on one of the AWGs. The second framing structure
(marked 2—M in the plots) has control packet contention slots and data slots imposed on both devices. We
observe that the framing structure with control contention on both AWGs achieves larger throughput and
smaller delays compared to the framing structure with contention over one AWG. The maximum average
throughput for one control slot contention and two control contentions are 37 packets and 42 packets per
frame, respectively. Using one control contention per frame, the maximum throughputs A = 96
data packets per frame. Using two control contentions per frame, the maximum througkydot = 64
data packets per frame. Although the two control contention framing structure has fewer data slots, it has a
larger probability of success for control packet contention, thus resulting in larger throughput and smaller
delay. The primary reason that the throughput levels in both of these framing structures are significantly
smaller than their data scheduling capacity is the lower traffic as a result of the cyclic control packet
transmission structure. Fer =1 an idle node in the PS®SC or AWG|PSC network generates a new
packet with probability one at the beginning of a frame, whereas an idle node in the| AWG network
generates a new packet with the corresponding probability- 1 at the beginning of a cycle (consisting
of D frames). In other words, the AMBWG network is “fed” with a smaller input traffic rate since
each node generates at most one new packet in a cycle. Thus the maximum number of control packets
corresponding to new data packet in a 200-node network withxal AWG is 50 control packets per
frame.

To get a better understanding of the relative performance of the |fW8G network with respect
to the AWG|AWG network, we consider an alternative operation of the AW&G network, which
ensures that both networks are “fed” with the same traffic rate. Specifically, we equip each node in the
AWG|AWG network with D packet buffers; one for each of the frames in a cycle. (Each node in the
AWG||PSC continues to have only one packet buffer.) Each node in the |/NM& network generates
a new packet with probability at the beginning of a frame if the buffer corresponding to that frame is
idle. As explained in Section IV-C the nodes in the AMBVG network can only send control packets
in the one frame (out of thé frames in the cycle) that is assigned to the node’s combiner. Whereas
in the single—buffer operation considered in Section IV-C and Section V-F, a node sends at most one
control packet in that assigned frame, in thebuffer operation considered here a node sends up to
control packets—one for each of the packets infitbuffers— in the assigned frame. The control packet

contention and data packet scheduling for thisbuffer operation of the AWFAWG network and the
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resulting throughput—delay performance are analyzed in detail in Appendix II.

Fig. 14 compares the throughput—delay performance for the M8& network with the throughput—
delay performance of the AM@AWG network with D—buffer operation, both with control packet con-
tention on one AWG and on two AWGs. We observe that the AMMMG network with D—buffer operation
achieves somewhat larger throughput than the ARSC network. However, the AW®SC network
achieves significantly smaller delay throughout. While the comparison in Fig. 14 is fair in that both
networks are “fed” with the same traffic rate, the AWAWVG network is given the advantage @b
packet buffers and a scheduling window bfframes (both resulting in higher complexity), whereas the
AWG||PSC network has a single packet buffer and a scheduling window of one frame. The comparisons in
both Fig. 13 and Fig. 14 indicate that the AWBSC network achieves good throughput—delay performance
at low complexity.

VIlI. CONCLUSION

To address the problem of the single point of failure in single—hop WDM networks, we have proposed
and evaluated the AWPSC network, a novel single—hop WDM network, consisting of an AWG in parallel
with a PSC. The AWGPSC network achieves high survivability throubaterogeneous protectide.,
the AWG and the PSC protect each other); the network remains functional when either the AWG or the
PSC fails. The AWGPSC network provides enhanced throughput—delay performance by exploiting the
respective strengths of the AWG (periodic wavelength routing, spatial wavelength reuse) and the PSC
(efficient broadcast) during normal operation. We note that the heterogeneous protection proposed and
studied in this paper is a general approach, i.e., it can be applied to the PSC based networks reported in
the literature in analogous fashion.

Several aspects of the network remain to be explored in detail in future work. One avenue for future
work is to analyze the throughput—delay performance of the network for more general traffic patterns.
We also note that the network provides a flexible infrastructure for efficient optical multicasting, which
is another topic for future research. A multicast destined to the receivers at one AWG output port could
be conducted over the AWG, while a multicast destined to receivers at several AWG output ports may be

conducted more efficiently over the PSC.
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APPENDIX |
THROUGHPUTF-DELAY ANALYSIS FORPSC|PSC NETWORK AND AWG|AWG NETWORK

In this appendix we analyze the throughput-delay performance of the|FRSL network and the
AWG||AWG network. We make the following traffic assumptions for these two homogeneous networks:
« A node selects one of the two devices with equal probability for transmission.
o Each node can have at most one data packet in the buffer to ensure a fair comparison with the
AWG||PSC network.

A. PSQIPSC Network

For the PSQPSC network with control packet contention over one PSC, the control packet contention
analysis is the same as in Section V-B. Because we can schedule up to three data packets per frame on
each wavelength; one data packet per frame on the PSC with contention phase, two data packets per frame
on the PSC dedicated to data, the throughput for the|[PSC network is:

— 3'A~ M i1 \M—i AL < M J(1 _ \M—j
ZQPM_Z;Z(JKQ )M 43 A jng:H(j) (1— k)M, (17)
The equilibrium condition for the PSSC network isZ;pys = o - E[n], which is used to solve

numerically forn. The average delay (in frames) (8" — E[n])/Z2pr-

B. AWG|AWG Network

For the AWG|AWG network, we consider two scenaridg) control contention over one AWG, and
(7i) control contention over both AWGS. In the case of control contention over one AWG, the contention
analysis is the same as in Section V-F. The throughput is modified to reflect the additional two data
packets that can be scheduled per FSR per frame on the AWG dedicated to data transmission:

lezp.f"zAi(ﬂj) (5) (-5 sree Y () () (1-52)"" s

i=1 j=3A+1

The equilibrium condition is71y; = o4 - E[n]/D, which is again used to solve numerically fipr

In the scenario of control contention over both AWGSs, we assume that a node selects one of the two

devices with equal probability for transmission. We defing as the probability that a given idle node
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generates a new packet by the beginning of its transmission cycle and sends this control packet to a
given AWG. Clearly,oo4 = 1 — (1 — 0/2)P. Similarly, we definep,4 as the probability that a given
backlogged node re—transmits a control packet over a given AWG at the beginning of a given cycle.
Clearly, pos = 1 — (1 — p/2)P. The probability that a given control slot on a given AWG contains a

successfully transmitted control packet is

KoA = 924 <1 02‘4)”/[)_1 <1 _ @>(N_n)/D + M < pzA)(N—ﬂ)/D—l (1 JQA)W/D (19)

_ = 1 — 222 _ =
DM M M DM M M
This k24 is used to evaluate the average throughput over a given AWG, which — for a scheduling window

of one cycle — is given by:

Tonr :Dﬁ?(ﬂg (’%“) (1— ?)MﬂR'DQ"jﬁA@H (J‘ﬁ (’%“)j (1_’%“)%]‘. (20)

The equilibrium condition iS22y = 094 - E[n]/D, which is again used to solve numerically for The
average throughput of the AWBWG network (in packets per frame) is then given2asZs,, and the
average delay in the network (in frames)(i¥ — E[n])/(2 - Zonr) + Lger + (Zoss — D - R)T/(2- D - R).

APPENDIXII
THROUGHPUTF-DELAY ANALYSIS FOR THEAWG|AWG NETWORK WITH D-BUFFER OPERATION

In this appendix we analyze the throughput-delay performance of the |G network with D—
buffer operation and full wavelength reuse (i.e., a scheduling window of one cycle). 1W-theffer
operation, an idle buffer corresponding to a given frame (out ofi?hizames in the cycle) generates a
new packet with probability at the beginning of that frame. In the frame assigned to the node for control
packet transmission, control packets are sent for all packets that have been newly generated inthe past
frames. In addition, control packets are sent for each backlogged (packet) buffer with probaHikty
np denote the total number of idle buffers in the network. Note that théaf€ —np backlogged buffers
in the network. Also note that each frame is assign&d> nodes for control packet transmission. Thus,
in equilibrium, there are)p/D = n newly generated packets contenting in a given frame. In addition,
there are(D- N —np)/D = N —n backlogged buffers contending in a given frame. Thus the probability
of a control slot containing a successfully (without collision) transmitted control packetgisen in
(1). The throughput of the AW[BAWG network in D-buffer operation with control packet contention on
one AWG is thus obtained by replacing, by « in (18) ando4 by o in the corresponding equilibrium
condition.

The throughput of the AWFAWG network in D—-buffer operation with control packet contention on
two AWGs is obtained by replacing: 4 by

1(or) (1= ax) ™ (=) "+ 0o () (- ap) T ()" @

in (20) andoy4 by o in the corresponding equilibrium condition.
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APPENDIXIII
ANALYSIS OF IMPACT OF PROPAGATION DELAY

Recall that the analysis in Section V assumed that the one-way end-to—end propagation delay in the
network is less than one frame. In this appendix, we develop a more general analytical model which
accommodates larger propagation delays. This more general model allows us to accurately characterize
the performance of the AW@SC network for the larger propagation delays in realistic networking
scenarios.

For our analysis, we assume that all nodes are equidistant from the central P8G5 (This can be
achieved in a straightforward manner by employing standard low—loss fiber delay lines:)dsstote
the one—-way end-to—end (from a given node to the central 8& and on to an arbitrary node)
propagation delay in integer multiples of frames (as defined in Section 1V). We furthermore assume that
each node has a buffer that holds- 1 packets.

In a typical scenario with a distance of 50 km from each node to the central R8G and a propagation
speed oR-10% m/sec, the one-way end—-to—end propagation delay is 0.5 msec. With an OC48 transmission
rate of 2.4 Gbps and a frame size of 1,596 bytes (corresponding to a maximum size Ethernet frame) the
propagation delay is = 94 frames. (Buffering the corresponding 94 packets requires at most 150 kbytes
of buffer in the electronic domain.) Note that if we had considered a frame size corresponding to the
maximum size of a SONET frame of 1,600 kbytes, the propagation delay would only be a fraction of
one frame, which is accommodated by the analysis in Section V.

We now proceed with the analysis for a propagation delay of multiple frames. The basic time unit in
our analysis is the slot, i.e., the transmission time of a control packet, as defined in Section IV. Note that
a propagation delay of frames is equivalent to a delay of F' slots. For our analysis, we introduce the

concept of time—sequenced buffering.

A. Time—sequenced Buffering at Nodes

We view a given node’s buffer capable of holdimgt 1 packets as consisting of + 1 buffer slots
as illustrated in Fig.15. Each buffer slot can hold one packet. In each frame, one of the buffer slots is
the active buffer slot. The active buffer slot behaves exactly in the same way as the single-packet buffer
considered in Section V, i.e., if idle, it generates a new packet with probabilayd sends a control
packet. If backlogged it sends a control packet with probabjlity

The otherr buffer slots areinactive The inactive buffer slots do not generate any new packets nor
do they send any packets into the network. The purpose of the inactive buffer slots is to hold the data
packets that correspond to the control packets that are propagating in the network.

A given buffer slot that is active in a given frame is inactive in the followinrames (allowing each

of the 7 other buffer slots to be active for one frame), and then becomes again aetiveframes later.
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Suppose a buffer slot is active in a given frame and in one of\theontrol slots in this frame sends
out a control packet. This control packet arrives back at the node by the time the buffer slot becomes
again active at the start of ti{e + 1)th frame (i.e., after “sitting out” for- frames). If the control packet
is successful in control packet contention and data packet scheduling, the corresponding data packet is
sent out in this(t + 1)th frame.

Also if the control packet is successful, a new data packet is generated with probabéitythe
beginning of this(t + 1)th frame. If a new data packet is generated, the corresponding control packet
is sent in one of thel/ control slots of the(r + 1)th frame. Note that we have tacitly assumed here
that the nodal processing takes no more tliar M slots. If the processing delay is larger, it can be
accommodated in a straightforward manner by adding more buffer slots.

For an illustration of the concept of time—sequenced buffering, consider the buffer slots of a given node
depicted in Fig. 15. Suppose buffer slot 1 is empty prior to time 0, and generates a new packet,
designated by D(1), at = 0. The control packet corresponding to D(1), designated by C(1), is sent in
one of theM control slots of the frame that is sent between 0 andt = F' (slots). By the timet = F,
this frame is completely “on the fiber”, as illustrated in the second snapshot in Fig. 15. (Note that this
frame contains no data packets, as we assumed that buffer slot 1 was emptytbefOrg At ¢t = F,
buffer slot 1 becomes inactive, while buffer slot 2 becomes active. Suppose the node generates a new data
packet D(2) at = F. At ¢t = 2F the frame with the control packet C(2) is completely on the fiber and
buffer slot 3 becomes active, and so on.

At time ¢t = 7F the frame containing C(1) starts to arrive back at the node. By time ' + M, the
control packet is completely received and its processing commences. With an assumed processing delay
of less thanF” — M slots, the processing is completed by= (7 + 1)F', which is exactly when buffer
slot 1 becomes again active. Suppose C(1) was successful and the corresponding D(1) is scheduled on
the AWG. Also suppose a new data packtr + 2) is generated at= (7 +1)F. By t = (7 +2)F, the
frame containingD (1) and C(7 + 2) is completely on the fiber, and buffer slot 2 becomes active, and so
on.

B. Network Analysis

The key insight to the analysis of the network with time—sequenced buffering at the nodes is that in
steady state it suffices to consider only the active buffer slot at each ¥ thetwork nodes. Specifically,
at each instance in time, each node has exactly one active buffer slot. This active buffer slot is either idle
or backlogged (similar to the way a node is either idle or backlogged in the analysis of Section V). A
buffer slot is considered idle ifi) it contains no data packet, ¢#i) it successfully transmitted a control
packet the last time it was active and the corresponding data packet has been successfully scheduled
(although this data packet may still be in the buffer slot.)
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An active buffer slot is considered backlogged if it contains a data packet whose corresponding control
packet failed in the control packet contention or data packet scheduling. dehote the number of idle
nodes (active buffer slots). Clearly, the number of backlogged nodes (active buffer sipts) is

Now note that the control packet contention with time—sequenced buffer in a given frame is analogous to
the control packet contention with the single—packet buffer considered in Section V. In a given frame, each
of the n idle active buffer slots generates a new data packet and sends a control packet with probability
o. Each of theN — n backlogged active buffer slots retransmits a control packet with probapilityhus
the expected number of successful control packets per flgfme, as given in Section V-B.

Next note that the time—sequenced buffering does not interfere with the data packet scheduling as
described in Section IV and analyzed in Section V. Thus, the throughput results derived for the different
operating modes in Section V apply without any modification to the time—sequenced buffer scenario.

Finally, note that the delays for the different operating modes as derived in Section V are scaled by the
propagation delay of frames when considering the time—sequenced buffer scenario. Specifically, for the
AWG-PSC mode, there is a delay component dfames for the initial control packet. In addition, there
is a delay component due to control packet retransmissions (if control packet contention or data packet
scheduling failed.) This second delay component is the expected number of backloggedvnedes)|
divided by the expected throughpity + Zp (similar to the case analyzed in Section V-D), but is now
scaled by the propagation delay Thus, the average delay is

Delay =T - (1 + Z]:;;A)
in frames, where we make again the reasonable approximatigh~ 7.

In analogous fashion, the average delay for the PSC-only mode is

N —
Delay =T - <1 + 77) frames.
Zp

As discussed in Section V-F, in the AWG—-only mode with wavelength reuse, there are two additional
delay components, cyclic control transmission delgy and scheduling delay if the data packet is not
immediately transmitted. These two delay components are not affected by the propagation delay. Thus,
the average delay (in frames) for the AWG-only mode with spatial wavelength reuse is

N —n (Zrg — D - R)*"
ZAM 2-D-R

Delayrp = 7 - <1 + > + Lger +

C. Numerical and Simulation Results

In this section, we examine the throughput—delay performance of the 2—device networkyPSEG
AWG||AWG, and PS@PSC with time sequenced buffering. For the AWBVG network we consider
both single buffer and>—buffer operation. For thé—buffer operation we combine the time—sequenced

buffering introduced in this appendix with the packet buffers analyzed in Appendix Il, for a total of
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D - (r + 1) packet buffers at each node of the AWBWVG network with D—buffer operation. (Each
node has onlyr + 1 packet buffers in the other considered networks.) Throughput we consider the
AWG||AWG network with control packet contention on both AWGs and a scheduling winddwfoémes
(the PSQPSC and AWGAWG networks have a scheduling window of one frame.) The numerical and
simulation results are presented for one—way end—to—end propagation delays dfframes, = 16
frames, and- = 96 frames in Fig. 16, Fig. 17, and Fig. 18, respectively. We observe that the throughputs
for all of the networks are independent of thevalues and are the same. The throughput for the three
networks are also the same as the throughput for a propagation delay of less than one frame, see Fig. 13.
Thus, the time—sequenced buffering allows us to effectively utilize the full transmission capacity of the
networks even for large propagation delays. Also it allows us to apply the probabilistic analytical model
developed in Section. V.

We observe that the AWFPSC network has smaller delay compared to the AMEBG network for
small 7. As the propagation delay increases the gap in delay between the AWSC network and
the AWG|AWG network becomes smaller. For small the relatively larger delay for the AMBWG
network is due to the cyclic control packet transmissionzAscreases the delay due to the cyclic control
packet transmission becomes less and less dominant. We also observe that the single-buffeSBWG
network gives larger throughput than the single—buffer AYX&G network. The throughput of th&—
buffer AWG||AWG network is somewhat larger (at the expense of more complexity) than the throughput
of the single—buffer AWGPSC network. Overall, the results indicate that the low-complexity AREC

network gives favorable throughput—delay performance for realistic propagation delays.
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Fig. 16. Throughput—delay performance comparison for two—device networks for a propagation detayldfames (Vv = 200,
fixed).
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