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 Abstract

In the last years, various approaches have been shown to measure the reliability of an
IP multicast network. Some of these tools are intended just to check the reachability
of different hosts and routers via IP multicast, some are going a little further. They try
to measure the Quality of Service (QoS) of the IP multicast network as well.
The most interesting approach is the MRM (Multicast Reachability Monitor, formerly
known as Multicast Route Monitor [2], [4]). The Multicast Quality Monitor (MQM)
presented here is mainly based on the ideas of the MRM.
The MQM introduces different ways to measure the reliability and the quality of an IP
multicast network. It is designed to work for intra-domain as well as for inter-domain
multicast environments. Very different from the MRM is the distinction between
reachability and quality measurements and the kind of inter-probe communication.
Based on these ideas, it is possible to measure reliability and quality in IP multicast
networks. The remaining question is ’What to measure?’ As a third part, information
is required about the locations within the network where the parts of the measurement
system should be placed. This question is discussed by presenting a model for a
whole IP multicast system starting with the network itself but also including the ser-
vices on top of it. Finally, the paper summarizes the state of the art of methods for
reliability and quality measurements in IP multicast networks.

1. Introduction

IP multicast emerged as the commonly used technology for multimedia transmissions
over the Internet. Examples are TV broadcasts or conference meetings. These ser-
vices require a much higher Quality of Service (QoS) than other applications in the
Internet. On the other hand, the deployment of IP multicast based on current imple-
mentations is not as easy as most vendors suggest. Problems occur because of mis-
takes in the network configuration, implementations which are not fully interoperable
or due to overloaded links or exchanges points. At the University of Erlangen, we use
IP multicast for video conferences since about 1993. Additionally, we installed differ-
ent video servers, which are broadcasting their content via multicast [24].

Due to the best-effort characteristics of
working principle of UDP (User Datagra
cast transmissions, multimedia applicati
Protocol, [22]) for their transmissions
stamps, allowing the support of real-time
To provide information about the curren
cast Quality Monitor (MQM) should be i
istrator will be able to locate failures 
network. Additionally, end users can use
about the current quality of the network 
upcoming transmission. The MQM inclu
means that the network is affected by the
test the behavior of the network in addi
preventing the unnecessary disturbance 
multicast transmissions and to analyze th
col, [22]) packet streams.
The paper is organized as follows. Sectio
field of measurements in IP multicast n
Quality Monitor. Besides the working p
surements are shown. Section 4 shows a
general and the MQM in particular base
services, which are using the network. A

2. Related Work

A good overview to other implementatio
the quality of IP multicast networks has 
A first overview to available tools and th
ticast networks has been given by Dressl
The term reliability measurement stand
examine the connectivity of clients over
large number of management systems a
the well known ping mechanism - are u
tems. Unfortunately there is no such a t
groups started with implementations of
provide some kind of QoS measuremen
only a few approaches which are directly
Not considered are SNMP based tools s
no SNMP access to all the devices in int

2.1. mtrace / MHealth

One of the most important tools in use to
sion of the popular traceroute utility. Mt
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with the MRM, is the Hierarchical Passive
lace listeners along an active multicast tree.
 multicast packet without joining a multicast
nisms such as the BPF (Berkeley Packet Fil-
the measurements are passive, which means
f a fault occurs, this information is passed to
 whether the fault is correlated to others. The
on to a central management station. This
w to the entire network including possible
hows many problems. A lot of agents are
y for one single multicast tree. The listeners
ns that multi-access networks are required at
Additionally, layer-2 mechanisms such as
d to prevent network congestion in the local
ms are required. A pre-event analysis is not

surement methods are widely deployed. The
liar with tools such as mtrace but it is used
blems. No QoS measurements are deployed
 networks. The primary reason is that all the
ost interesting approach today is the MRM.
ers (Cisco) as well as for end systems avail-
e drawbacks. First, it does not distinguish

ity and the quality. This results in an insuffi-
unication mechanism between the test sys-

o a heavy network usage in case of large test

y based on the ideas of the MRM. It should
 and of other measurement tools.

QM)

ality Monitor. First, the reachability measure-
 gives a detailed view to the approach of the
ommunication and the message format are
 is the presentation of measurement results

M. The MQM also uses - properly placed -
full functionality of the MQM. They allow
source of multicast traffic starting at the receiver. To allow such operations, a special
feature has built into multicast routers [12]. Since mtrace requires ’mtrace-enhanced’
routers, it fails if routers on the path have not implemented this feature or ignore the
requests due to overload situations. Mtrace is able to provide information about the
packet loss ratio on a specific path by printing out the amount of sent and lost packets
for each trace. The user of mtrace is required to select the useful data and to analyze
them by himself.
A graphical frontend to mtrace is MHealth [15]. It was first proposed in [14].
MHealth joins an active multicast session to receive and examine the RTCP packets
in order to locate the participating end systems. Then it uses mtrace to trace the path
from the source(s) toward the receivers.

2.2. Multicast Beacon

The multicast beacon [7] is the result of a research project from the NLANR
(National Laboratory for Applied Network Research). It consists of a central monitor-
ing station and of distributed clients. These clients send a low rate packet stream to a
configured multicast group. Finally, they report the status of the reception of these
packets to the monitoring station, allowing to compute a reachability matrix. In a
large network, the test packets have a large impact on the network due to the working
principle (each client multicasts its test packets to each other!) and the data rate of at
least a few packets per second. Initially, the multicast beacon was not intended for
reachability measurement. It has been designed for quality measurements. The
streams of test packets are used to compute the packet loss ratio, the delay and the jit-
ter. So the drawbacks of the multicast beacon in reachability measurement change to
opportunities while measuring the quality of service. But one problem is still impor-
tant. There is the requirement of continuously streaming the test packets between
each client without any central control.

2.3. Multicast Reachability Monitor (MRM)

The Multicast Reachability Monitor [2] tries to solve the problem of reachability
measurement by defining a set of Test Senders (TS) and Test Receivers (TR). The TS
send a (low bandwidth) stream of packets to a specified multicast group. The TR
receive these packets and tell a central Management Station (MS) if they received
some packets successfully. There is an implementation of the MRM for UNIX sys-
tems [20] as well as for Cisco Routers [17]. This allows to deploy the measurement
also directly in some core networks. Based on the centrally controlled approach, it is
possible to limit the by the TS generated packet stream to actually required parts of
the network as well as to limit it to short periods of measuring time. The result is a
much lower impact on the current operation of the network [3]. The first design of the
MRM allowed only to measure the reachability. Due to the principles of the measure-
ment, is was possible to calculate the current packet loss ratio. In a second step, the
definition of the MRM was enhanced to compute some QoS parameters by using RTP
streams of active multimedia sessions. Unfortunately, these ideas have been imple-
mented only partially.

2.4. Hierarchical Passive Multicast Mo
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Multicast Monitor [25]. The idea is to p
These listeners are about to receive each
group. This can be achieved using mecha
ter). To prevent network congestion, all 
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networks. Finally, active multicast strea
possible.

2.5. State of the art
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network administrators are mostly fami
only in the case of the occurrence of pro
over wider areas in the multicast enabled
tools show scalability problems. The m
There are implementations for core rout
able. But also this approach shows som
between the measurement of the reliabil
cient scalability. Additionally, the comm
tems and the management station leads t
environment.
The Multicast Quality Monitor is directl
solve most of the drawbacks of the MRM

3. Multicast Quality Monitor (M

This section introduces the Multicast Qu
ment is discussed. The second paragraph
quality measurement. The inter-probe c
shown next. The last part of this section
using the MQM.
Basically, the MQM works like the MR
probes. All the probes implement the 
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ed into the protocol header. This is nearly all
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echanisms within the multicast quality mon-
chanism to measure the delay. The other one

loss ratio and the delay variation, the jitter.

QM which is not based on RTP, is the delay.
G (IP Performance Measurements Working
g Task Force), the most important informa-
 delay. Based on the same ideas as for IP uni-
 measure both, the one-way delay in each

 to possible synchronization failures of the
ss of the one-way delay may vary. There are
ticular. The same MQM ping messages are
both directions and the round-trip time. To
ssage belongs to the MQM ping request sent
ry probe should receive every ping message
e network), the IP address of the requesting
 request as well as the MQM ping response.

tiple MQM ping response messages, initiated
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 ratio and the jitter, MQM uses RTP streams
 of the measurement tool. The passive one
ticast session and decode the information out
d has no impact on the IP multicast network
tion of the sender and the transmission time.
k, if the probes are not placed along the mul-
reachability measurements as well as measurements of the quality of IP multicast
connections.

3.1. Reliability measurement

In order to test the reachability in an IP multicast network, the probes sent MQM ping
requests and act on incoming requests by replying with a MQM ping response.
Due to the principles of IP multicast routing, it is required to ping everyone from
everywhere since it is not possible to use the information of A reaches B and C, and B
and C both reach A via IP multicast to provide and information about the connection
between B and C. To prevent an implosion of MQM ping messages, the multicast
quality monitor uses a randomized delay before starting the first MQM ping request.
Including more intelligence into the probes, it is possible to use ping response mes-
sages from two or three MQM ping requests to measure the reachability of the whole
network between the probes.

Figure 1. MQM ping mechanism

The MQM ping mechanism is shown in figure 1. For a single test, the probe sends a
MQM ping request packet (1) to all the other probes listening to the used multicast
group. The other probes receive this request (2) and send MQM ping response mes-
sages (3) toward the originator. These messages are received (4) by the requesting
probe (all the other probes should also receive this MQM ping response allowing to
use this information to prevent unnecessary messages, which would result in over-
loading the network with measurement traffic).
Each probe is required to send about one packet a minute to a configurable multicast
group (we first thought about using a well-known multicast group but decided to let it
be a configurable one). Lower rates do not refresh the forwarding state in the routers
and result in indeterministic results. Higher rates are not required and just increase the
network congestion. To get more information about the state of the network, it is nec-
essary to use unicast pings (using ICMP messages) as well. Either, if there are failures
in IP multicast connectivity or together with the IP multicast pings.
Until now, only the probes have the knowledge about the reachability in the IP multi-
cast network. There are a few ideas how to summarize the information on a central
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is also required to calculate the reliability
reachability measurements.
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ems themselves). In order to achieve these
all the used parts of the network to simulate
 requires to initiate RTP streams like these in
s receive the same traffic as if the conference
allows to simulate the traffic of the meeting
IP multicast network. Figure 3 shows an IP
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 on the knowledge about the configuration of 
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t probes to simulate RTP traffic and, finally,
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ticast tree from the sender toward all listening receivers. Additionally, RTCP reports
are used to get information about the current quality toward receivers located in net-
works without installed MQM probes. In the active method, the probes simulate typi-
cal transmissions. The properties of such a simulated stream are configurable within
the MQM (packet size, packet rate). Therefore, it becomes possible to test the behav-
ior of the network without any active application. Of course, this has at least a little
impact on the network. The simulation of high bandwidth video transmissions may
disturb other IP connections (unicast and multicast) which are using the same parts of
the network.
Using the model shown in section 4, it is possible to identify the parts of the network,
which are responsible for the most critical IP multicast applications. Based on these
information, the measurement probes can be deployed on proper places in the net-
work.
It is always necessary to distinguish between the two most important types of IP mul-
ticast communication: a broadcast from a central station and a conference between
several participants. A typical example of a broadcast is a video server [24]. Such
broadcasts have some common properties. They tend to stream over a large period of
time and they typically require a high data rate. If there are such services in the moni-
tored network, it would be a good idea to use these RTP streams to measure the
packet loss ratio and the jitter. If the probes are deployed directly on the multicast
path, all the measurements are passive. Sometimes it can be useful to place some
probes ’near’ the original multicast tree to include other parts of the network into the
test scenario.

Figure 2. Passive QoS measurement using existing RTP sessions

Figure 2 shows a typical broadcast situation including the measurement probes. There
is one sender broadcasting to some distributed receivers. The probes are located near
the receivers (in the case of network errors of insufficient quality of service, it would
be useful to have some of them located within the core network as well). It becomes
possible to measure the current QoS without any impact on the network itself.
Compared with the already discussed broadcasts, most conferences are working like
that. They last only for a short period of time, they start at announced times and the
location of the members is almost known. At least this is true for most ’important’

conferences, one example is the confer
centers in Bavaria, Germany [23].
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content
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M header format

content

MQM header

IP address from the originator

timestamp sender

timestamp receiver

ing message format

content

MQM header

hold time

message length

target probe address 1

 group address 1 (1st bit is used to specify 
 receive or to transmit to this group)

acon message format
3.3. Inter-probe communication

The last two sections have shown how to use intelligent probes to measure the reli-
ability and the QoS of an IP multicast network. Not yet mentioned is the inter-probe
communication. There are three different types of such communication.

3.3.1. Detecting new probes

The design of the MQM is based on the knowledge of the structure of the network and
the used services. So the starting configuration will include some known probes. To
provide a more flexible system, it should be possible to include more probes dynami-
cally. The appearance of a new probe can be detected by listening to the MQM_PING
multicast group. All the probes are required to periodically send ping requests to mea-
sure the reliability. The management station can join this group to detect new probes.

3.3.2. Starting the simulation of a RTP stream / starting analyzing a RTP stream

RTP streams are controlled using the beacon mechanism introduced by the MRM.
The central management station can start and stop the QoS measurement via a beacon
message sent to the same IP multicast group, which is also used for the MQM ping
messages. Using this message, the manager tells the probes which RTP stream they
should analyze and, if required, which probe should simulate which type of traffic.
Due to the unreliable UDP transport of these beacon messages, they cover a maxi-
mum time to live (hold time) and the management station should send these beacon
messages periodically.

3.3.3. Transferring the measured data to a central management station

All the described mechanisms allow the intelligent probes to measure the reliability
and the QoS of an IP multicast network, partially controlled by a central manager. The
idea of MQM is to let the probes save all these information locally. The transfer of the
information to the management station should be done on a periodical base. This
transfer should work asynchronously from any measurements and directly unicasted
to the management station using the TCP protocol. The protocol ensures the reliable
transport of the measured data. Not yet defined is who should initiate this transfer, the
probes or the management station. In order to allow a user to force the presentation of
the current situation of the network, the management station should be able to initiate
this transfer. Therefore, the current version of MQM is focused on the management
station to control nearly everything, the QoS measurement (RTP analysis) and the
transfer of the measured data from the probes. A next version should allow a probe
initiating the data transfer as well.

3.4. Message format

The message format of the MQM uses the same principles as the MRM. For the inter-
probe communication, a separate header (MQM header) has been defined. Also, the
beacon messages from the management station to the probes use the MQM header.

The MQM header is part of every MQ
data depends on the type value in the hea
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there are only three packet types: MQM 
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Since the transport of the measured data is an out-of-band mechanism which uses
TCP for the communication, there is no MQM packet type for reporting messages.
The packet format has been included to provide a more detailed view on the ideas of
the MQM.

3.5. Sample measurements

This section provides the results of some measurements using the multicast quality
monitor. All of them are taken between several universities in Germany connected by
the German gigabit research network (G-WiN). The universities are connected by
links of 622Mbps (OC-12) or at least 155Mbps (OC-3) to this network, which itself
contains mostly of OC-12 and OC-48 (2.4Gbps) links. At each site, the end systems
are interconnected by different kinds of university backbone networks. All the tests
have been initiated from systems at the University of Erlangen.

3.5.1. MQM message based tests

We installed MQM probes at different sites within the German research network and
started the measurement of the reachability between them including the measurement
of the delay. Therefore, we used the results to compute the reliability of the network
as well as the one-way delay and the round-trip time.

Figure 5. Delay measurement using the MQM ping mechanism

Figure 5 shows the results of a MQM ping test from a host at the University of Erlan-
gen to another one at the same site as well as to one in Regensburg. The effect is as
expected. The delay within the campus network in Erlangen is very short (about

0.0018 sec) and constant (both hosts are
burg is much higher (about 0.012 sec) an

Figure 6. Delay using MQM ping
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used for offline analysis of the resulting mul-
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ted RTP streams. So far, this was not a prob-

will include authentication mechanisms into
y can be enhanced by blocking the used mul-
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Measurement examples are shown in figure 7. The ordinate is scaled logarithmically.
Apparently, the packet loss ratio seems to be very constant but depends on the used
parts of the network between the sender and all the receivers. It ranges from about
0.000053 for shorter paths up to 0.0409 for the transmission to Bayreuth (9 hops, high
utilized links).

4. A Model for a service driven IP multicast network

As already mentioned in section 3, the multicast quality monitor (as well as all the
other approaches discussed in section 2) requires very carefully located probes. A
model proposed by Dressler [9] for IP multicast networks and the used services
within this network should to solve this problem. This section gives a short abstract to
the model. An implementation of this approach has been done by Juan Ceballos-
Mejia at the University of Erlangen-Nuremberg [6] using JAVA.
Primarily, the model consists of two main parts. The physical multicast capable net-
work and the overlying applications, the services. Figure 8 shows the object hierar-
chy. Additionally, an object containing routing algorithms is attached. These
algorithms are used to calculate the multicast tree(s) for a particular service and there-
fore to identify the best locations for measurement probes to evaluate the reliability
and quality of the required part of the IP multicast network. The current implementa-
tion used the Dijkstra algorithm [8] for the shortest path calculation.

Figure 8. Object hierarchy for a model of multicast networks and services

A service is defined as a number of hosts transmitting to a set of multicast groups and
a number of hosts receiving these data. Each object of class service stands for one
multicast application, which may use more than one multicast group. As an example,
there are different groups used for audio and video transmissions. The physical net-
work consists of devices. The most important ones are nodes (routers, hosts) and links
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5. Summary
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Completely new in this approach is the m
regarding to the IPPM WG, one of the mo
tions. Additionally, the strict distinction
measurement is important in order to p
surement tools. The idea of the MQM i
vices (applications) in the IP multicast
possible to deploy the probes based on th
not restricted for a local use only. It is de
The same applies to the MQM. Due to th
surement environment, the scalability o
approaches.
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anisms included into the definition of th
stealth packets if the attacker knows the 
munication. This allows to start denial-of
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