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Abstract—This paper addresses the problem of maximizing
the downlink sum-rate in passive Reconfigurable Intelligent
Surface (RIS)-assisted Cell-Free MIMO (CF-MIMO) networks.
To circumvent the prohibitive signaling overhead inherent in
instantaneous Channel State Information (CSI) acquisition, a sta-
tistical CSI-based framework is proposed, effectively minimizing
estimation burdens. A tractable expression for the sum spectral
efficiency is first derived, based on statistics obtained from
Minimum Mean Squared Error (MMSE) channel estimation.
The resulting optimization problem is non-convex and involves
the joint design of Access Point (AP) transmit power and RIS
phase shifts. To efficiently solve this problem, an Alternating
Optimization (AO) scheme is developed to decompose it into two
subproblems: power allocation, addressed via the Weighted Mini-
mum Mean Squared Error (WMMSE) algorithm, and phase-shift
optimization, tackled using a model-driven Projected Gradient
Ascent (PGA) approach. Simulation results demonstrate that the
proposed framework significantly enhances both spectral and
energy efficiency compared to existing baseline methods, while
ensuring rapid convergence and improved system reliability,
thereby validating the effectiveness of the statistical CSI-driven
design.

Index Terms—Cell-Free MIMO, Reconfigurable Intelligent
Surface (RIS), Alternating Optimization (AO), WMMSE, Pro-
jected Gradient Ascent (PGA), Statistical CSI.

I. INTRODUCTION

Future 5G and 6G demand massive connectivity and high
throughput which are severely constrained by inter-cell inter-
ference in cellular architectures. CF-MIMO overcomes this
limitation through a user-centric structure where many dis-
tributed Access Points (APs) jointly serve all users, providing
a uniformly high quality of service [1]. However, the practical
deployment of CF-MIMO faces challenges in harsh propaga-
tion environments, where signal blockages and deep fading
severely attenuate the direct links, leading to an unpredictable
degradation in achievable data rates and coverage uniformity
[2].

To address these issues, RISs are introduced as a low-
cost, energy-efficient solution [3]. Passive RISs introduce
multiplicative fading, making random phase configurations
ineffective [1]. Unlocking the network potential requires com-
plex joint optimization of AP power and RIS phases. However,
acquiring the instantaneous CSI required for such optimization
incurs prohibitive signaling, scaling poorly with the number of
RIS elements.

To overcome the dual challenges of high Channel State
Information (CSI) overhead and algorithmic complexity, this
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work proposes a statistical CSI-based approach. The primary
contributions of this work are summarized below:

o We formulate the downlink sum-rate maximization prob-
lem for a passive RIS-assisted CF-MIMO system, relying
solely on statistical CSI. This approach significantly
reduces the channel estimation overhead compared to
methods requiring instantaneous CSI.

o A tractable expression for the sum spectral efficiency is
derived based on MMSE channel estimates and statistical
CSI. This expression accounts for the effects of beam-
forming uncertainty and inter-user interference, enabling
efficient optimization.

e We propose a low-complexity (a computationally effi-
cient) AO framework to solve the non-convex joint op-
timization problem. The framework decouples the prob-
lem into two sub-problems: power control optimization
solved using the WMMSE algorithm and RIS phase-shift
optimization solved using a model-based PGA method.

These contributions collectively address the gap in existing
literature by providing a low-overhead, model-based optimiza-
tion framework that efficiently enhances both spectral and
energy efficiency in RIS-aided cell-free systems using only
statistical CSI.

II. LITERATURE REVIEW

Existing research in CF-MIMO has diverged. Authors in [4]
propose a two-timescale scheme, employing instantaneous CSI
for APs and statistical CSI for the RIS, which still requires sig-
nificant estimation overhead for the AP-to-user links. Others
operating solely on statistical CSI have resorted to heuristic
or complex algorithms. For example, in [5], authors tackle
sum Spectral Efficiency (SE) maximization using a successive-
QT algorithm combined with a computationally intensive and
complex Particle Swarm Optimization (PSO) heuristic for the
phase optimization.

In contrast, several recent works focus primarily on perfor-
mance evaluation. For instance, the authors in [6] analyzed the
Hybrid Relay-Reflecting Intelligent Surface (HR-RIS) system,
but relied on simplified equal power allocation. Similarly,
in [7], the authors derived closed-form expressions for the
spectral efficiency of wireless-powered RIS-aided CF-MIMO
networks using two-layer decoding. While providing valuable
analytical insights into these complex architectures, these



studies do not propose a joint optimization framework to
actively enhance the system performance.

Recent efforts addressing robustness and fairness often
incur high computational overhead. For instance, [8] and [9]
employed complex iterative schemes, such as the Penalty
Convex-Concave Procedure (P-CCP) and Successive Convex
Approximation (SCA), to maximize worst-case sum rate and
fairness-based energy efficiency (EE), respectively; however,
these methods require solving sequences of convex problems,
introducing significant delays. Similarly, [10] tackled EE
maximization via Quadratic and Lagrangian transforms but
explicitly resorted to a Deep Learning alternative to mitigate
the high complexity of the iterative approach.

Recent works exploit statistical CSI to reduce pilot over-
head, yet gaps remain. Studies like [11] and [12] are limited to
multi-cell architectures, missing the macro-diversity gains of
cell-free systems. While [13] addresses the cell-free context,
their work is tailored to STAR-RIS hardware and relies on
meta-heuristic algorithms. Consequently, analytically tractable
joint optimization for standard RIS-aided cell-free massive
MIMO remains largely unexplored.

Consequently, recent approaches in CF-MIMO resort to
data-driven learning methods to bypass the optimization com-
plexity. For instance, in [14], the authors employ a Multi-
Agent Deep Reinforcement Learning (MA-DRL) framework
to jointly design beamforming and reflection codebooks. While
effective for distributed implementation, such DRL-based so-
lutions suffer from high training latency, lack of interpretabil-
ity, and significant computational overhead during the learning
phase compared to direct model-based optimization.

Based on the above survey, there is still a need for de-
veloping a model based optimization framework that has a
low computational complexity and depends only on statistical
CSL In this paper, we bridge this gap by proposing a joint
optimization framework based on AO to solve the resulting
highly non-convex problem under statistical channel knowl-
edge alone.

III. SYSTEM AND CHANNEL MODELS
A. System Model

A downlink Cell-Free Multiple-Input Multiple-Output
(CF-MIMO) network is considered as shown in Fig.1, where
B APs, each equipped with M antennas cooperatively serve
K single-antenna User Equipments (UEs). In the downlink
data phase, all B APs are centrally coordinated to coherently
and simultaneously transmit the data streams intended for all
K UEs, enabling system-wide spatial processing. The system
is assisted by R passive RISs, each consisting of N-elements.
Adopting Time-Division Duplex (TDD) operation, the analysis
concentrates on two distinct phases: uplink pilot training
and downlink data transmission. All nodes are uniformly
distributed over a D x D m? square area.

B. Channel Model

The effective uplink channel gy, € CM*! from UE k to
AP b is modeled as the superposition of the direct path and
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Fig. 1. CF-MIMO system model.

the R reflected paths:

R
gk =hp + Y GO, £y, (1)

r=1

where hy;, € CM*! is the direct channel from UE k to
AP b, f;,, € CN*! is the channel from UE k to RIS 7,
Gy, € CMXN jg the channel from RIS r to AP b, and
©, = diag(6,1,...,0,n) is the diagonal matrix of complex
reflection coefficients of the r-th RIS. Each coefficient can be
written as 6,.,, = |0,,,|e?®". For a passive RIS, each element
must satisfy the unit modulus constraint, i.e., |6,.,] = 1.
Accordingly, the phase given by ¢,, = arg(f,,) is the sole
optimization variable.

A Rician fading model is assumed for all links in (1), com-
prising a deterministic Line-of-Sight (LoS) mean component
and a stochastic Non-Line-of-Sight (NLoS) scattering term.

hy, = by, + hyy (2
fkr = fk:r + f.kra" (3)
Gbr - ébr + ébr (4)

where ku e E{hbk}, fkr e E{fkr}, and abr £ E{Gbr}
are the deterministic LoS components. The NLoS components
flbk, f'kr, and Gbr are modeled as zero-mean Rayleigh fading
random variables.

The total average power of the channel, determined by the
large-scale fading, is (. This power is split between the LoS
and NLoS components based on the Rician factor xp;. The
average power of the LoS component is:

E{|[Bux |} = G (Hb’:bj 1) 5)



The NLoS component flbk has a covariance matrix
Cov(hpg) = BerIns, where By, is the average power (variance)
of each NLoS element:

1
Bor: = Cork (,{bk + 1) (6)

The same model applies to the fj,. and Gy, channels with
their respective ¢ and « values.

C. Assumptions and Signaling Overhead

The system operates in TDD mode, relying on channel
reciprocity. Each coherence interval of 7. samples is divided
into an uplink pilot training phase of 7, samples and a
downlink data transmission phase of 74 = 7. — 7, samples.
We assume a quasi-static block fading model where large-
scale statistics remain constant over multiple intervals.

Unlike instantaneous CSI-based schemes that require esti-
mating the cascaded channel for every RIS element (scaling as
Tp > K + N), our framework relies solely on slowly varying
statistical covariance matrices for joint optimization. This
decouples the pilot overhead from the number of RIS elements,
requiring only 7, > K. Furthermore, distinct from conven-
tional two-timescale approaches [1], [4] that often overlook
channel estimation errors in their optimization objectives, our
formulation explicitly incorporates the MMSE estimation error
(beamforming uncertainty) and pilot contamination into the
sum-rate maximization. This ensures robustness against im-
perfect CSI while maximizing the data transmission duration
74 for large RIS deployments.

IV. PROBLEM FORMULATION
A. Uplink Channel Estimation

During the uplink training phase, all X UEs simultaneously
transmit their assigned pilot sequences. Let ¢ € C™*! be
the pilot sequence for UE k. The pilot sequences are assumed
to be mutually orthogonal, such that ¢} ¢; = dx;, where dy;
is the Kronecker delta. This orthogonality requires 7, > K.

Let p, be the transmit power of each pilot symbol. The
received signal matrix at AP b, Y;, € CM*7»  is the superpo-
sition of all UE signals and additive noise:

K
Y, = Z RV TpppgbkCPkH + N,
k=1

K
= TPy + > /TolpBuker +Nb
————— A

k#j

)

Desired Pilot Signal
Inter-User Pilot Interference

where N € CM*7r is the additive white Gaussian noise
(AWGN) matrix at the AP, with i.i.d. entries ~ CN(0,02).

To estimate the channel g;; for UE j, AP b projects
the received signal matrix Y} onto the pilot sequence ;.
Accordingly, the projected received signal at AP b, used for
estimating the channel of UE j, is given as:

Yoj = Yo = \/TpPp8b; + Muj 3

where the orthogonality of the pilots removes the inter-user
interference. The effective noise vector n;; = Ny, has a
covariance matrix Cov(ny;) = 021,;.

Equation (8) provides a standard linear model for the chan-
nel g;;. MMSE estimation necessitates that each AP utilizes
the first and second-order channel statistics, specifically the
mean and covariance of gpy.

The mean of the effective channel gy, is calculated as the
sum of the deterministic LoS components. Thus, using (2), (3)
and (4), it is given by:

R
1or(0) 2 B{ger} = By + Y Gy, O, 9)

r=1

The covariance matrix of the effective channel, Cy,(0) =
Cov(gpr), is derived by summing the covariances of the
independent NLoS components in (1). This results in:

R N
Cbk' (0) = Bbk‘IAl + Z Z |07"n|2\1,b7“n,krn (10)

r=1n=1

where W, krn = C{prnfrrn} is the covariance of the
single reflected path through the (r,n)-th element, given by.

‘Ilbrn,krn = (ﬁbrnﬁkrﬂ + 6brn‘?k7-n|2)11\/[

+ﬁk"r‘ngb7‘ngl{{'n (l 1)

where g,,,, and f},,, are the LoS components and Sy, and
Brrn are the NLoS variances of the n-th element’s channels.
The derivation of Wy, k- is given in Appendix A.

Given these statistics, the AP computes the linear Minimum
Mean Squared Error (MMSE) estimate of the channel gy
from the projected pilot signal yj as:

8ok = Mok + /TpPpCok(0)(TpppCoi(0) + 021nr) !
X(Yor — /TpPptter) (12)

The derivation of (12) is given in Appendix B. The result-
ing estimate gy is uncorrelated with the estimation error
Sk £ vk — Epk. The estimate has the same mean as the true
channel, i.e., E{gpr} = por(0). The statistical properties of
the estimate and the error are characterized by their respective
covariance matrices, Cp}. (0) and Cor (0), the derivation which
is detailed in Appendix B. These statistical matrices are
fundamental for characterizing the downlink performance.

B. Achievable downlink data rate

Relying on TDD channel reciprocity, the downlink channel
from AP b to UE £ is the transpose of its uplink counterpart,
given by g, € C*M_ During the downlink data phase, the
APs cooperatively transmit data to the UEs. Let s; be the
data symbol intended for UE k, with E{|sx|?} = 1. The APs
use the channel estimates to perform Conjugate Beamforming
(CB) [15]. The signal vector transmitted from AP b is:

K
Xp = /D&, (13)
j=1



where g;;j is the beamforming vector for UE j at AP b, and
Dyj is the corresponding power control coefficient.

The received signal at UE k, rg, is the sum of transmissions
from all APs plus noise:

B
_ T
T = E 8piXb + Nk
b=1

(14)

where ny ~ CN(0,02) is the additive white Gaussian noise
at the UE, with variance o2.

1) Downlink SINR Analysis: By substituting x; from (13)
into (14), and separating the desired user term (j = k) from
the interference, the received signal r is expressed as:

B
r, =E {Z \/Pbkgzingk} sk + Nk
b=1

Noise

Desired Signal (DS)

B B
+ <Z PorGonbi — E {Z \/Pbkgﬁézk}> Sk

b=1 b=1

Beamforming Uncertainty (BU)

K B
+y° ( \/pbjngkéij> 5

j#k \b=1

15)

Inter-User Interference (IUI)

where the Beamforming Uncertainty (BU) term represents the
self-interference power of the desired signal sj that arises
due to the mismatch between the true channel (g;) and
the estimated channel (g, ), which the user’s receiver cannot
coherently decode. To derive a tractable expression for the
achievable sum rate, the powers of these components must
be computed. First, based on the channel statistics derived in
Section IV, the following key terms are defined:

upk(0) 2 E{gl &5} = trace(Cur. () + || 120k(0)|>  (16)
vb,kj (0) £ E{gi85;} = mig(O)ui;(6), for k#j (17)
dy 1;(0) = E{|gi&;1°} (18)

where u (@) represents the average desired gain, vy 4;(0) is
the average interference coupling, and d%, k j(0) is the average
squared magnitude of the cross-gain. The detailed derivation of
the cross-gain term di 1;(6) in (18) is provided in Appendix
B. This derivation utilizes the fourth-order moment expansion
of complex Gaussian vectors. Using these definitions and
assuming uncorrelated user symbols with unit power, the
effective SINR for user k is given by SINRy, = Sy /(Zi, + 03)

where Sy, is the signal power and Zj, is the total interference
power. As derived in Appendix B, these are given by:

2

B
> /Dot (6) (19)

b=1

Sk =

B
T =Y por (do,i(0)* — [upk (0) )

b=1

Beamforming Uncertainty Power

B

> V/Privnis(6)

b=1

2 B
+> pjoi;(0) | (20)

b=1

DY

ik

Inter-User Interference Power

where o7, (8) £ dj ;. ;(8)—|vp 1;(0)|? represents the variance
of the interference link. The derivation of (20) is provided in
Appendix B.

Finally, the achievable downlink data rate for UE £ is:

Td

Ri = 1og,(1 + SINRy,) 1)

(&

V. PROPOSED JOINT OPTIMIZATION
FRAMEWORK

Our objective is to maximize the sum rate Rgm = Ek Ry,
by jointly optimizing the downlink AP power control coeffi-
cients, P £ {pp;} > 0 for all b, j, and the passive phase-shift
matrices of all RISs, ©® £ {®,.} for all r.

A. Problem Formulation

The sum rate maximization problem can be formulated as:

K
Pii max ’;logz(l + SINR, (P, ©))

(22)

K
st Y pyue;(0) < B, Vb (23)
j=1

0| =1, Vr,n (24)

where log,(1 + SINRg) is the achievable data rate for UE
k, and P is the maximum transmit power of AP b. The
MMSE estimate satisfies E{[|gy;]|>} = u;(6), due to the
orthogonality between the estimate and the estimation error.
Hence, the power constraint (23) is expressed in terms of
up;(0). Problem P; is a highly non-convex due to two factors:
the objective function (22) is non-convex due to the coupling
of the optimization variables P and ®, and the RIS phase
constraint (24) is a non-convex unit-modulus constraint. To
address this, a joint AO framework is proposed to decompose
the original problem into two manageable sub-problems.

B. Power Control Optimization

For a fixed set of RIS phases ® = ©(~D (from the
previous iteration), the problem reduces to finding the optimal
power coefficients P. This sub-problem, denoted by P, is
formulated as:

K
. (i—1)
Pri max ;logz(l—i-SINRk(P,@ ) (25)
s.t. (23)

Problem Ps is still non-convex. This is solved using the
WMMSE algorithm, which finds a locally optimal solution for



TABLE I
COMPUTATIONAL COMPLEXITY COMPARISON

Algorithm
Proposed AO
PSO Benchmark

Total Complexity
O(Imax(K3'5 + IGAKLNQ))
O(Ipso -S- KLNQ)

sum rate maximization [1]. The convex sub-problem in each
WMMSE iteration is solved using CVX tool. The algorithm is
initialized with an Equal Power Control (EPC) solution where
the power at each AP is divided equally among all UEs.

C. RIS Phase-Shift Optimization

For a fixed power allocation P = P() (from the previous
step), the problem reduces to finding the optimal RIS phases
©®. Then, the optimization problem Ps is formulated as:

K
- 0)
Ps: max ;log2(1+SINRk(P @)  (26)
st (24)

Problem P3 remains non-convex due to the objective function
and the unit-modulus constraint in (24). This is solved using
the computationally efficient PGA method. The algorithm
iteratively updates the phases in two steps:
1) Ascent Step: The gradient of the sum rate with respect
to the phases is computed using the chain rule, this is
given by:

Gy = Vo-Raum 27)

The proof of (27) is shown in Appendix C. A step is
then taken in this direction using a step size 7 to get an
unconstrained update @ ypproi:

®unproj = @(l) +n- GO

2) Projection Step: The unconstrained update Oyppro; is
projected back onto the non-convex feasible set by
forcing its magnitude to 1 while preserving its phase:

0 = exp(j - a1 Oy vn))

™ unproj,rn
D. Overall Algorithm and Convergence

The overall algorithm, summarized in Algorithm 1, alter-
nates between solving Pz and Ps. The sum-rate is guaranteed
to be non-decreasing in each step, and thus the algorithm is
guaranteed to converge to a locally optimal solution.

Complementing this theoretical stability, Table I highlights
the proposed framework’s efficiency. While the PSO bench-
mark scales with the swarm size S as O(S- KLN?), the
proposed AO is dominated by gradient calculations, scaling as
O(IgaKLN?). Since typically S > I, the deterministic
AO offers significantly lower computational overhead.

Proposition 1: The sequence of achievable sum-rates
{Rum(P®,©™)} generated by the proposed Joint AO Al-
gorithm is non-decreasing and converges to a locally optimal
solution.

Proof: Convergence is guaranteed by the monotonic im-
provement of the alternating sub-problems. First, the WMMSE

Algorithm 1 Joint AO for Sum-Rate Maximization

1: Initialize: Set ®©) with random phases.

2: Calculate EPC P(©) based on ®(©).

3: Set iteration ¢ = 1, max iterations I,,x, tolerance Ry.
4: repeat
5: /! Fix RIS, Optimize Power (Solve P> in (25))

6: Calculate EPC Py, using @1,

7. P « Solve P, via WMMSE, initialized with Peyc.
8: /I Fix Power, Optimize RIS (Solve P5 in (26))

9: Calculate gradient Gy = VyRgm using Eq. (27).

10: Update phases: Oygp = (i=1) 4 n - Gg.

11: Project to unit-modulus: @) « exp(j £ Bgiep)-

122 Calculate R\, = Rym(P@,00).

132 ifi>1and |[RE, — RUnY| < R then

14: break

15: end if

16: 141+ 1.

17: until 7 > I,

step (P2) ensures a non-decreasing power allocation via block
coordinate descent [1]. Second, the PGA step (P3) guarantees
ascent for the phase configuration. Consequently, the com-
bined sequence {Rﬁf}n} is non-decreasing and, being upper-
bounded by finite transmit power limits, must converge to a
stationary point. [ ]

VI. SIMULATION RESULTS

In this section, numerical results are provided to evaluate
the performance of the proposed AO algorithm. All results
are averaged over 200 random user, AP, and RIS layouts.

Simulations are conducted over a 200 x 200 m? area, where
all APs, UEs, and RISs are uniformly distributed. To create
a challenging benchmark, a favorable downlink scenario is
simulated using the 3GPP UMi LoS Rician model [16]. The K-
factor is defined by kgg = 13 —0.03d, where d is the distance
between the transmitter and receiver for the corresponding
link. This dominant LoS component establishes a rigorous
baseline, compelling the algorithm to improve upon an already
robust system configuration.

The average sum-rate of three main schemes is compared,
each with both optimized WMMSE power control and stan-
dard EPC:

o No RIS: The baseline cell-free system.

« Random RIS: The RIS elements have random phases
with unit amplitude.

o Optimized RIS: The proposed joint AO in Algorithm 1,
which jointly optimizes P and ©.

The key simulation parameters are summarized in Table II.
Fig. 2 plots the average sum-rate versus transmit power
P®, comparing the proposed AO with a standard PSO
benchmark [5], [13]. The AO scheme consistently yields
superior rates; at " = 10 dBm, it achieves ~ 550 Mbit/s
versus ~ 520 Mbit/s for PSO, indicating that gradient-based



TABLE II
SIMULATION PARAMETERS

Parameter Value
Simulation area 200 x 200 m?
Number of APs (B) 30

Number of UEs (K) 5

Number of RISs (R) 10 (for RIS schemes)
Number of RIS elements (N) | Varied (10 to 120)
Antennas per AP (M) 2

System bandwidth (Bg) 20 MHz
Noise figure (NF) 9 dB
Noise power (U,%L, 05) -92 dBm

Downlink Tx power (P"**)
Uplink pilot power (pp)
Coherence interval (7¢) 200 samples
Pilot length (73) 5 samples (K)
Max AO iterations (Imax) 20

AO tolerance (Ryo1) 1073

Varied (-50 to 30 dBm)
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Fig. 2. Average Sum-Rate vs. AP Transmit Power P;"™* (N = 40).

optimization locates better optima than heuristic search. Ad-
ditionally, both schemes significantly outperform the ‘Ran-
dom’ and ‘No RIS’ baselines. Finally, saturation occurs for
P > 10 dBm aas the system transitions from a noise-
limited to an interference-limited regime.

Fig. 3 shows the Energy Efficiency (EE), defined as

EE = 242 [Mbit/s/W] where Py includes both the
AP transmit power and the static circuit power. The EE for all
schemes increases at low power, peaks, and then decreases.
This is because at high P,"*, the sum-rate saturates due to
interference, while the linear increase in power consumption
causes the EE to drop. The proposed optimized RIS scheme
achieves the highest EE peak, reaching ~ 2.5 Mbit/s/W at
10 dBm. This is about ~ 47% over the "Random RIS’ peak
(= 1.7 Mbit/s/W) and ~ 56% over the 'No RIS’ peak,
demonstrating that the algorithm improves both spectral and
energy efficiency.

Fig. 4 investigates the sum-rate scalability as the number of

3 T

T T
—6— No RIS (M=0), Optimized PC
— % No RIS (M=0), EPC
—A— Random RIS (M=10), Optimized PC
25 |=Q~ Random RIS (M=10), EPC -+
—&— Optimized RIS (M=10), Optimized PC
—¥ Optimized RIS (M=10), EPC ]
&
2 2f il
o
=
& A
15+ D
2 *
e i S
£ _ - —-
> 4 - - - - --9- ~
> 4 e - -
Eg 1r v s 1
] // ’
7 IR i ST S
LR
0.5 /7 > d
v -
v . ~
”
zZ
= - Il Il Il Il Il Il
-50 -40 -30 -20 -10 0 10 20 30

Downlink Transmit Power per AP [dBm]

Fig. 3. Energy Efficiency vs. AP Transmit Power P"™* (N = 50).

600

o

a

S
T

—6— No RIS, Optimized PC
—% NoRIS, EPC

—A— Random RIS, Optimized PC
=~ Random RIS, EPC

—&— Optimized RIS, Optimized PC
—Y+ Optimized RIS, EPC

o

S

S
T

IS
o
t=]

S
1=}
=}
g

P o o )

Average Sum-Rate [Mbit/s]
w w
s a

______ *
R
L - i
250 - -
[ i
.- =%
200 -7 ,—0—-"'9' E
- _——
1502—; |
- — = == = = = K= = == — e = = = = W = = == = === = =i
100 : : ;
10 40 60 80 120

Number of RIS Elements (N)

Fig. 4. Average Sum-Rate vs. N (P"™* = —10 dBm).

RIS elements N increases. The No RIS scheme (solid red
line) is constant at ~ 340 Mbit/s, as it is independent of
N. The ’Random RIS’ scheme (solid blue line) shows only
marginal gains, increasing from ~ 350 to =~ 400 Mbit/s as N
grows from 10 to 120. In contrast, the proposed optimized RIS
scheme (solid green line) scales exceptionally well, rising from
~ 400 Mbit/s to over 570 Mbit/s. This demonstrates that the
proposed algorithm effectively deploys the additional elements
to create coherent beamforming gains.

Fig. 5 compares the fairness index of the different schemes
using Jain’s Fairness Index [17], defined as:

(Zli{:l Rk)2
Ky, R

The ‘No RIS’ and ‘Random RIS’ baselines exhibit poor
fairness performance, yielding indices of ~ 0.58 and ~ 0.59,

J = (28)
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Fig. 5. Comparison of Jain’s Fairness Index across different schemes.

respectively. This low performance indicates a significant dis-
parity in user data rates, where users suffer from a weak signal
strength. In contrast, the proposed AO algorithm significantly
improves the fairness index to =~ 0.77, demonstrating its
ability to effectively mitigate path loss and enhance the user
experience. Crucially, the proposed method outperforms the
PSO benchmark (= 0.69), confirming that the AO provides
a more robust solution for balancing system throughput and
user equity compared to the meta-heuristic approach.

Finally, the reliability and stability of the proposed algo-
rithm are validated. Fig. 6 plots the Cumulative Distribution
Function (CDF) of the sum-rate. The proposed optimized RIS
scheme (solid green line) is stochastically dominant, providing
a higher sum-rate at all probability levels. For example, the
median (50-percentile) sum-rate for the Optimized RIS scheme
is &= 470 Mbit/s, compared to ~ 370 Mbit/s for Random
RIS and ~ 310 Mbit/s for No RIS. More importantly, the
10-percentile rate shows a massive improvement, rising from
~ 100 Mbit/s (No RIS, EPC) to ~ 380 Mbit/s with AO.

Fig. 7 validates the rapid convergence of the proposed AO
algorithm. The *Optimized RIS (AO)’ scheme starts at ~ 250
Mbit/s, which is the performance of random phases before
any power optimization. After just one iteration, the algorithm
achieves a sum-rate of ~ 440 Mbit/s. The rate increases
monotonically, achieving over 90% of its total gain within
3-4 iterations and converging by iteration 10, confirming the
non-decreasing rate guarantee from Section V.

VII. CONCLUSION

In this paper, the downlink sum-rate of a passive RIS-
assisted Cell-Free MIMO system was investigated. A frame-
work was proposed to solve the non-convex problem of jointly
optimizing the AP power control and RIS phase shifts. The
algorithm efficiently optimizes power using WMMSE and RIS
phases using PGA. Numerical results demonstrated that the
proposed joint optimization scheme provides substantial gains
in spectral efficiency, energy efficiency, and system reliability

CDF of Sum-Rate (L=30, K=5, N=40) at pq =-10 dBm (Layouts=200)

1 . s &
4
09y II 6 1
¥ ! #
081 ' i
1 o I
0.7 o
1 1 %
0.6 1 1 1
1 ¢
Qo05f 1 [
o n 7 #
04 ! !
1 ¢ 1!
03l 1 L —©— No RIS, Optimized PC
I I — % NoRIS, EPC
¥ —A— Random RIS, Optimized PC
02} T ¢ —{~ Random RIS, EPC H
B —&— Optimized RIS, Optimized PC
! —¥= Optimized RIS, EPC
0.1r ¥ o
#
0 )(’( . Qﬁ* | . .
0 100 200 300 400 500 600

Average Sum-Rate [Mbit/s]

Fig. 6. CDF of Sum-Rate (N = 40) at P;"™™ = —10 dBm.

550

500 -
450 -
=
Qo
=
Q
£ 400 B
D:é >~ @/-0— & - -0— & 4 -0~ & O—-0- & O0—-0 @ —-0— 0O @ —0O—
@
& 3504 A A A=A A A-A A A=A A -A—A A -A-A A-A-A
g
2
< 300 4

2504 —#— Optimized RIS, Optimized PC 7

= B~ Random RIS, Optimized PC
— A= No RIS, Optimized PC
200 . . . . . I I I I
0 2 4 6 8 10 12 14 16 18 20
Number of AO lterations
Fig. 7. Average Sum-Rate vs. number of iterations at P™®* = —10 dBm,
N = 40.

over the benchmarks. Future work will address strict minimum
rate constraints and the mitigation of non-ideal hardware
impairments.

APPENDIX A
PROOF OF CHANNEL STATISTICS

A. Proof of RIS Channel Covariance (11)

The term Wy, 1, is the covariance of a single reflected

Path, X = glinfkrns where orn CN(gbrnyﬁbrnIM) and
Jrrn ~ CN(fjepns> Bern) are independent. The covariance is

defined as C{x} = E{xx} — E{x}E{x}*.
The mean term is E{x} = E{gurn }E{firn} = Sornfkrn-



The correlation term E{xx} is:

E{gbrnggn}E{‘fanIQ} = (E{gmnglgn} + ng'rzglg‘n)
X (B{| frrnl?} + [ Frrnl®)

= (BornInr + Bprn8ien)

X (Brrn + | Fernl®)

Finally, substituting these two results back into the covariance
definition and simplifying gives the result in (11):

(29)

lI’bT’ﬂykT’ﬂ = (ﬁanIM + gbrnggnxﬁlﬂn + |?krn‘2)
- (gbrnfkrn)(gbrnfkrn)H

= (ﬁbrnﬁkrn + /Bbrn|?krn‘2)1M + ﬁkrngbrngl{{"n
(30)

B. Proof of MMSE Statistics

The objective of the MMSE channel estimation is to find
the estimator gy, of the true channel gp; from the received
signal y;; that minimizes the Mean Squared Error (MSE). To
facilitate a tractable derivation, we assume that the pilot se-
quences are mutually orthogonal (7, > K) to eliminate inter-
user interference, and that the NLoS scattering components
are independent. Furthermore, we approximate the aggregate
effective channel gy, as a complex Gaussian vector, which is
a standard approach in RIS analysis to enable closed-form
LMMSE formulations [18]. The minimization problem is

defined as:
E {”gbk - gkaz}

The resulting optimal MMSE estimator is the conditional mean
& = E{gwr | yor}- Since the channel components follow
a Rician distribution, which is based on complex Gaussian
processes, this optimal MMSE estimator is equivalent to a
linear estimator (LMMSE). This allows us to express the
estimate in the following tractable closed form:

"(yor — E{ywi})
(32)

To verify the final expression in (12), the required statistical
terms are computed as follows:

€29

min
8bk

&or = E{gur} + Cov(gpk, yor)Cov(yor) ™~

1) The mean of the channel:
E{gor} = por(6)
2) The mean of the received signal vector:
E{yoe} = E{\/Tppp8; + Nij} = /Tpppttor(0) (34)

3) The cross-covariance between the channel and the re-
ceived signal:

(33)

=E {guw(yor — E{yw})"}
= VTpPpCui(0)

4) The covariance of the received signal vector:

) =E{(yor — E{yor}) (yor — E{yox})™}
= 7,0pCor(0) + 021y, (36)

Cov(8vk, Yok)
(35)

Cov(ypk

Substituting these terms back into (32) gives (12).

The covariance matrices for the estimate (Cbk) and the
estimation error (Cyy,) are then derived. The covariance of the
estimate, Cy,(0), is given by the general LMMSE identity:
Cor(0) = Cov(gor(0)) = Cov(guk, yor)Cov(yor) ™

(37)
Substituting the statistical terms from (35) and (36) into this
definition yields:

Cbk(a) S COV(gbk)
= 7pPpCoi(0)(7ppp Cok (0) + 0710r) ' Cpie(6)7
(38)
Ci(8) £ Cov(gyr) = Cpi(08) — Coi(9) (39)
APPENDIX B

DERIVATION OF TRACTABLE SINR EXPRESSIONS

The derivations for the signal and interference powers in
(19)-(20) are provided here.
1) Desired Signal Power: We first derive up(0):

E {g&} = E{(&n + &n)8h }
=E {gg;cgbk} =E {trace(gbkgﬂ)}
= trace(E{&w.&71.})
= trace(Cyp (0) + pepr (0) pror. (0
= trace(Ci(6)) + || por (0)|I*

)

)
< wpr(0) (40)

By assuming independent channels across APs, the signal
power S becomes the squared coherent sum of upy terms,
as given in (19).

2) Beamforming Uncertainty

2
E{)Zf_l \/pkabk‘ } where qp, £ gl — unk(0) is a
zero-mean variable.

Power: This term is

2

B
E{[BUL[*} =E< | V/Pordok
b=1
B B
= poB{lawnl’} + > vPorboE{qor iy }
b=1 b2

(41)

Assuming gy and gy are uncorrelated for b # b, the cross-
terms are zero. The remaining term is:

E{|Qbk|2} = E‘Hgﬁ@bkﬁ} - \Ubk(9)|2

For the first term, x = gy ~ CN(ppr, Cpx) and y =
&pk ~ CN (ppr, Cpi) are approximated as independent com-
plex Gaussian vectors. Using the 4" order moment identity:

(42)

E{|x"y"[*} = [E{x"y"}|* + trace(C{x}C{y}")

+E{x}TC{y} E{x}" + E{y}"C{x}E{y}
(43)

'Cov(yp, ok



Substituting the specific channel statistics yields:

E{|gi&1x*} = [upk(0)[* + trace(Cyr(0)Cyr(0)*)
—I-ka(a)TCZk( )k (0)
+ 1261:(0) T C (0) proi (0) = bkk(o)

Substituting this back gives E{|qux|*} = dj 1., (8) —
which matches the first term in (20).
3) Inter-User Interference Power: From the IUI term:

2 B
= ZpbjE {Igon&s1*}
b—1

(44)

[uor (0) ]2,

B
E Z \/ijgg;cgij

b=1

B
+ Z VPuipo B { (80185;) (g0 ;)" } (45)
bAY
Assuming independence across APs:
=E {gﬁﬁij} E {(gz?kéif/j)*}
= b,k (0) - vpr 1 (0)" (46)

The first term, E {|ngng]-|2}, is computed using the same

E {(5x&3;) (80 1&1;)" }

fourth-order moment identity as above, yielding di 1 (6)-
Rearranging the sums yields the final IUI expression in (20).

APPENDIX C
PGA GRADIENT DERIVATION
The gradient Gy = Vg« Ry is derived using the chain rule.
The sum-rate is Rgm = >, 7% logy(1 + SINRy). Let 6, be
the conjugate of the (r,n)-th Cphase shift. The element-wise
gradient is:

K
INR
8Rsum _ Z Td OSIN k (47)
90, e In(2)(1 + SINRy,) 967,
Using the quotient rule on SINRy = S;/(Z), + 02):
OSINR,  (Tk + 03) g5 — Su g )
001, (Zx +03)?

The terms Sy, and Zj, depend on g (0), vp 15 (6), and db K (0).
We derive the derivatives of these building blocks. Recall
that the channel mean can be expanded element-wise as
l'l’bk(e) = hbk + Zr,n eTTlgbrnfkrn’ where gbrn and fkrn
are the deterministic LoS components associated with the n-
th element of the r-th RIS.

The derivatives with respect to 6, are

Oup(0) _ e 0Cu(0)\ | O(ni1(0)pen(6))
00z, 00z, o0z,
= erntrace(‘:[’brn,krn) + (gbrn?krn)H“’bk<6) (49)
ad2, .(0) oy ,.(0) N
= i (0) = + i} (6)C5(0) o krn)

+ (gbrnfjrn)HCbk (e)p’bj (0)
+ 0, (trace(\Ilbm’kmCZj(B))

+trace(Cyr (0) 5, i) (50)

Substituting these partial derivatives back into the expressions
for Sy and 7 results in Gy required for the PGA step.
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