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Abstract—We present a number of performance studies of the
IEEE 802.15.4 protocol. We put a special focus on application
scenarios in industrial sensor network applications, which is
one of the intended application domains for this protocol. The
primary requirements are reduced end-to-end latency and energy
consumption. Our studies are based on our new implementa-
tion of IEEE 802.15.4 developed for the simulation framework
OMNeT++. We performed extensive simulations that demon-
strate the capabilities of this protocol in the selected scenarios but
also the limitations. In particular, we investigated the dependency
of the protocol on protocol-inherent parameters such as the
beacon order and the superframe order but also to different
traffic load. Our results can be used for planning and deploying
IEEE 802.15.4 based sensor networks with specific performance
demands.

I. INTRODUCTION

IEEE 802.15.4 [1] is a standard designed for low-rate
wireless personal area networks (LR-WPAN) and defines the
specifications of the physical layer (PHY) and medium access
control (MAC) sublayer. In contrast to wireless local area
network (WLAN), which is standardized by IEEE 802.11
family, LR-WPAN stresses short-range operation, low-data-
rate, energy-efficiency, and low-cost. Thus, LR-WPAN is
intended to become an enabling technology for wireless sensor
networks (WSNs) [2]. An example is ZigBee [3], which
is an open specification built on the LR-WPAN standard
and focusing on the establishment and maintenance of LR-
WPANs. Such networks are designed for low-rate applications,
however they especially stress energy efficiency.

In this paper, we study the applicability of the LR-WPAN
techniques in industrial control applications. This application
scenario is of special interest because sensor network technol-
ogy is increasingly demanded in this domain and the IEEE
standard provides a protocol developed and accepted in the
industry compared to solutions such as S-MAC [4].

Based on the findings by Kohavakka et al. [5] and by Zheng
et al. [6], who analyzed the energy aspects of IEEE 802.15.4 in
several scenarios, our objective is to extend the performance
measurements of the protocol to analyze typical communi-
cation parameters such as the packet loss ratio, the end-to-
end delay, and the goodput in combination with the energy
consumption for specific scenarios relevant to industrial sensor
network applications.

The remainder of the paper is organized as follows. In

Section II, we give a brief description of IEEE 802.15.4
protocols. Section III introduces the IEEE 802.15.4 model
in OMNeT++. The simulation settings and configurations are
given in Section IV. In Section V, our simulation results are
presented and explained. Finally, Section VI concludes the
paper and gives a vision to the future work.

II. A BRIEF OVERVIEW OF IEEE 802.15.4

In the following, a brief overview of IEEE 802.15.4 is
provided. Only those parts relevant to our performance study
are introduced. Readers can refer to [1] and [7] for a more
detailed description of the protocol.

The IEEE 802.15.4 network can work in one of three ISM
frequency bands and choose from a total of 27 channels. Two
different types of devices are defined in an LR-WPAN: a full
function device (FFD) and a reduced function device (RFD).
An FFD can talk to any other device and serves as a PAN
coordinator, a coordinator, or a device. An RFD can only
talk to an FFD node. Furthermore, the standard supports two
network topologies: star and peer-to-peer. In star networks,
the communication occurs only between devices and a single
central controller, called the PAN coordinator, which manages
the entire PAN. The peer-to-peer topology also has a PAN
coordinator, however it differs from the star topology as any
of the devices can arbitrarily communicate with each other as
long as they are within a common communication range. A
special case of peer-to-peer topology is cluster tree, in which
a node talks only to its parent or children nodes. For a more
detailed description of the possible topologies, please also refer
to [5].

In order to achieve better energy-efficiency, IEEE 802.15.4
can operate in a so called beacon-enabled mode, for which a
superframe structure is utilized as shown in Figure 1. A super-
frame is bounded by periodically transmitted beacon frames,
which allow nodes to associate with and synchronize to their
coordinator. Each superframe consists of two parts: an active
and an inactive period. The length of the beacon interval (BI)
and the active period, which is also referred to as superframe
duration (SD), are determined by two parameters: the beacon
order (BO) and the superframe order (SO), respectively. Their
calculations are shown in Figure 1. aBaseSuperframeDuration
equals to 960 symbols. To use the superframe structure, PANs
shall set BO to a value between 0 and 14 and SO to a value



Fig. 1. Superframe structure in a beacon-enabled PAN

between 0 and the value of BO, which results in the range of
BI and SD between 15.36 ms and 251.7 s at the 2.4GHz band.
The active portion is further divided into 16 contiguous time
slots that form three parts: the beacon, the contention access
period (CAP), and the contention-free period (CFP). In CAP,
all data transmissions should follow a successful execution of
the slotted CSMA-CA algorithm. There are two data transfer
modes defined in CAP, the indirect transmission for downlink
data and the direct transmission for uplink data. In CFP, a
device can communicate with the PAN coordinator directly
in so called guaranteed time slots (GTS) without contending
for the channel using CSMA-CA mechanism. The GTSs are
allocated by the PAN coordinator, therefore the GTS transfer
mode is only applicable in star networks.

III. LR-WPAN MODEL IN OMNET++

We first present a simulation model of LR-WPAN in
OMNeT++ [8]. OMNeT++ is a public-source, component-
based and discrete event simulation environment and is becom-
ing very popular especially in communications and networking
community. Its primary application area covers the simulation
of communication networks. Nevertheless, other types of event
based simulation are addressed as well including systems and
business processes.

Our model of IEEE 802.15.4, which is based on the ns-
2 implementation [6], has been developed using the INET
framework, which is an open-source communication networks
simulation package for OMNeT++ and suited for simulations
of different kinds of wired and wireless networks. A great
number of protocols are already available in this framework.
The structure and components of the LR-WPAN model are
shown in Figure 2. The model consists of an 802.15.4 based
protocol stack and two protocol-independent modules support-
ing energy measurement and mobility in the simulations. A
screen snapshot of the model in the graphical interface of
OMNeT++ is shown in Figure 3. In the following, we briefly
introduce the functionality of each module. More detailed
introduction of the model can be found in [9].

A. LR-WPAN Protocol Stack Model

The model for the LR-WPAN protocol stack has four layers
plus an interface queue (IFQ) module that acts as the buffer
of the MAC layer. The MAC and PHY modules are the core
of the implementation and modeled strictly conforming to the

Fig. 2. The structure and components of the LR-WPAN model in OMNeT++

Fig. 3. The screen snapshot of the LR-WPAN model in OMNeT++

IEEE standard 802.15.4-2006. The following PHY functions
defined in the specifications have been implemented:

• Radio implemented in both a three-switch-state model
(receiver-on, transmitter-on, turnoff ) facilitating imple-
mentation of MAC-PHY primitives and a four-work-state
model (idle, sleep, receiving, and transmitting) for the
purpose of energy measurement and carrier sensing

• Packets transmission/reception with collision detection
• Energy detection (ED) and clear channel access (CCA)
• Ideal/lossy channel supporting channel switch

For the purpose of our study, we have concentrated on
modeling the data transfer related functions of the MAC layer.
As for PAN formation and management functions defined in
the MAC specification, only a simplified association process
has been implemented. In addition, security related specifica-
tions [10] are not yet considered in our model. Even though
we did not mean to build a complete IEEE 802.15.4 model, the
code size for the MAC and PHY still reaches approximately
7000 lines of code. The following MAC functions defined in
the specifications have been implemented:

• Both slotted and unslotted CSMA-CA
• Both beaconed and non-beaconed mode
• Direct, indirect, and GTS data transfer models
• Interframe spacing (IFS), frame filtering and duplication

detection
• Association with coordinators



Above the MAC layer, we explicitly added three modules,
which are outside the scope of the LR-WPAN specifications.
The IFQ module is in fact a drop-tail FIFO queue, which
buffers data packets coming from the upper layer and feeds
them to the MAC upon request. The maximum queue length
(buffer size) is adjustable. The routing module is built to
forward packets in star and cluster-tree topologies as well as to
support the formation of cluster-tree PANs. The traffic module
plays the role of packet generator at source nodes or the role of
packet collector consuming these packets at sink nodes. Using
a flexible XML-based parameter structure, it can be configured
to generate various types of traffic, including the usual constant
bit rate (CBR), on-off, and exponentially distributed traffic.

B. Battery and Mobility Modules

The analysis of the energy performance is one of the main
objectives of our study. To measure the energy consumed by
radios at sensor nodes, we implemented a battery model in
OMNeT++. By tracking the current radio state in the PHY
module, the battery module counts the total time that the radio
has spent in each of the four working states and calculates
the corresponding energy consumption using the given radio
power values. Our battery model provides real-time calculation
of energy consumption and can display the remaining energy
level for each node in the animation. In addition, it can easily
be adapted for evaluation of the network lifetime as a primary
result of our simulations. For example, when a certain node
in the network has exhausted its battery, we can let it stop
communicating with other active nodes and keep running the
simulation until all nodes in the network die. Our model
currently relies on energy measurements for the CC1000 radio
on Mica2 motes [11]. Nevertheless, it can easily be updated to
any other hardware, e.g. the CC2420 radio specially designed
for IEEE 802.15.4, if exact measurements are provided.

The mobility module supports simulating static or dynamic
topologies. For static simulations, nodes can be placed at a
fixed position or be spread randomly within a specified area.
The random placement is useful in simulations that evaluate
the formation of cluster-tree networks for application in sensor
networks.

IV. SIMULATION SETTINGS

We describe in this section the configuration and settings
of the LR-WPAN model in OMNeT++ for our performance
study, including parameter settings and definition of perfor-
mance measures.

As mentioned in the previous section, star networks have
advantages compared to mesh networks in terms of robust-
ness and latency. These two aspects are often put into first
consideration in many industrial control applications. Sensor
networks are still being evaluated for applications in automa-
tion processes. IEEE 802.15.4 is a perfect candidate for these
environment due to various reasons including the available
industry standard. Objectives are usually a high reliability of
the communication, energy efficiency, and low latency.

TABLE I
MODEL PARAMETERS

PHY Module Parameters
Channel number, bitrate 11, 250 kb/s
Transmitter power 1 mW
Transmission range 172 m
Carrier sense sensitivity -85 dBm

MAC and IFQ Module Parameters
Synchronization mode beacon-enabled
Topology type star
Data transfer model direct with ACK enabled
IFQ size (buffer) 1

Traffic Module Parameters
Traffic type exponential
Payload size 50 bytes

Battery Module Parameters
Radio power in sleeping 0.06 mA
Radio power in idle 1.38 mA
Radio power in receiving 9.6 mA
Radio power in sending 17 mA

Therefore, we focus in this paper on IEEE 802.15.4 based
star networks. Energy consumption is one of the most impor-
tant considerations in choosing or designing sensor networks
for industrial applications. The beaconing synchronization
mechanism in IEEE 802.15.4 enables networks to work under
a controllable duty cycle to achieve better energy efficiency
compared to the non-beacon mode. Therefore, the beacon-
enabled mode has been chosen in all our simulations. In
Table I, some important model parameters fixed throughout
our study are listed. Other internal protocol parameters use
default values specified in the IEEE standard. Variable param-
eters together with scenarios and corresponding results will be
introduced in the next section.

The performance of IEEE 802.15.4 based star networks for
industrial applications is evaluated in terms of two aspects,
energy performance and end-to-end communication perfor-
mance. One energy measure and three end-to-end measures
have been used as described in the following:

• Energy consumption per payload byte – the average en-
ergy consumed for successfully transmitting one payload
byte from the source to the sink by the whole network

• End-to-end packet loss rate (PLR) – the ratio of the num-
ber of packets dropped by the network (both at IFQ due to
queue overflow and at MAC due to exceeding maximum
retries) to the total number of packets generated at the
source nodes

• End-to-end delay – the average delay for a single packet
from source to sink

• End-to-end goodput – the average number of payload
bytes received at the sink node per time unit

In all our experiments, statistical significance of the simula-
tion results has been carefully considered. For every simulation
with the same input parameters, we run five independent
replications, from which the mean value is calculated for
each performance measure and plotted as a single point in
the graph. The simulation time required for each simulation
varies drastically with the input traffic and parameter settings,



however, it has been chosen long enough to guarantee that
more than 5000 packets are received by the sink at the end of
each running. The simulation results were plotted in the form
of linespoints without errorbar, because the maximum relative
standard deviation of the results is less than 1%, which could
be unobservable on the graphs.

V. SIMULATION RESULTS

The previous section described the common settings for our
simulations. In this section, the simulation results from two
selected scenarios are presented and discussed. In particular,
we analyzed a 3 node scenario and a 21 node scenario as
described in the following.

A. First Scenario: 3 Nodes, 50% Duty Cycle

In the first scenario, we studied a star network with one PAN
coordinator and two devices. These three nodes are placed in
a row, with the PAN coordinator located in the middle of the
other two nodes. To introduce the hidden terminal problem, the
distance between the two outer devices is 200 meters, which
exceeds the preset radio transmission range of 172 meters as
listed in Table I. One device is attached with an exponential
traffic source and sends packets via the PAN coordinator to the
other device. The duty cycle is set to 50% in all the nodes,
however, configured with various combination of BO and SO.

For schedule-based MAC protocols such as IEEE 802.15.4,
which defines a superframe structure with periodic active and
sleeping periods, it is assumed that the duty cycle should
determine the level of the overall energy consumption. We
intended to validate this assumption in our simulations. In
addition, we were also interested to see how the end-to-end
performance of the studied network will be affected by various
parameter configurations (mainly BO and SO) and traffic
conditions with constant duty cycle. The simulation results
are plotted on graphs for each performance measure. Due to
a wide variation range in the measured values, logarithmic
scaling has been applied on the vertical axis on all the graphs
for this scenario exclusive of that for PLR.

Figure 4(a) shows the measured mean energy consumption
for transmitting one payload byte plotted on a logarithmic
scale. As expected beforehand, under the same duty cycle,
energy consumption shows to be less sensitive to the parameter
combination than to the traffic load. For the same (BO,SO),
the energy consumption decreases with increasing traffic load,
because the average number of transmitted packets per beacon
interval increases rapidly – this can be also observed in
the goodput graph as shown in Figure 4(d). However, the
energy consumption per beacon interval does not increase
as significantly as the number of sent packets does, because
the increased energy consumed for transmitting more packets
does not increase the overall energy consumption per beacon
too much in the case of the same duty cycle. It can be
also observed that when the traffic load is light relative to
a certain combination, energy consumption increases approx-
imately linearly with packet generating interval. For example,
the traffic load is relatively light at the top three points

under the combination of (1,0), which can be proved at the
corresponding points with very low PLR values on the PLR
graph as shown in Figure 4(b).

Another trend revealed by each single curve on the energy
graph is that under the same traffic load, the network needs
more energy to transmit one payload byte when configured
with a larger combination of BO and SO. This is especially
obvious for the mean message interval of 0.01 s curve, which is
the highest one among all the traffic loads. In fact for the same
traffic load, the relative traffic condition becomes heavier as
the length of BI increases while the duty cycle keeps constant.
This can be proved by the increasing PLR as shown in the
PLR graph in Figure 4(b). Since the packet interval is the
same for one curve, the higher PLR means that less packets
have been received per time unit, which is clearly shown in
the goodput graph in Figure 4(d). However, the mean energy
consumption per time unit will remain approximately the same
independent of the values of BO and SO, because the node
is always busy sending or receiving packets while the PLR
is not low and the duty cycle dominates the overall energy
consumption. Therefore, it can be concluded from the above
analysis that when averaged to each transmitted payload byte,
the mean energy consumption will increase with the values of
BO and SO.

Figure 4(b) shows the measured end-to-end PLR, which
reveals the capacity of the network under various parameter
settings. For the same (BO,SO), the PLR increases with the
traffic load, which is self-explaining. The reason for each curve
ascending as the BI becomes longer is due to the increasing
relative traffic load, which has been explained previously.
Comparing all the curves in the graph, we can notice that the
PLR curve rises earlier under higher packet generating rate,
which is the combination result of the previous two rules. It
can be observed from the PLR graph that the (1,0) combination
has the largest capacity.

Figure 4(c) depicts the measured mean end-to-end delay
on a logarithmic scale. For the small (BO,SO) as shown on
the left-hand side of the graph, the delay stays at a very low
level, independent of the applied traffic load. The reason is
that all the traffic conditions are relatively light at the small
(BO,SO) values. Most packets can be transmitted successfully
from the source to the sink with a high delivery rate and very
few packets suffer from long waiting time in the queue due
to contending for the channel or going through the sleeping
period. We can notice that at (1,0), the delay under the load
of 0.01 s is a little higher than that under the other traffic
conditions. This can be explained by the higher loss rate as
shown in the PLR graph due to the higher traffic load. In this
case more packets have to wait in the queue for the next active
period at the intermediate node before they can be forwarded
to the sink. Since the sleeping period is only about 15 ms when
SO=0, the extra queue delay will not significantly increase the
overall mean delay. When the the values of (BO,SO) increase,
the delay curve ascends because of the increased inactive
period, which introduces longer queue delay.

Another interesting phenomenon in the delay measurements



(a) Mean energy consumption per payload byte (b) End-to-end PLR

(c) Mean end-to-end delay (d) End-to-end goodput

Fig. 4. Energy and end-to-end performance for different combination of BO and SO with 50% duty cycle under exponential traffic load

can be observed for the (BO,SO) combination of (13,12) on
the right-hand side of the graph. The mean delay for the
packet interval of 10 s is about 10 s, which is three orders of
magnitude bigger than the mean delay for the packet interval
of 0.01 s. Such huge difference is mainly caused by the long
BI and SD, which equal to 126 s and 63 s, respectively, for
the (BO,SO) combination of (13,12). Because the length of
active period is much longer than the packet interval in all
the traffic conditions, the number of transmitted packets per
BI will increase approximately linearly with the number of
packets generated per BI, which can be proved by the goodput
graph shown in Figure 4(d). Within a beacon interval, since
the IFQ size is set to 1, at most two packets (one in the IFQ
and one at MAC) will suffer from a fairly long delay due to
the long inactive period of 63 s at (13,12). In general, the
overall mean end-to-end delay in this case is determined to a
certain extent by the number of those packets, which are sent
immediately within a beacon interval without experiencing a
long inactive period. Therefore, the much smaller delay at the
higher traffic load is contributed by the large amount of small
delays per BI that have largely averaged a few extremely large
delays to a small value.

Figure 4(d) shows the measured end-to-end goodput on a
logarithmic scale. Compared with those in the energy graph

as shown in Figure 4(a), the curves for goodput show a
similar but inverse trend. Under the same duty cycle, the
goodput is mainly determined by the traffic load and shows
less dependency on the other parameters. According to the
queuing, when the traffic is very light and no packets get lost
in the network, the number of packets outgoing per time unit
should be equal to the number of packets arriving per time
unit. In the goodput graph, this theory applies at those points
that are corresponding to about zero loss in the PLR graph,
which partially validates our simulation results. Under the
same traffic load, the goodput decreases with the increase of
the (BO,SO) due to the rising PLR, which has been explained
previously.

B. Second Scenario: 21 Nodes, effects of BO and SO

In the previous section, we investigated the performance of
a three-node star network by exploring various (BO,SO) com-
binations of 50% duty cycle, which is regarded as a starting
point of our study. Now, we simulate a larger star network,
which models a typical applicaiton using WSN techniques
in industrial control fields. The scenario can be described as
follows: 20 devices equipped with various sensors are scattered
within an area and associated to a central node, the PAN
coordinator, to form a monitoring or control network. Upon
detecting that single readings exceed a predefined threshold,



related information must be sent to the PAN coordinator within
a well-specified time. For such applications, low-latency is
usually put in the first place, while energy efficiency is also an-
other important consideration. Since one of these two aspects
is usually achieved by sacrificing the other on performance,
simuations can help us to find out a proper balance point for
a certain requirement.

The topology of this scenario has been shown previously
in Figure 3. 20 devices are placed symmetrically around the
PAN coordinator with an equal distance of 30 meters to each
of their neighbors. Communications only occur between the
devices and the PAN coordinator. Each device sends packets
generated by its own exponential traffic source to the PAN
coordinator. The packet generating interval is varied between
0.01 s and 100 s. Due to large range of the packet interval,
logarithmic scaling has been used on the horizontal axis on all
the graphs. For similar reasons, logarithmic scaling has been
also applied on the vertical axis on all the graphs except for
that for PLR.

In the first set of experiments, we fixed SO to 2 and study
the effect of various BO at 3, 5, 7, and 9, which correspond
to a duty cycle of 50%, 12.5%, 3.125%, and 0.781% respec-
tively. Figure 5(a) shows the measured mean end-to-end PLR.
Similar to the first scenario, packet loss occurs either due to
IFQ overflow or due to exceeding the maximum number of
reransmissions caused by collisions. With decreasing traffic
load, the PLR descends from the top value of near 100%
gradually down to a small value close to zero. The curve with
a smaller BO starts to decline earlier, showing the stronger
capacity due to its higher duty cycle. Because we configured
the IFQ to 1, as long as the queue is full, i.e. for higher traffic
rates, collisions will exist. Thus, the PLR is caused by two
effects: tail drop at the IFQ (dominating at higher traffic rates)
and collisions in the MAC (dominating at lower traffic rates).

The measured mean energy consumption per payload byte
is depicted in Figure 5(b). In the area of heavy traffic load on
the left-hand side of the graph, the energy consumption under
the same traffic load increases with the increasing length of BI.
For example for a traffic interval of 0.01 s, due to the same
length of the active period, the average number of packets
transmitted per BI are almost the same for various SO. This
means that almost the same amount of energy is consumed in
the active period. Therefore, the longer BI consuming more
energy is caused by more energy consumption in the inactive
period. Under heavy traffic, the energy consumption on each
curve remains constant independent of the traffic load, because
the MAC is almost fully loaded. The total energy consumed in
the active period has reached its peak value and the number of
transmitted packets per BI is saturated, which can be seen in
the goodput graph. Therefore, the total energy averaged to each
payload byte is constant. As the traffic load keeps decreasing,
the energy curve drops first and then ascends monotonously.
The drop in energy consumption is contributed by the decrease
in the number of collisions per BI, which reduces the energy
wasted in resending. The starting point for descending on the
energy graph is right the turning point at which the PLR

at the IFQ has dropped to a low level and the PLR at the
MAC starting to decrease, as mentioned previously. When
the collision rate has bottomed out, the energy consumption
reaches its minimum value at this point. The increasing trend
in energy consumption on the right-hand side of the graph
can be explained as follows. As the traffic load gets lighter,
less packets are transmitted per BI and the ratio of energy
consumed on idle listening increases. When idle listening starts
to contribute to the most percentage of the overall energy
consumption, the mean energy consumption per payload byte
will increase inverse proportionally to the packet generating
rate. In the area of energy ascending on all the curves, the
smallest BO consumes the most energy, because with the same
SO higher duty cycle under light traffic means more energy
consumption per unit time. However, the number of packets
transmitted per time unit are almost the same, which can also
be explained on the goodput graph as shown in Figure 5(d).

Figure 5(c) shows the measured mean end-to-end delay on
a logarithmic scale. At the same packet interval, the smaller
BO with the same SO achieves lower latency benefiting from
its shorter inactive period, in which the buffered packets may
experience a relatively long delay. In the case of very light
traffic load, the end-to-end delay remains at its theoretic min-
imum value, which is contributed mainly by random backoff
delay, transmission delay and sleeping delay and suffers little
from delays in queuing, additional backoffs or retransmission.
As the traffic load increases, the end-to-end delay rises due
to the increasingly intense contention on the channel and the
rising number of collisions. However, as the traffic load gets
heavier and heavier, the delay will not keep rising but stay
at a saturation value, because the MAC reaches its maximum
ability and most packets are dropped at the IFQ.

Figure 5(d) shows the measured mean end-to-end goodput.
Under high traffic load, the smaller BO resulting in higher
duty cycle can achieve much better bandwidth utilization
and, therefore, much higher goodput. As the traffic load goes
lighter, the goodput will reach its peak value at the same point
on the traffic load axis as on the energy graph, where the
minimum energy consumption per byte is achieved because
the collision rate has reached minimum while the channel is
still fully utilized at a critical point. As the traffic load keeps
decreasing, the goodput curve goes down monotonously, the
level of which is determined by the packet generating rate.
When the traffic load is low enough, for example at the interval
of 100 seconds, the goodput becomes parameter-independent
within a certain variation range of BO, because the packet
interval is much longer than the BI in all the cases and the
goodput is basically the same with the packet inter-arrival rate.

In a second set of experiments, we fixed BO to 8 and study
the effect of various SO at 0, 1, 3, 5, and 7. The simulation
results are depicted in Figure 6. The obtained results underline
the effects described for the previous measurement (fixed SO).
The modification of SO leads to different proportions of the
active period compared to the inactive period. Thus, the PLR
curves for small SO are higher as depicted in Figure 6(a). This
is due to the small active period in which only a few packets



(a) Mean end-to-end PLR (b) Mean energy consumption per payload byte

(c) Mean end-to-end delay (d) Mean end-to-end goodput

Fig. 5. Energy and end-to-end performance for SO=2 and various values of BO under exponential traffic load

can be transmitted. This effect can also be seen in the delay
curves shown in Figure 6(c).

For high traffic rates, almost all packets are dropped by the
IFQ. Thus, the goodput will remain constant until the traffic
rate drops below a value at which the network is able to handle
the load. In Figure 6(d), this effect is shown. After passing
this specific traffic rate, the measured goodput converges to
the traffic rate for all values of SO. This trend is slower for
small SO because the inactive period is much smaller for this
parameter setting.

Finally, the energy measurements shown in Figure 6(b) need
to be discussed. Interestingly, the consumed energy decreases
for decreasing SO (7 down to 3) but increases again for
further decreasing values of SO (1 and 0) and high traffic
rates. This effect can be explained as follows. The energy
model of the sensor consumes energy not only for transmitting
packets but also for the inactive period. For a small SO equal
to 0, the inactive period is about 1,000 times larger than the
active period. Thus, the energy consumption for sitting idle
dominates. We executed further simulations with a recalibrated
energy model (no energy is consumed in the inactive period)
and figured out that the energy curves for decreasing values
for SO are shaped similar to the higher values (these have
been discussed for constant SO before).

To sum up the above performance analysis, each curve in
the graphs shown in Figures 5 and 6 can be divided into
three areas according to the degree of the relative traffic load,
which include the areas for heavy traffic, moderate traffic,
and light traffic. In the heavy traffic area, the higher duty
cycle under the same SO can achieve better performance
in both the energy consumption and the end-to-end aspects.
This rule will still apply when the traffic load decreases from
high to moderate. Under very light traffic, which is usually
the case in most sensor network applications, especially in
our studied scenario aiming at industrial applications, higher
duty cycle achieves lower latency at the cost of more energy
consumption. Such a trade-off between energy efficiency and
low-latency can be optimized through carefully choosing the
combination of the parameters BO and SO, which dominate
the overall performance, according to the requirements by the
specific applications. Our performance study based on a typical
industrial application has revealed the complex relation among
energy consumption, end-to-end performance, parameter con-
figurations and traffic loads. The simulation results can support
such optimization problems.



(a) Mean end-to-end PLR (b) Mean energy consumption per payload byte

(c) Mean end-to-end delay (d) Mean end-to-end goodput

Fig. 6. Energy and end-to-end performance for BO=8 and various values of SO under exponential traffic load

VI. CONCLUSION AND FUTURE WORK

We conducted a simulative performance study of LR-WPAN
based on our simulation model that has been implemented
for OMNeT++. We analyzed two different scenarios, one
with a small three-node star topology and the other with a
21-nodes star network modeling a typical industrial sensor
network application. The simulation results for one energy
measure and three end-to-end measures were analyzed in de-
tail, which can be used to support the parameter configuration
and optimization in IEEE 802.15.4 based sensor networks. In
future work, we will continue to study the applicability of
IEEE 802.15.4 in low-latency and energy-aware applications
especially in industrial control fields. More simulations using
a wider range of protocol parameters will be run for more
complex topologies. Based on our findings, we are working
on improved versions of the protocol for application in various
scenarios focusing on low-energy consumption with strict
quality of service constraints such as delay bounds.
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