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Zusammenfassung

Die Gruppe der IEEE 802.11 Protokolle ist heute die fuheefidchnologie im Wireless Lo-
cal Area Networks-Bereich (WLAN). Das wachsende Interdssé/VLANs in den vergan-
genen Jahren hat Ziberlegungen, die Single-Hop-Umgebung zu einer Multi-Hbpgebung
auszubauen. Damit konnte die Netzabdeckung verbessedewals Knoten auserhalb ihrer
Zielreichweite kdnnten einen dazwischen liegenden Kmats Relais benutzen.

Heute wird von WLANS nicht nur hochste Qualitat in den Amdangen, z.B. E-Mail oder
Web-Browsing, erwartet, zusatzlich wurde auch digertragung von Echtzeitanwendungen zu
einem wichtigen Thema. Anders als beim best-effort Verlafordern Echtzeitanwendungen
eineUbertragung mit niedriger und konstanter Verzogerung &dastantem Durchsatz. Leider
unterstiitzt das konkurrenzbasierte Distributed Coattéin Function (DCF) Zugriffs Protokoll,
das in der Technologie von IEEE 802.11 benutzt wird, jeddchtrsolche Quality-of-Service
(QoS); unregelmaigkeiten bei der tUbertragenden Inskamn zu einem niedrigen Durchsatz
und einer hohen und varierenden Paketrate fihren. Diest&nungen treten bereits bei einer
Single-Hop-Kommunikation auf, verstarken sich aber nbehUbertragungen Uber mehrere,
nicht-synchronisiert arbeitende Hops.

Es gibt zwei Hauptansatze fir QoS im DCF: Echtzeit-S&dnit hoherer Prioritat als andere
(Strome) zu Ubertragen oder Ressourcen fir sie zuzaardBas Konzept vom Mechanismus
der Prioritat wurde in IEEE 802.11e standardisiert, dasafced Distributed Channel Access
(EDCA) Protokoll. Leider kann QoS nicht garantiert werddig Durchschnittsiibertragung ist
noch immer konkurrenzbasiert.

Eine Reservierung basierende Methode beseitigt Unreigkmiten der konkurrenzbasierten
Ubertragung und stellt so potentiell end-to-end QoS sidber Nachteil dieser Methode ist die
Notwendigkeit fur Verwaltung der Ressourcen in jedem Knotind bei Datentubermittiungen
zwischen den Knoten. Mein Hauptansatz ist das eine Resangiebasierende Methode ist
die tauglichste fur die Sicherstellung von QoS. Diese Ansear meine Motivation ein Re-
servierungsprotokoll fiir 802.11 basierte Multi-Hop-WNA zu entwickeln. Das Protokoll wirkt
in der MAC-Schicht, wo es periodisch auftretende Zeit-Slotden Knoten dezentral reserviert



und heisst Distributed end-to-end Allocation of time-slfir REal-time traffic (DARE).

Hauptsachlich neuartig am DARE-Protokoll sind die folden, vollig verteilten Kompo-
nenten: eine Konfiguration mit End-to-End- Reservierundénterstitzung der Mobilitat, die
Verbreitung von Reservierungsinformationen mit niedriggnalauslastung, die Koordinierung
von Mehrfachreservierungen mit unterschiedlichen Z&ts3und die Verbreitung von
Reservierungsinformationen iiber zwei Hops entferntervisrteUbertragungen.

Das DARE-Protokoll ist mit DCF und EDCA vergleicht. Die Sitationsergebnisse zeigen
zunachst, dass DARE bezuglich zeitlicher Verzogerargererlassiger ist als DCF oder EDCA,;
es bleibt absolut konstant bei debertragungen. Bei EDCA und DCF treten deutlich grossere
Schwankungen und durchschnittliche Zeitverzogerunggmdér End-to-End-Paketiibertragung
auf. Allerdings hat EDCA in Netzwerken mit niedriger Augdlasg einen etwas hoheren Durch-
satz als DARE.Aber wenn sich die Verkehrsauslastung érhdnringert sich bei EDCA der
Durchsatz und ist sehr viel geringer als der bei DARE. Dieafiumenfassung der Ergebnisse
von Zeitverzogerung und Durchsatz ergibt klar, dass DAREb&ssere Methode ist, QoS in
verteilten 802.11 basierten drahtlosen Multi-Hop-Netkga anzubieten. Sogar in dynamis-
chen Netzwerken, in denen DARE gezwungen ist, einen Gibssteer Bandbreite zur Wieder-
herstellung von Reservierungen und Verschiebung vordietienden Reservierungen aufzuwen-
den, bewahrt sich DARE gegentuiber EDCA und DCF.



Abstract

Wireless Local Area Networks (WLAN)s are today common faress to Internet; well-known
and used is IEEE 802.11 standardized technology. Some dckwlof the standardized dis-
tributed medium access scheme, Distributed Coordinatiorcion (DCF) has resulted in con-
siderations made to extend the DCF from single-hop commatinits to multi-hop. Multi-
hopping has the potential to reduce energy consumption rasrédse throughput and cover-
age. The drawback is lack of Quality-of-Service (QoS) suppwohich already with single-hop
communication was bad, but extending a communication letviewo peers to multi-hop sig-
nificantly reduces the possibility to offer reliable trarissions. The contention-based medium
access performed at each hop with the DCF results in largertaiaties as to when a packet
arrives to its end-destination. There are two general agbres for extending the DCF with QoS
functionality: 1. Allocate resources for a flow and 2. Assaflow higher priority than other
flows. My hypothesis is that for strict QoS guarantees, avatien-based approach is the better
one. This has been my motivation to design a new medium apcetxcol; based on the DCF,
periodic time slots for QoS-demanding real-time applaadi are reserved. Th®istributed
Allocation of time slots for Real-time trafffARE) is unique as it totally distributed sets up an
end-to-end reservation before the transmission of datesegpairs broken reservations, sup-
port many periods and time slot sizes and distribute pigagked information even to a two-hop
radius from a receiver. This thesis describes the DARE pobtand also presents results from
comparisons of DARE, DCF and the IEEE 802.11 E standardiziedity-based QoS medium
access protocdEnhanced Distributed Channel Accgg&DCA). Using simulations, this thesis
shows that DARE offers constant end-to-end packet delag fitww, very low average packet
delay in the whole system and constant throughput. EDCA a@# Bepend strongly on the
total network load; average packet delay for a real-time fiogveases rapidly with the sur-
rounding load. DARE outperforms both DCF and EDCA when maowdl are present, even
in networks with frequent topology changes where resarmatimust be repaired. Thus, the
reservation-based DARE protocol is the most suitable ambrdor extending DCF with QoS.
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Chapter 1

Introduction

With the evolution from fixed networks with stationary desgkd to networks with mobile users,
moving along with their equipment i.e. lap-tops, the regient on Internet access has changed.
Users demand easy access and stable connections whereydrrithg their computer. The
access infrastructure technology has therefore also@j@»@j from cabled Internet connections
in fixed locations to the popular wireless Internet accefsastructure. Wireless access networks
can simpler be deployed in network areas where fixed infrestre is not possible, or areas
where temporary access is required such as exhibition. halls

Further, wireless access networks are popular to use inicatitn with cellular networks
to e.g. increase capacity [1]. Typically, such Wirelessdldkrea Networks (WLAN) are simple
to set up, requires no large administration and are relgtoleeap, infrastructure-wise. This has
also lead to an increasing interest in using WLANS in homeérenments.

One popular technology is the IEEE 802.11 standardized;iga&@ense Multiple Access with

Collisions Avoidance (CSMA/CA)-based class of protocdg [Today this is the leading tech-
nology used in WLANS, in fact, the standardization of thithest simple contention-based wire-
less access technology has much led to the increased popolfaWLANs. Other approaches

that exist, such as HIPERLAN/2 require more planning anch&raenode that controls all trans-
missions; such an approach is too complex to gain largeeisttén homes, temporary locations
and hot spots.

This explosive increase in popularity has resulted in caatiive work by IEEE 802.11 to
develop new functionality for the original standard mediaatess mechanism. Extensions for
higher data rates have been released in IEEE 802.11g [3pandty aspects in IEEE802.11i [4,
5]. Not yet standardized is to extend the single hop enviemnmto a multi-hop one. First of
all, this could increase coverage — nodes out of reach oégsrhtion could use an intermediate
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node as relay. Also, a node could use another one for relayiag when it can reach its des-
tination, which could lead to a reduced total network enarggsumptions and possibly more
simultaneous transmissions [6]. A typical multi-hop netkvis shown in Figure 1.1. A source

//71‘@/'/76,1‘

A —

Y

Source

Figure 1.1: lllustration of a wireless multi-hop accessaoek.

nodeSource transmits over relay node$, B to the final destinatiorDest. Other nodes in the
area can also use the same relay nodes, e.g. Yicual V.

In parallel to the development of the future multi-hop WLASthe evolution of application
types used in the network. Today, WLANSs are not only expetidtandle best effort applica-
tions, e.g. email or web browsing, but in addition supporttfansmissions of real-time appli-
cations has become an important issue. One example is ¥gareHlP: Due to the availability of
easily downloaded software, this service has become vawlao The usage of sughal-time
applications will most probable grow even more; one exariglaédeo conferencing and other
real-time streaming applications that are getting moreraark popular.

Different from best effort traffic, these real-time apptioas require a transmission with
low and non-varying packet delay or constant throughpaet, they require Quality-of-Service
(QoS). Unfortunately, the basic contention-based Disteitd Coordination Function (DCF) [7]
access protocol used in the IEEE 802.11 technology, whigpatiing best effort traffic well,
fails to support QoS [8]. While this is the case even with glgithop communication, cascading
multiple non-synchronized hops results in summing up tledfeets [9, 10] — at each hop of the
end-to-end path, a separate contention-based mediunsgonoegdure is performed.

To increase the reliability of transmissions, the IEEE &0&tandard also specifies a central
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MAC scheme, the Point Coordination Function (PCF). One rumgigrols all transmissions in a
network and allocate/distributes transmission instaf@ethe nodes in the network. However,
the PCF function has not met the expectations and does rfotipewell [11].

Some considerations have been given to use a mechanismchated in the standard it-
self; QoS routing or reservations on the network layer araesexamples. Such approaches
can improve the transmission quality for the real-time egaions, but they cannot give strict
guarantees. Even if a transmission instance is reserveffow on network layer, the medium
access is still contention-based and it is fully possibk the reserved transmission is inter-
rupted by another node. Therefore, an extension/modiicatf the DCF itself is needed.

One possible improvement is to give packets originatingnfreal-time applications a higher
priority when accessing the shared channel. This concept has bedarstized in IEEE 802.11e,
the Enhanced Distributed Channel Access (EDCA) [12] paitoEDCA defines four different
traffic categories: voice, video, best effort, and backgtbuA node handles the packets in dif-
ferent queues, such that a packet from a queue with higharitgris sent before a packet from
a queue with lower priority. In a single hop environment witlederate network load, EDCA
can offer better average delay and throughput than DCF [Hjwever, the performance of
EDCA decreases rapidly with increasing load [14]. Also IEEE.11e specifies a central MAC
scheme, the Hybrid Coordination Function (HCF). But, asdbed with the PCF above, this
mechanism fails to improve reliability in multi-hop netvsr

The alternative QoS approach, motivated in principle bguirswitching (wired technol-
ogy), is to perform an end-to-eng@servationfor each real-time flow. While this approach
potentially assures end-to-end QoS, some challengesiexigteless networks that results in
drawbacks such as need for resource management in eachnmbddea-node signaling. First
of all, thebandwidthof a wireless network is typically rather scarce, hence aytisn must
be effective in its way of using the resources. Then, a magué is that a distributed wireless
network has no well-defined collision domain. A node not em¢ending to communicate with
another node can cause sevigterferenceat this node when starting a transmission. Wireless
nodes have no knowledge about exact conditions of the nketamt it is difficult for them to
make accurate decisions. Further, nodes candigle or at least leave and enter the network in
an unpredictable manner. This can cause multi-hop path®#kland reservations break before
an application session is over. Finally, the multi-hop pathn cross, or intervene with each
other in the same neighborhood. This can resultsangestionif the different transmissions
are not handled (scheduled) properly. No transmissionldhmiallowed if it reduces the QoS
of other transmissions such that their requests are nolangé Such functionality is diffi-
cult in a network where each node must somehow make an g#stlidecision based on local
information.
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A reservation protocol that considers the challenges ataday not available for IEEE
802.11 networks [15]. This lack has been my motivation toettgy a protocol in this do-
main, which is well suited for multi-hop 802.11-based WLANEhe protocol operates in the
MAC layer, where it reserves periodically occurring timetslin the nodes in a completely
distributed manner and is calléistributed end-to-end Allocation of time slots for REaf¢
traffic (DARE).

To be more specific, before a real-time transmission camb8ARE reserves time slots in
all nodes along an already existing route between the sowde of a real-time flow and its final
destination node. It then schedules the real-time datagimdletween the nodes, transmitting
them in the reserved time slots. In essence, the protocehdgtthe spatial reservation con-
cept of 802.11 — achieved by the exchange of Request-to-&&rs) and Clear-to-Send (CTS)
messages —to a multi-hop, end-to-end perspective.

Further, DARE protects the allocated time slots from irtexfice by informing nodes lo-
cated near the real-time path, using a piggy-backing tecteni The adjacent nodes will thus
abstain from transmitting during the reserved time slowddifionally, an optional feature where
a reservation is protection at a wider range around receitrem in the direct neighborhood
(two-hop protection) is included.

The DARE protocol is not limited to one period or time slotesiglifferent flows can have
different requirements. The required functionality dedwmaome inter-node signaling at reser-
vation set-up, which is kept local and as simple as possbBRE also handles the repair of
broken reservation paths and release of unneeded resesati

Data packets coming from non-real-time applications use28MA/CA approach of DCF,
either with or without the exchange of RTS/CTS messagesa patkets from real-time ap-
plications, however, use DARE and are transmitted duriegréserved time slots. The result-
ing medium access protocol is a combination of CSMA and Tingsidn Multiple Access
(TDMA).

1.1 Thesis contributions

The basis for this thesis is my hypothesis that a reserviia@ed medium access protocol for
IEEE 802.11 networks is the best option for strict QoS resquints. This is motivated by the
first part of this thesis, which covers an analysis over tifilerdint possible solutions for QoS,
and more importantly, a discussion of why these solutioasat efficient enough. The analysis
covers all different protocol levels (according to the @&ler model) and in different domains
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(frequency or time).

There are several challenges for a distributed reservatiotocol, as mentioned above, which
should be considered in the QoS mechanism to achieve bedisraaterference, mobility and

bandwidth constraints are some of them. These challengestte some requirements for a
reservation-based QoS mechanism. To find the best solaidsting and well-known mecha-

nism are compared to the requirements; all of them failingast one of them, which motivates
my main research goal: Design of a new distributed resemvaiiotocol, which supports both
best effort and real-time traffic in wireless multi-hop netiss. My hypothesis is that this can
be achieved by using a combination of carrier sensed basdiimaccess for best effort traffic
and periodic time slot reservations for QoS demanding aegfidins.

The contributions of this thesis is the development of arked®n protocol, analysis of its
features and performance comparisons with the DCF and EDCA.

The reservation protocol has the following unique propsrtil. End-to-end aspect. The
reservation protocol treats a flow from source to destinadi® one transmission rather than the
DCF, which considers each hop as one separate transmigsidtepair of broken reservations
if nodes that are participating in a reserved multi-hopgnaission are leaving the network. 3.
Support of different periods and time slot lengths, no pBre:d frame structure is needed and
different applications that have different requirememsgte period of the packet transmission
can co-exist. For this, a special scheduling mechanisnrigadke

1.2 Structure of thesis

This thesis is structured as follows: Chapter 2 describekgraund information of 802.11 net-
works and relaying, Chapter 3 describes the system modeChagter 4 describes the available
QoS mechanisms and concludes with the best option for a neliumeaccess protocol. Chap-
ter 5 describes constraints and requirements for the neswaton-based protocol, as well as
related work. Chapter 6 describes basic features and psegdinst simulative investigation of
the new reservation-based protocol, DARE, and also coraptite the DCF in a simple de-
terministic scenario. Chapter 7 describes maintenancetafifs reservations, which includes
how to acknowledge reservations as alive, repair mechan@mapter 8 describes an optional
feature of the DARE protocol — extended protection of a retéan two hops around a receiver.
This chapter also contains a simulative investigation of leffective the optional feature is.
Chapter 9 summarizes the design part for one real-time fldv avsimulative comparison of
DARE and EDCA. After this, Chapter 10 describes the problémultiple reservation, deriva-
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tion of the scheduling mechanism, protocol implementatiod probability that reserved time
slots overlap and must be re-scheduled. It also discusséation to the number of flows that
can be reserved. Chapter 11 describes the main evaluatitve @ARE protocol. The DARE
protocol is also compared with the DCF and EDCA for many tisaé flows and varying net-
work parameters. Finally, Chapter 12 concludes this th@stsmakes suggestions for further
studies.



Chapter 2

Background

This chapter describes background information needechéoconsidered problem and discus-
sion (and conclusion) of suitable solution in this thesigsti-the required parts of the IEEE
802.11 technology is described in Section 2.1. Then, Se&i@ describes multi-hopping in

802.11 based networks, which concludes with why it is prolalitc to achieve QoS support.

Finally, Section 2.3 describes some of the QoS approaclasexist for wired networks and

why these are not appropriate for wireless multi-hopping. 80D-based networks.

2.1 |EEE 802.11 System description

2.1.1 System architecture overview

An IEEE 802.11-based WLAN consists of one- or several BasiwiSe Set(s) (BSS). A BSS
consists of a set of nodes that communicate via an Access &t The nodes are not station-
ary and they can move around while communicating. IEEE 8028l40 describes Independent
Basic Service Sets (IBSS), which in a way is a BSS without an&i node can initiate a net-
work, by transmitting periodic beacon frames [7]. As mordemjoin this network, all involved
nodes take turn to transmit these beacon frames. Nodes coicateidirectly with each other,
no AP is involved. These network types are not further dbsedrihere. The geographical area
covered by one AP is called the Basic Service Area (BSA). 5&B5Ss can be connected with
any type of Distributed System (DS). Before any node carnt ataommunication, it must be
associated with one AP, and it can only be associated withAéhat the time. Within one BSS,
one Coordination Function (CF) controls the medium acae$iset shared wireless channel, i.e.
a Medium Access Control (MAC) protocol. The CF can be eitletialized or distributed. In a
BSS with central CF, the AP schedules all transmissions anillds when all nodes are allowed
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Figure 2.1: Basic WLAN structure.

to transmit. In a BSS with distributed CF, the nodes compataccess — no transmit schedule
exists.

Figure 2.1 shows a general WLAN system architecture. Théopots used by all 802
variants, including Ethernet, have a certain common stractAn overview of the protocol stack
is given in Figure 2.2. The data link layer is divided into tsu-layers, the Logical Link Control
(LLC) and MAC layer. The LLC layer is not unique for 802.11,istthe same for all 802.x
standards, originating from Ethernet, 802.3 [16]. Thiswa#l for a seamless bridging between
wireless IEEE networks to wired IEEE networks. The LLC laigenot further described here.
The physical and MAC layer are specific for the 802.11 stashdad described in more detail in
the following two sections, Section 2.1.2 (physical layamy Section 2.1.3 (MAC).

Upper Layers

LLC

MAC

802.11 | 802.11 802.11b |802.11a | 802.11g
DSSS | FHSS | HR-DSSS | OFDM OFDM

Figure 2.2: Overview of 802.11 protocol stack.

2.1.2 802.11 Physical layer

The 802.11 standard specifies three different transmiss@miques: Infrared, Direct Sequence
Spread Spectrum (DSSS) and Frequency Hopping Spread @pe@HSS). In addition, two
other techniques are specified in 802.11a [17] and 802.1]b @rthogonal Frequency Division
Multiplexing (OFDM) and and High Rate Direct Sequence Sgigpectrum (HR-DSSS). Also
an OFDM technique for another frequency band than 802.1kaimspduced in 802.11g [3].
Each of the five permitted transmission techniques makeassgiple to send a MAC frame from
one node to another. FHSS uses 79 different frequency clsareech 1 MHz wide in the
2.4 GHz frequency band. A pseudorandom number generat@ets o produce the sequence
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of frequencies hopped to. As long as nodes are synchronizédise the same seed for the
random generator, they will hop to the same frequencieslsimeously. With DSSS each bit
is transmitted as 11 chips using a Barker sequence and phiftskeying as modulation. The
first of the high speed WLANS, 802.11a uses OFDM to deliveraup4 Mbps in the wider 5
GHz frequency band. 52 different frequencies are used tioespignal into many narrow bands,
simultaneous transmitted. The modulation used are basdmbthnphase shift keying and on
QAM. HR-DSSS was introduced in 802.11b and is used to acladv@nsmission rate up to 11
Mbps in the 2.4 GHz frequency band. The modulation CompléamgrCode Keying (CCK) is
used. Although this is slower than 802.11a, the range thateaachieved with 802.11b is a
large advantage. An enhanced version of 802.11b was applowvéEEE in November 2001,
the 802.11g which operates in 2.4 GHz band as 802.11b, bsi@SBM modulation technique.
In theory it can operate up to 54 Mbps.

The physical layer can be divided into three sub-layers. Ahgsical Layer Convergence
Procedure (PLCP) adds a PLCP header and a preamble to the td#&@.fThey are used at the
receiver for demodulation and delivery of the packet. Thesifal Medium Dependent (PMD)
sub-layer divides the finished PLCP frame into differentphefore transmission. This is done
as different parts of the packets are transmitted with iiffetransmission rates (modulations).
For instance, the MAC header is always transmitted with tsidorate of 1 Mbps. Last, the
Layer Management Entity (LME) manages all physical suleddynctions.

2.1.3 802.11 MAC layer

This section describes the MAC layer of 802.11. In the firfissation, an overview and back-
ground of the MAC protocol is given. Then, the following sabsons describe the different
parts of the distributed CF in more detail. First the carsiemsing mechanism is described, fol-
lowed by the different waiting times specified in [7]. Follimg this is a section over a back off
mechanism used whenever a node senses the channel budly, #ieaMAC frame formats are
presented.

Overview

The MAC sub-layer of 802.11 standard is responsible for thenpel allocation procedures,
frame formatting, error checking, segmentation and reake The basic MAC function is
the Distributed Coordination Function (DCF), which is atdigited contention-based access
scheme. The Point Coordination Function (PCF) [7] can bd nseop of the DCF to achieve a
centrally controlled transmission schedule. Furtherciieel in IEEE 802.11e is the Enhanced
Distributed Channel Access (EDCA) [12], that allows forndee differentiations. Also here,
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a central approach is available, the Hybrid Coordinationdiion (HCF). Another protocol is
standardized in IEEE 802.11i [4], which specifies some MAustchents for security and in
IEEE 802.11h [19] Dynamic Frequency Selection (DFS) anahdimat Power Control (TPC) for
the 5 GHz band are specified. In this thesis the DCF is coregidas the basic medium access
scheme.

When the DCF protocol was designed, the working group for.BD2hose Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) as thadis for the DCF. Using a CSMA
algorithm, all nodes sense the channel before transmissidwhen busy, they do not transmit.
Additionally, the Collision Avoidance algorithm introdes an additional waiting time before
transmission, even if the channel at first is sensed idle. OB&IA/CA base as such minimizes
costly retransmissions of collision-based packet lossbigh in networks with undefined colli-
sion domains can be frequent. A CSMA/CA approach as basepthblem is to some extend
prevented as the transmitter of any communicating nodeslestain from transmission if the
channel is sensed busy.

However, terminals can beddenand not able to sense an ongoing transmission, which can
degrade system performance [20, 21]. This is illustratgigure 2.3, where node A is outside
the communication range of node C. When node C transmitsde Bo A will not sense the

444

Figure 2.3: Node A is hidden from transmission from node C to B

channel busy and can with a transmission ruin reception e Bo

To minimize the effect of hidden terminals, the DCF has a i§igechandshake procedure,
first introduced in the MACA protocol [22]. The transmittimpde transmits a request for a
transmission of a data packet to the intended receiver,hwigigponds only when the requested
transmission is ok. The handshake messages are called s2dgu8end (RTS) and Clear-To-
Send (CTS). The RTS/CTS exchange serves two purposes:théreixchange enables the re-
ceiver to prevent collisions and second the exchange alsons nodes surrounding the com-
municating pair of nodes about the upcoming transmissiothep can abstain transmission.
The RTS and CTS are small [7], hence a collision with two RTSgages is not as costly as
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when two data packets collide and must be re-transmittedveMer, when packets are small,

the RTS/CTS exchange introduces unnecessary overhea®TIBIETS exchange is optional.
A side effect of the CSMA/CA with an RTS/CTS exchange is theomed terminal problem,

illustrated in Figure 2.4. Here, B wants to send to A, hentistgns to the channel. It overhears

Figure 2.4: Exposed terminal problem: Two possible sinmatais transmissions, B to A and C
to D, are prevented.

a transmission from node C to node D and abstains from trasgmi Node D and A are so far
apart that theoretically the two transmissions could osauultaneous but this is prevented by
the sensing mechanism.

After a successful transmission the receiver acknowletlyeseception of the data packet
by transmitting an acknowledgment (ACK) back to the trartami If a transmitting node does
not receive an ACK, it retries after some additional waitiimge (explained more below). After
x unsuccessful retransmissions, a node considers the tissismunsuccessful and drops the
packet. The variable is in [7] specified to 4 for large packets and 7 for small. Hoareboth
the packet size and the retrial count are tunable.

Carrier sensing mechanism

DCF applies both physical and virtual carrier sensing. Raysensing is when any node ac-
tually senses the physical channel for ongoing transmissi&irtual sensing means decoding
overheard messages and reading information from them targatea of how long the trans-
mission is ongoing and the node must abstain from transomisdtach node keeps a Network
Allocation Vector (NAV) with information about how long thienust wait. The advantage with
this approach is that a node must not continously sense tmeneh physically; it retries after
the NAV has expired. The algorithm is described using themgta shown in Figure 2.5. Here,
node A wants to send to node B, node C is a hode within range oidmade D is out of range
of node A but within range of node B. A senses the channel arghvidie it sends an RTS to
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A RTS DATA

B CTS ACK
C NAV

D NAV

Figure 2.5: Transmission flow and virtual sensing mechanism

node B requesting permission to transmit. When node B resdhis message it here decides
to grant the request and replies with a CTS. When A receie€TS it transmits the data to B,
which upon a correct reception answers with an ACK.

Node C overhears the RTS and sets its NAV according to thenretion specified in the
RTS and avoids transmission for as long as the NAV is set; e ¢dntains information about
the duration of the upcoming data transmission. Also the €drains this information (minus
the time for transmission of the RTS), hence node D that ig within range of node B can also
set its NAV and avoid transmission for the time requested.

Inter Frame Space

DCF defines three different intervals that are used in batfreenes, each for a specific purpose.
The shortest interval is the Short InterFrame Space (SIH#3.is used at any intended receiver
in between the reception of RTS and transmission of the Ciiébatween data reception and
transmission of the ACK. By allowing nodes to use the shomesting time in between these
actions, the transmission of an ACK and CTS always have higffigrity on an idle channel than
other actions. Next is the DCF InterFrame Space (DIFS), lvisithe defined time a node must
wait before initiating the data transmission after it hatseel the channel idle. This means before
the transmission of the RTS, or when the RTS/CTS exchang# issed, before the transmission
of the data packet. The last interval is the Extended Ingamier Space (EIFS), which is used by
any nodes that suffer from an unsuccessful transmissiaordodfie retransmission. This is the
largest interval and gives all involved nodes extra timestoh what is going on in the network.
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Back off mechanism

When a node senses the channel busy before transmissitarista backoff mechanism. This
mechanism works as follows: From a range of natural numbahsdcthe Contention Window
(CW), a node picks one. This number defines the numberSébtT'ime it must wait before
transmission, wheraSlotTime is a specified physical layer “time slot” parameter [7]. For
eachaSlotTime that the node senses the channel idle, the random numbetrsaded with
one. When the back off counter reaches zero, and the chanséll iidle, the nodes wait an
additional time of DIFS. If the channel is still idle aftetiDIFS, the node can transmit.

If the channel at any time during the back off is busy, the rfoglezes its timer and continues
the count down only after the channel has been idle for mimmaDIFS.

The CW is defined by a minimum and maximum vall@W, i, CWnaz]. Whenever a
node must retransmit a packet t8V,,,., is multiplied with 2. Since a retransmission only
occurs after an unsuccessful transmission, i.e. colligiom CW is enlarged; a larger range de-
creases the probability that two nodes choose the same muneinee decreases the probability
of further collisions. There is a maximum number©@¥V,,,, and when a node reaches this
limit, the CW ... is no longer increased.

Figure 2.6 gives an example of how the 802.11 DCF works wighidhck off mechanism.
At the beginning of this example node A, node B and node C hiagie NAVS set due to a

random backoff random backoff
o D slots nP slots
g g 5l
NAV | & o DATA O ||| station defers ...Node A
o 23
O
NAV ‘ ‘ o ‘ < ‘ Node B
random backoff
m2 slots
P r TT} |station sets NAV upon RTS | [0 (2
NAV ‘ o ‘ | station defers, but keeps backoff(=2)0 ‘H [ ‘ Node C
% S station sets NAV upon RTS
‘ g ‘ ‘ P ‘ Node D

‘ station sets NAV upon ‘

DATA ‘ receiving CTS

Node E

Figure 2.6: Timing of the 802.11 DCF.

transmission between node E and node D. Assume that bothAadd node C have a packet
to send. After D and E have finished their transmission, no@ad\node C start to contend for
accessing the channel. At first, both nodes have to wait f&iSDthen they start their random
backoff. Assume that node A has to wait for 5 slots wherea® rtdhas to wait for 7 slots.
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As a conclusion node A sends an RTS to the receiver, e.g. noa@ds backing off during
5 aSlotTime. Node C detects that the channel has become busy, so it $raedeackoff and
defers. Nodes A and B now start the RTS-CTS-DATA-ACK exclaarigpon the reception of the
RTS nodes C and D set their NAV until the end of the transmispimcedure between nodes A
and B, i.e. they can overhear node A. Node E sets its NAV upemdbeption of the CTS, i.e. it
cannot overhear node A but it can overhear node B. After drestnission procedure is finished
node A (assuming node A wants to transmit again) and C stadrtgpete for the channel again.
After waiting for DIFS node A generates a new random numbeiais it has to wait because it
wants to start a new transmission. In contrast to that, nodel{Chas to wait for the remaining
two slots; the backoff for this packet was seven slots buerddhas already waited for five.

DCF MAC frame format

The different DCF message types are the RTS, CTS, data and AlCkhessages have three
frame fields in common: Duration, Frame Control and Framec€ls=quence (FCS). The Du-
ration field contains the duration in time of the intendedhs$raission (including transmissions
of RTS/CTS packets). All nodes in the neighborhood capabl#eooding the messages will
receive information about the transmission length. Thetilm is of different size in all mes-
sages, e. g. the RTS Duration is the longest; it containsotiaé duration of the transmission
with RTS, CTS, data and ACK, whereas the data frame has oalgdhation of the data frame
and the ACK. The frame control and FCS are used to controlrttred and to assure delivery of
a packet is without errors.

Figure 2.7 shows the RTS frame format. Additionally to theeéhcommon fields, the RTS

Frame Duration| Adress 1 | Adress 2 | FCS
Control
2 2 6 6 4

Figure 2.7: RTS frame format with sizes in bytes.

has two address fields which is the MAC addresses to the mrc@ddress 1) and the trans-
mitter (Address 2). The CTS illustrated in Figure 2.8 alse tie Address 1 field, but no MAC
transmitter field; is not necessary in the CTS. The receif¢heCTS is the transmitter of the
RTS and the data frame; the Address 2 field is not required.

Figure 2.9 shows the data frame. The data frame have the #gifirand Address 2 fields as
the RTS packet. In addition the data packet has two more sslfiedds, Address 3 and Address
4. These fields are used for identification of the BSS.

The ACK has the same appearance as the CTS and is not showanvattditional picture.
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Frame

Duration| Adress 1 | FCS
Control

2 2 6 4

Figure 2.8: CTS frame format with sizes in bytes.

Frame
Control

2 2 6 6 6 2 6 0-2312 4

Duration| Adress 1 | Adress 2 | Adress 3 | Seq | Adress 4 Data | FCS

Figure 2.9: DCF data frame format with sizes in bytes.

2.2 Relaying in 802.11-based networks

Relaying, or multi-hopping, is a potential option to incseaapacity, extend coverage and im-
prove energy efficiency in wireless networks [6]. It can badurcted in networks with varying
degrees of infrastructure such as pure AP-based netwaoxks, rielaying nodes, or pure ad-hoc
networks. Also, relaying can and has to be controlled in #ress of both routing and medium
access, either in a distributed or centralized fashion.[23]is section discusses the different
options to implement multi-hopping in wireless networkscdvers the following different top-
ics: 1. What to relay, meaning repeat at physical layer dtalig decode and forward. 2. Who
should perform the relay, fixed relay nodes or the partidgp#memselves. 3. In which domain
should the relaying occur, frequency, time or code.

2.2.1 What is relayed?

Relaying can be done on the basis of either an electro-miagmgiulse (repeated analogously)
or a digital entity (store and forward). Using an electrogmetic impulse, an intermediate node
forwards the packet directly on the physical layer. It afigdithe incoming signal with hardly
any delay, which is a large advantage. Also, there is no remént for decoding or any other
processing. However, a downside with this method is thatgtaerrors are also amplified.

As an digital entity, an intermediate node decodes the whatdket before forwarding it.
Thus, an intermediate node receives, decodes, and poafiitily the packet before forwarding.
The packet goes up in the protocol stack to find the next nodhés i$ a more complex solu-
tion as processing in intermediate nodes is needed. Sonamtades with this solution is that
analog errors can be compensated and that e.g. routingahecfsr this packet can be taken in
intermediate nodes.

Some analysis have been made as to which method is the miailswne for distributed
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wireless networks [24]. The conclusion is that for smallhpliss coefficients (below 3/2),
analogue relaying is the better method. However, in wisstetworks this is rarely the case; the
path loss coefficient is much higher. Even in Line-of-Siglttd@ls where no fading occurs, the
path loss coefficient is 2. Thus, the digital “store and faxWanethod is assumed to be used for
relaying.

2.2.2 Who relays?

Relaying can be done by dedicated relay nodes or by the usemsselves. Using dedicated
nodes makes it possible to have some sort of cell-planninig. possible to put up more relay
nodes where the traffic is heavier. It is also possible toease the coverage of the network by
putting a relay node in side streets, etc. A problem with ihihat it is hard to know where to
put the relay node; mobile users move around in an unprédiictaanner. Research in this area
has been done by, e.g., RWTH Aachen, where they call thaiyire} nodesnediastation$25].
The dedicated nodes can also be interconnected by wireshwigans that these nodes do not
need to use the already limited air interface.

Relaying done by participants is a simple approach; nodasgblves forward packets on
behalf of others and no extra processing is needed. Distay@hwith this solution are that the
nodes need to use battery power for transmissions othethlearown. However, this approach
is the simpler one as no fixed infrastructure is required haahly one considered in this thesis.

2.2.3 Relaying in which domain?

Relaying can be performed using three different multipigxdiechniques: Time-, Frequency- or
Code- Division Multiplex (TDM, FDM, CDM).

e TDM: The multiple packet transmissions that are requiradrétaying are serialized in
time. As an intermediate node receives a packet destinednifother at a certain time
slot, it forwards it in a following slot. This is the simplesblution and it is supported by
current technology, i.e. IEEE 802.11.

Itis possible to give priority for applications with QoS dands, by scheduling traffic and
letting high priority packets be transmitted first.

e FDM: Forwarding is done using different frequency channglne example is to use
separate frequency channels for relay packets and for owkefsa There are several
benefits with this concept, but it is also difficult to implemtie Frequency planning is
required for the best re-usage and utilization.
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e CDM: Forwarding is done by means of using several codes &mstnission. Possible
ways of implementing different codes in ad hoc networks &ede per terminal, code
per originator or code per flow. A disadvantage of this meidmans that intermediate
nodes must have knowledge about codes not used for theirranwsntissions, which is
very difficult. Another issue is how to distribute codes irst@ay to avoid interference.

The most simple approach in the DCF is to use a TDM-based fdim@g scheme. This
fits with the general contention-based access scheme DGBjp@arates in the time domain. A
relaying node treats a relay packet as any other packet anthjus changes in the network are
required.

2.2.4 Impact of relaying in DCF

Several possibilities for relaying in wireless 802.11dthaetworks exist. Here, the nodes them-
selves relay packets (no fixed relay nodes) and treat thg pelekets as any other packet; they
decode each packet, let it travel up the protocol stack (layand forward according to its local
routing table. This implies that a relay packet must conten@ny other packet at each node,
when DCF is in use. For the end-user this means that therenaegtainties as to when a packet
arrives; the packet delay can be large and varying. Althdhghis also the case for single hop
environments, the variation of the delay is more severe wbemmunication over multiple hops
occur. For some applications that demand a low and stabsy,di¢lis hard to guarantee an
end-user reception that has good quality; there iQnality of Service (QoSjupport [8, 9, 26].
Examples of applications that could suffer are video-stiiag (multimedia services) and nor-
mal voice (phone calls), i.e. real-time applications. THosne QoS enabling mechanism should
be used in conjunction with the DCF. QoS has its backgroundried network technology and
the known algorithms are discussed in the following section

2.3 QoS support in wired networks

QoS is known in its principle from wired network technolagjid he first technology that could
give guarantees to a transmission between two communjcp8ers is circuit switching, e.g.
the telephony system. Here, switches along the multi-hdp pere totally reserved for the
complete session time. Different is the access mechanisviréa IP-based networks. Here, the
MAC protocol was designed for packet oriented data traffiermeteach packet is treated sepa-
rately; the IEEE 802.3 standardized Ethernet [16] is st#l inost used MAC protocol today. To
offer QoS in such CSMA/CD-based networks, ideas from thaudiswitching techniques were
included, resulting in that service differentiation ana¢baidth reservation could be supported.
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There are many existing approaches how this QoS supportm@iemented. Here only two
are discussed, which are somewhat of de facto standardof®irQwired networks: Integrated
Services, IntServ [27] and Differentiated Services, Daff5[28].

IntServ [27] is an architecture for QoS support that usesRibsource reservation protocol
(RSVP) [29] for signaling to reserve bandwidth for a flow. &aiclasses of service are defined:
guaranteed service, in which delay is limited and zero pdoks is guaranteed; controlled load
service, the aim of which is to provide the same servicesrdbgss of the network load; and the
best-effort service which has no guarantees.

The reservation is maintainesbft stateand needs at each node a periodic refresh. Further,
the reservation is receiver-oriented; the actual bandwietjuested is determined by the receiver.
The reservation set-up starts withpath message that is transmitted from the source node over
established unicast- or multicast routes. This includesrgother things traffic characteristics
of the following application flow. If this message arrivesaatouter that does not understand
the RSVP protocoal, it is simply forwarded without any intexgation at this router, hence no
resources are reserved. Upon arrival at the destinatioa tiisl will make a reservation-based
on the traffic characteristics described in the path mesSdgedestination node generatagsy
message that containglawspe¢which states the actual required QoS. The resv messagatis se
back along the same path to the source node. Each node alpgtthcan reject a request.

The RSVP protocol is open for alternations and many variarist, e.g. Mobile RSVP
(MRSVP) [30] that gives additional support for mobile tenalis.

DiffServ [28] is different from IntServ as it does not reseany bandwidth, instead it uses
different priorities for different flows. By assigning flows several service classes whose pack-
ets are treated differently at each router, some flows hayehiprecedence over other flows,
with lower priority. The source of a flow marks all packetsngsthe Type-Of-Service (TOS)
field of the IP header according to the class of the data. Akgta@rrive to any router on their
way to the destination node, a packet with a higher priogibel will be handled before a packet
with a lower TOS priority label. One evident advantage witlff&erv is that involved nodes
need no resource management functionality. They forwaadptitkets according to the class
given in the packet. A major disadvantage is that there agna QoS guarantees.

Both approaches can improve the quality of a transmissionmiiad networks. Typically,

a larger wired network consists of several well-defined setwvorks and by implementing any
QoS approach in all of the sub-networks, bandwidth guaesntan be met. In all sub-networks,
the wired communication between two nodes occur either ayasint-to-point link or over a
shared medium. Over a point-to-point link, any QoS appraadhtraight forward; the sending
node is in complete control of the channel and decides whackqt that should be transmitted at
which instant, without interruptions from other users.Ha shared medium, itis also possible to
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agree on a determined share of bandwidth: All nodes witlgrdtimain are able to communicate
with each other directly and whenever a node transmits datadther, all other nodes are aware
of that. Thus, a wired network with a shared medium is a wdlhée, closed collision domain
— A successful collaboration between all nodes is possititerefore, IntServ and DiffServ can
be successfully implemented in any wired network.

Applying IntServ in wireless ad hoc networks is difficultgtivired and wireless networks
have not the same characteristics ( no closed collision gdnaobile nodes, fading, ...) and as-
sumptions made for QoS support in wired networks do not hrotte wireless ones [8]. Further,
the RSVP has a large signaling load, which is not suited foeless ad-hoc networks where re-
sources are scarce. Also, reservations made above therkéd#wer cannot be guaranteed as no
predefined transmission schedule with repeating time slasts; nodes cannot identify collision
domains such that a transmission schedule can be maintained

Applying DiffServ in wireless ad hoc networks is possibled grackets with higher TOS
field could be sent to the MAC layer before other packets wititie node. However, two nodes
contending for access have the same probability of charmeelsa; no precedence is given to a
packet with higher TOS number at one node towards a packetavier TOS number at another
node. In highly loaded networks, the DiffServ approach thiirefore not be able to give higher
priority for some traffic types.

To conclude, new approaches for both bandwidth reservaiohservice differentiation is
needed, designed particularly for distributed wirelestirhop ad hoc networks.
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Chapter 3

System description

This chapter describes the system for which QoS should bgosigul. The system consist of
nodes that are connected to an outside network (not coesidere). Some nodes function
as gateways out and are called Access Points (AP)s. Theskeseebed more in Section 3.1.
Other nodes transmit using the APs to an outside networktayddan all relay transmission for
each other and are described more in Section 3.2. Furthéo88c3 describe protocols used for
transmissions and Section 3.4 describe the differentdrffies that exist. The transmissions
occur over a channel with characteristics described ini@e&5. The performance of these
transmissions are determined using a set of system medéssribed in Section 3.6. In the
system, Quality-of-Service (QoS) is required for somefitraf/pes. These requirements and
also available QoS mechanisms are described in SectionFnally, Section 3.8 presents a
definition of a time slot, which is crucial for QoS in this syst.

3.1 Access Points

In the network, one or several AP(s) exist. These AP(s) ses\gateway(s) to external networks,
such as the Internet. Each node in the network is at one ptindé associated with one AP only.
The APs are fixed in location and have no other intelligenegtdpm serving as gateways; they
cannot decide upon transmissions of other nodes, e.g. Wehednsmissions as in a centrally
controlled network. The AP functions as any other node; thegt contend for access as every
other node. There is no priority given to the links closert® AP. No other fixed infrastructure
exist, i.e. no fixed relay nodes.
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3.2 Nodes

The nodes in the network are equipped with the IEEE 802.11 PTa&s basic MAC functional-
ity. Apart from the DCF, each node is capable of using IEEE BD2 standardized EDCA [12].
The nodes are at a point of time associated with one AP onlyetfdfnodes generate traffic
out of the network and are called source nodes. Their déistmaode in this network is the AP
with which the source nodes are associated. Some source wniltlkave a direct communica-
tion to the AP and some are over multiple hops, via other naties each node is able to relay
transmission for other users. Routes over multiple hopsalted chains or paths.

After a node has finished its session, it switches off. A dwett off node is no longer
available for relaying other nodes’ transmissions, heratbgocan break.

Further, all nodes are assumed to have non-drifting intetoeks.

3.3 Communication protocols

A routing protocol that finds a suitable route between tha@dand destination node (over
multiple hops when needed) is available. When a path bréa&souting protocol can initiate a
route repair locally or from the source node.

The intermediate nodes do not differentiate between a gaket or its own packets. All
packets are stored in a queue (or several when EDCA is usedhedaw) and treated in a first
come first serve method.

The basic medium access protocol used by default by each inatie DCF. The DCF
functionality is described in more detail in Section 2.F8rther, all nodes are capable of using
the standardized priority mechanism EDCA as one mechansm@6S. The EDCA is more
described in Section 4.3.1. All packets belonging to theespriority class is within each node
handled the same; intermediate nodes do not differentetieden its own packets and packets
generated at other source nodes.

3.4 Traffic model

The source nodes generate both real-time and best effaftdiund) traffic. Both these traffic
types cause flows from a source node to its destination noB& @real-time flow consists of
periodic transmissions of fixed sized packet, i.e. reaktpacket. For one flow, the period and
packet size is fixed. Different flows can have different sipadkets and periods. Each flaw
transmits a packet of fixed sizg everyp; second during a session timetpkeconds.
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A data flow consists of bursty traffic, here modeled by letting packets be generated at
a data source node according to a Poisson process. This theaesch data flow generates
packets with sizé; with exponential inter-arrival time§;, also here during; seconds. The
probability density function for an exponential arrivaht ¢ is defined according to:

A=A e >0 3.1

where) > 0 is the parameter of the distribution called tlage parameter

The traffic is only between cells; intra-cell traffic is asadmon-existing. All communi-
cation is therefore to the AP, which forwards messages otheftell to another network or
cell.

3.5 Channel model

The channel is defined as the radio interface between two conicating nodes. The channel
is assumed symmetric, hence has the same characteristicghirdirections between the two
communicating nodes. There are three different power dedefined for a channel: 1. Com-
munication level, 2. Sensitivity level and 3. Interfereteeel. The communication level is the
received power level required for a node to be able to re@idedecode a packet properly. The
sensitivity level is the power level a node must sense totifyethat the channel is busy. The
interference level is the level at which the interferenc@shigh for a successful reception. If
the received power level is above the communication lewdl the ratio between the received
power level and interference power level is lower than asthoéd, the reception is unsuccessful
and a packet considered lost. This threshold is the Signhiterference (and Noise) (SINR)
value. These packet errors can also be modeled analytigahyan error probability, described
more below.

All transmissions suffer from path losses, which determitie actual signal strength at a
node. Many simultaneous transmissions in the network canuguto a value corresponding to
the sensitivity- or interference level, measured at oneenddhe communication level is always
measured from one transmission only.

The received signal strength of any transmission can bagbeeldusing a path loss model.
Two models are used here: 1. Free space model or 2. Two-rapgn@flection model. The
free space propagation model assumes the ideal propagatialition where there is only one
clear line-of-sight path between the receiver and traiemiThe received signal power can be

calculated according to:
_ PGGN
Bd) = e 3-2)
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whereP, is the transmitted signal power,; andG, are the antenna gains of the transmitter and
the receiver respectively. is the system loss andis the wavelength.

The two-ray ground reflection model considers both the tjpath and also a ground reflec-
tion path. It is shown that this model gives more accuratéiptien at a long distance than the
free space model [31]. The received power at distance d &diy:

_ PGG.h*h,?

B(d) 'L

(3.3)

whereh; andh,. are the heights of the transmit and receive antennas résggct
As mentioned above, a packet is considered erroneous, tomiben the SINR is below a

certain threshold. However, packet losses can also be emdelalytically where the packet
error model of the channel follows the 802.11 physical lastandard. For a channel with 1
Mbps data rate, Differential Binary Phase Shift Keying (88 is used as modulation which
has an bit error probability dBER = %e_ﬁ_g, Where% is the SINR. Using the equations for
received signal strength above, BER and from this, Packer Rates (PER) can be analyzed.
For other error models for the physical layer of 802.11, 3e82].

3.6 System metrics

The metrics for the evaluation is delay, variation of delityef), throughput and packet error
rates. These are described in more detail in the followinggraphs.

Delay This thesis considers delay as the end-to-end delay of arleepdrom source node to
its destination. This means the time between of when a pasketeived at the MAC layer at
the source node from higher layers, until the whole packetdsived at the MAC layer at the
destination node and it is ready to be sent up in the protdaokgowards the application layer.

Jitter  Jitter is the statistical variation of the packet interatritime. It has been defined in
RFC 1889 [33] as the mean deviation of the packet spacinggehbetween the sender and the
receiver. In this thesis, however, the Probability Den§itnction (PDF), or histograms, and
the Cumulative Distribution Function (CDF) of packet delegre used. These will give the
probability that a packet arrives with a certain delay orphebability that a packet has a delay
that is lower than a certain time. From the PDF and CDF, it ssfide to distinguish how the
packet delay varies, and is sufficient for the purposes astiyations here performed.

'L, Gy andG, are commonly set to 1 in simulations
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Throughput Throughput is defined as bits per second received at thecafiph layer of
the end-user(s) in the network. The real-time and backgtdraffic throughput is considered
separately. First, real-time throughput is defined. Assume N real-time flows exist, each
generating traffic according to parameters defined in Se@id: One packet with,, bits is
transmitted every,, second. Each flow is active foy, time. This generates a system throughput
T hr in bits per second as:

n=Ngp . ln
Thr = Z au
n=1 n

Similar, throughput for data traffic can be calculated. Asswtsame parameters as above,
butp,, is not used. Instead assume thaipackets are successfully received for each flow during
their individual session timeg,. Thus, the total network throughput for data traffic is

n=N
Thr = Z b kn

n

n=1

Packet error/loss rate The packet loss rate in the system is defined as the perceoktdige
transmitted packets that are lost. This covers packetsatkabst due to collisions or too high
interference, i.e. Signal-to-Interference-and-NoisédR&INR). Packets dropped at a node due
to route failure, queue overflow or any other losses befamstnitted are not considered.

3.7 QoS in the system

The definition of Quality-of-Service is in this system diedlinto two parts, where the first part
is per flowand the second one is for théhole network QoS per flow means that all packets
belonging to one flow arrive with minimum variation in trariseion time at the destination
of each flow. In fact, here totallgtrict QoS-guarantees is required, hence each real-time flow
should have a totally non-varying packet delay. The vamtiof packet arrival is here investi-
gated as described in the previous section, under jitteorgy, the throughput per flow should
be constant for the whole time a flow is active. It is not pdssib state an exact limit of the de-
lay and minimum allowed throughput for a flow; obviously tbepends on the application type.
However, if number of hops between source and destinatide,rend the traffic model (packet
size and period) are known, it should be possible to quitarately predict the end-to-end delay
and throughput.

The second aspect of QoS covers the whole system performiitsg the average system
packet delay should be low. Different flows can have differmd-to-end packet delays as dif-
ferent flows might be transmitted over paths with differemtder of hops. Also, different flows
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can have different fixed sized packets. The average delarsayl successful packet arrivals at
all destinations in the system. Secondly, system througsipould be as close to offered load
as possible. The system throughput is defined in the predecison. As with per flow QoS,
also for network QoS it is impossible to state exact allowett$ on average delay and system
throughput — it depends on the applications (packet sizgparidds) available in the system.

In this system, as defined according to previous sectioese thre some possible mechanisms
for QoS-support that are available. First of all, as the IEHBR.11 standard is only defined
from LLC layer and below, it is possible to use a QoS-mechmrdbove these layers. For this,
no changes to the 802.11 standard itself are needed. Sgctmelisystem supports usage of
mechanism that require changes to the MAC layer and the gdiylaiyer. All nodes in the net-
work are able to support alterations to the 802.11 protadité $self. The possible solutions are
investigated in more detail in the next chapter.

3.8 Time slot definition

A time slot is defined as the transmission time or receptime f one packet only. A time slot
can therefore be of varying sizes, depending on which tyggaoket that is transmitted (data,
ACK,...) and also depending on which size the data packefdragifferent real-time flows.
For one flow, the time slot belonging to a data packet is alvedyane size only since for one
real-time flow, the data packet size is non-varying.

The transmission time of a packet is notedSashroughout this thesis. Obviously the trans-
mission and reception slots of one packet have the samehleRgtther, also used is,, which
is the transmission/reception time of an acknowledgment.

When an intermediate node reserved a time slot for a flow irDI@& with no RTS/CTS
handshake, this really means that it resen&s-2S,,, onesS; for receiving, ones, for acknowl-
edgment back to the transmitter, ofgfor forwarding the data packet and finally oSg for
receiving an acknowledgment.
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QoS support in 802.11-based networks

This chapter investigates the different options that drisQoS, and evaluates which approach
is the most suitable one for the QoS definition in Section 8tiictly reliable and predictable
transmissions). The mechanisms are classified accorditiget®SI protocol layer model as
follows:

e Solutions on network layer or above. This covers resemai@msed mechanisms, where
periodic transmission instances are reserved for a flow, @o8-routing mechanism,
where the goal is to find a path between source and destinaddes where the require-
ments for the actual application have the largest podsithdibe met.

e Solutions in the 802.11 standard itself. This is furthessified in two categories:

— Solutions on physical layer. This basically covers ratggation mechanisms, where
the rate can be adopted according to different criterigs,teansmission status (suc-
cessful or unsuccessful).

— Solutions on MAC layer. The DCF can be modified to include egitbervice dif-
ferentiations, where different types of application flovessé different priorities,
or reservation mechanisms, where resources are allocatedffow. The latter is
classified according to the domain in which they operatejueacy or time can be
reserved to achieve QoS.

Using this classification, the advantages and drawbacksadf enechanism are here dis-
cussed. First, mechanisms above the actual IEEE 802.1dasthare presented; routing, net-
work layer and above in Section 4.1. Then the modificationth¢o802.11 standard are pre-
sented. This covers the physical layer in Section 4.2 and NIAC) layer in Section 4.3. This
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chapter is concluded with a suggestion of which type of meigma that is the most suitable one
for QoS as it is defined in this thesis (Section 3.7).

4.1 Network layer and above

The first QoS approaches for wireless networks came frontvtehnology and was modified
for the characteristics of wireless networks; a common @gugr was to introduce some QoS
support above the MAC layer (see Section 2.3). One idea isrQatihg for mobile ad hoc net-
works. Mainly, the idea is to find appropriate routes for QeSédnding applications by “routing
around” congestion or nodes which cannot fulfill a certairBQequirement [34, 35, 36] . Typ-
ically, well-known ad hoc routing protocols (see AppendixdBe modified to serve as a QoS
mechanism. The CEDAR protocol [34] can recognize unicastesothat are able to support a
certain amount of bandwidth for a flow. The protocol consadtshree different key compo-
nents: 1.Core Extraction where some distributed nodes are elected to form a “corb&ésé
core nodes maintain local topology information of all nodes perform all route calculations
for nodes in their direct neighborhood. Rink State Propagatiarwhere link state information
is propagated by the core nodes throughout the network.rrivaftion about links which have
large amount of bandwidth available is propagated far awalye network whereas information
about links which has low or no bandwidth available is keptlo 3. Route Computatigrwhich

is the last component where the actual route is computed) uisiarmation retrieved from the
link state propagation. First a core path between any sandealestination pair is found, which
gives thedirection The source then uses this direction to find the node thattisdst away and
defines a partial route to this node. The source node trasisaihis intermediate node. Upon
reception, this intermediate node will function as a sodorehe next interaction and finds a
new partial route in the direction of the core path. This egpeintil the destination is reached.
Using only information about links where the actual QoS mexuents can be met (see 2.), the
most optimum path can be found.

With a QoS routing approach it is possible to provide routes are more likely than others
to satisfy a bandwidth demand. But, as also the authors t&f [&4], it is not possible with such
an approach to guarantee any bandwidth; ad hoc networksgnly dynamic and transmissions
are susceptible to interference and hidden/exposed talsr(jpresented in Section 2.1.3), which
prevents any guarantees.

The other options are resource reservations and servigeatifiation on network/IP layer (or
above), which are well-known from wired network technoloBwut, as described in Section 2.3,
mechanisms such as DiffServ or IntServ will not work well iwiaeless ad hoc network. Some
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mechanisms have been proposed that are based on the abowenewmechanisms, but in
addition consider aspects specific for wireless ad hoc ré&swvoln [37, 38, 39], mapping of
the QoS parameters used in DiffServ (TOS field in IP headeR®VP (required bandwidth
reservation on application layer) to the MAC layer is inigated. Integrating DiffServ-defined
priorities into the MAC layer is possible, but an approgiaervice differentiation mechanism
on the MAC layer is required to which the priorities of DiffiSecan be mapped. For RSVP
signaling it is more difficult — a cross layer design is neefteth the MAC layer up to the
application layer. This is a very complex procedure andtfinttie number of possible usable
protocols in the network.

Some modifications of the DiffSery, IntServ (RSVP) for bettepport in wireless networks
have been suggested such asItW8IGNIAprotocol [40] or theASAP[41] protocol. The IN-
SIGNIA protocol include additional fields for QoS requegistlie IP header. Any node can
request a predefined bandwidth, either a MIN or a MAX leveleath hop of the path between
the requesting source node and its destination, a bandwgsiddserved according to the level
given in the IP header at the source node. If a node cannot tiraiMAX value, it decreases
the requested bandwidth to the MIN value and sends the requne#f a node cannot accept the
MIN value, the request is denied. All other nodes that alyezal/e reserved the MAX amount
for this flow change the reservation to the minimum level pteg through out the whole chain.

The Adaptive reServation And Pre-allocation protocol (A5Ad1] uses the basic function-
ality of INSIGNIA but offers soft state reservations and ooty hard state. It is a two phase
set-up of reservation; a Soft Reservation (SR) is first maudethis bandwidth can be used by
other traffic but cannot be reserved by another flow. The SBIlmifed by a Hard Reservation
(HR) state; no other traffic is allowed anymore. The souraagmits a SR message and each
node creates a flow entry in a reservation table accordinghed vandwidth is requested, if the
request can be fulfilled. The request can be any value wittérrange of MIN and MAX. If
any node participating in multi-hop transmission path carulfill the request, it updates the
soft bandwidth field of the SR message with the amount of battvit can reserve. It then
forwards the message. This is repeated at each intermettide At the final receiver a HR
message is generated with bandwidth reservation infoomatjual to the soft bandwidth field
of the latest SR. All nodes along the path adopt their enimiéiseir reservation tables according
to this value. When the source receives the HR message ittadrte transmission with the
reserved bandwidth.

The SR messages are in-band signaling, inserted in the tehasa the INSIGNIA protocol.
The HR messages are out-of-band signaling, thus a sepaest®age is sent along path from
destination towards the source node. The HR message issd#gonhenever there are changes
in the network as to the available resources; they are trisieshin the opposite direction of the
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flow to update the reservation. After set-up, SRs are alsogieally inserted in the IP header
to collect QoS information. Using this information, the smeinode can also scale down its
transmission rate if the allocated resources can no lorgerdintained.

One evident drawback with the INSIGNIA and ASAP protocolhiattif a request cannot
be met, it makes little sense to reserve anything at all;pteme at an end-user might not be
with fully acceptable quality. Another option would be t@btk the request, tell the source node
to try later (busy tone like approaches) and use the ressdoceanother flow, requesting less
bandwidth. The most critical drawback, though, is that ti8M&/CA-based MAC scheme in
802.11-based networks cannot guarantee a reservationanadgher layers; the actual access
mechanism is still contention-based. This leads to thaDtBE medium access mechanism itself
should be modified.

4.2 802.11 Physical layer — link adaptation

The physical layer of all 802.11 standards supports sew@nasmission rates, one example is
802.11b, which can transmit data with rates 1, 2, 5.5 and 1fpsMbee Section 2.1.2). These
different possible transmission rates can be used adaptivealternating the transmission rate
when needed to keep the throughput for a flow over a certagshiotd. Also, the mechanisms
strive to give the maximum possible throughput for a flow, nvelgile keeping the packet error
rate below a certain threshold; typically a higher transiois rate leads to higher probability of
packet errors. One mechanismHAER-prediction42], by which the transmission rate is alter-
nated according to a predicted Packet Error Rate (PER). Vdlsurce node predicts that the
PER is increasing, the transmission rate is decreased h&notechanism introduced by Pavon
et al. in [43] uses Received Signal Strength (RSS) along thighnumber of retransmissions,
in order to predict the channel and receiver conditions. Aenadapts the transmission rate
based on received signal strength from packets sent by aflxides have fixed transmission
power, hence the condition at the node can be predicted. Adg nhooses a transmission rate
for a packet based upon this RSS level, frame size and nuribetransmission for this packet.
All nodes start with the slowest transmission rate and wihemnthe RSS is over one of 12 dif-
ferent thresholds, it switches to the transmission rateciat®d with that threshold. Upon an
unsuccessful transmission, a node decreases the rateefortthnsmission. A similar mecha-
nism is Code Adapts To Enhance Reliability (CATER) [44], ethiuses Bit Error Rate (BER)
for rate estimates. Another option is to use the transmissaknowledgments [45] and alter the
transmission rate according to the success or failure otkgbaransmission — upon successful
packet transmissions, i.e. reception of acknowledgmémtdransmission rate can be increased.
Predicting the channel state, and a direct reaction to avestsignal strength or acknowl-
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edgment requires that the receiver informs the transmatbeut the channel state. Using the
acknowledgment is a simple option since this packet is amytnansmitted. Also, since this
requires no new medium access for a separate channel statagee signaling overhead is
minimized.

Generally, all these mechanism can increase the througigrfdrmance in a single hop
environment. Once the packet is transmitted, a higher estglts in a higher throughput. But,
there are some drawbacks. First, the possible distanceséetcommunication pairs for a
successful transmission can decrease with increasingniiasion rate, hence decreasing the
possible network coverage. Also, a higher modulation mataadre sensitive to packet errors.

A major drawback is that rate adaptation is not effective ultishop communications; each
node of a multi-hop path performs a randomized medium acedsish reduces the gain from
higher transmission rate. The end-to-end delay can stiblgely varying. Further, the header
of a data packet must be transmitted using the basic datafratdbps [7]. Real-time packets
are typically rather small, hence the gain of using a higr@radmission rate on the payload can
be small. Also, when RTS/CTS is used, these messages moifteaisansmitted with this basic
rate. Therefore, the link adaptation is not the best salutay strict QoS guarantees, or for
applications sensitive to delay variations. For this, a ffication of the MAC layer is needed.

4.3 802.11 MAC layer — extending the DCF

There are two basic methods to extend the DCF: 1. Servicerdiffiation, which gives priority
to some type of applications over others and 2. Reservatierhemism, which allocates band-
width for a transmission flow. These two methods are destritrel analyzed in the following
two sections.

4.3.1 Service differentiation — priority mechanisms

A simple method to implement QoS support on the MAC layer imttude service differentia-
tion in the DCF. By defining the channel access parametetsedDCF differently for different
traffic types, priority separation of the traffic types is i@oled. The parameters that can be al-
tered are: CW size, backoff algorithm and interframe spaee Gection 2.1.3). Tuning these
parameters enables high priority packets to have highdrahitity of winning access to the
channel than low priority packets. This is true for both tloatention within a node and for
the contention between two nodes. Typically, within a nabe,different priority classes have
different virtual queues and a packet from a high prioritegg is handled before a packet in
a queue with lower priority. Contention against packetsthéonodes are differentiated using
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Access Category voice video besteffort background DQF
CWnin 7 15 31 31 31
CWmax 15 31 1023 1023 1023
AIFSN 2 2 3 7 2

Table 4.1: Back off and AIFSN values for EDCA and DCF.

shorter backoff and interframe space, which results in tthexthigh priority packet has shorter
waiting time than the lower prioritized packet, thus thelyaoility of access is larger.

The IEEE 802.11 standard E, Enhanced Distributed Channe¢gsc(EDCA) [12] is the
most known priority mechanism. The EDCA is based on the DGFthe medium access is
performed with sensing and back off as described in Secti@r82 Different is that EDCA
separates between four Access Categories (AC) by altegniatith the interframe space and the
CW size: Voice, video, best effort, and background traffigic# has the highest and background
traffic the lowest priority. Each category has its own quetuthiw a node. Packets from the
queue with the highest priority are transmitted first. Whieis gueue is empty, packets from
the second highest priority queue are transmitted, and s&anthermore, each category has a
different contention window and backoff times. Table 4.bws the minimum and maximum
values of the contention windowC\V,,;,, CW,,..). Voice packets have the lowest backoff
interval (from 7 to 15); best effort and background packeteehthe same backoff interval as
DCF (from 31 to 1023).

The time period that a node has to sense a channel to be idieebefs allowed to transmit,
is calledArbitrary Inter Frame Spacé€AlFS) in EDCA. It is determined according to

AIFS = AIFSN - aSlotTime + SIFS

where the numbedl F'SN is defined by the access category (Table 4TS andaSlotTime
is defined in Section 2.1.3. By assigning packets with higbrjpy a small AIFSN, the waiting
time before transmission becomes smaller.

Other mechanisms are Distributed Fair Scheduling (DFS) §@l Distributed Weighted
Fair Queue (DWFQ) [47]. DFS differentiates the backoff lngccording to the packet size
and traffic class. Generally a larger packet has longer Ifftikee, but the length of a packet is
weighted with a factor according to the traffic class. DWF@ralates the CW size according
to the actual throughput and expected (requested) thrawgHhpthe requested throughput is
higher than the actual one, the CW size is decreased. Sudteptive approach is also used in
QPART [48], which alters the CW and waiting time accordinghe throughput, as described
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above, and also the delay; if the requested packet delayver ltthan the actual delay, the CW
and waiting times are decreased. Other algorithms thatvdéalcheduling and priority-based

medium access are described in [49, 50, 51, 52, 53]. Typithky all have the same basic idea,
but differ in the way a packet is weighted.

A priority/scheduling mechanism does not need any expdigihaling, the service differ-
entiation is handled separately within each node. Althoilngly have the potential to perform
better than the DCF and give some real-time QoS-requiripdjGgtions better support than the
best effort class, the medium access is still contentiaethathe uncertainties of access can still
result in largely varying packet delays and throughputsTéespecially true when network load
increases, or when single hop communication is extendednialt&hop one [13, 54, 55]. Thus,
another mechanism is needed, which removes the mediunsaateame itself and allows nodes
to keep a non varying transmission schedule; allocatioesfurces for flows are required.

4.3.2 Reservation mechanisms

For strict QoS guarantees that are independent of the sufirgy traffic load, a reservation-

based MAC layer is needed. In CSMA/CA-based networks, thexgenerally two options for

resource reservation: reservation of frequency or timee fbllowing sections describe these
two options in more detail.

Reservation of frequency channel

One common approach to enable reservation of frequencynelsafor a certain transmission is
to use a dedicated signaling channel to distribute charfoelsansmission of data. Typically,
all nodes listen to this signaling channel and when a nodeismaninitiate a transmission it
agrees with the intended recipient upon another frequehayprel to use for the actual data
transmission, hereby allocating it for their transmissoty [56, 57, 58]. Common is to use the
RTS/CTS exchange for the agreement on the dedicated sigraiannel [59]. Although not a
reservation mechanism, another option is to dedicate @uréncy for busy tones. Any node
that is busy with reception/transmission simultaneousindmits a busy tone on the dedicated
channel, hereby informing nodes in the neighborhood notstoid [60, 61].

The IEEE 802.11 standard a and b have multiple frequencyneflsavailable [7], but un-
fortunately, most user equipment today are not fully egeébiw implement such methods. Typ-
ically they have only one half-duplex transceiver, henc@@encan only transmit or receive at
one time and only at one frequency. Using multiple frequen@ therefore today not possible.
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Reservation of time

The second possibility is to reserve a certain amount of fone future packet transmission.
This can be done either centrally or distributed. With thatigd approach, one node (AP)
controls the whole network and assigns time to other nodethéir respective transmissions.
For this, all nodes must be synchronized and pre-defineddiats, i.e. when the transmission
should start and when it must end, must exist. If not, one mad@mot control all other nodes
time slots. With suchglobal synchronizatiorthe transmissions in the network follow a fixed
schedule; typically a fixed air frame divided into predefiniede slots [62, 63, 64, 65]. Such
approaches are pure TDMA systems, like in existing cello&tworks. The obvious advantage
is their simplicity to allocate resources for all the papants. But, it is difficult for the central
controlling node to distribute time slot information oveultiple hops.

In a distributed network with no central control, it is diffit to maintain global synchro-
nization; maintaining a fixed structure of time slots whitdrsand end at globally defined time
instances is tricky. One possible method to achieve theafjjnchronization is to use Global
Positioning Systems (GPS). This is used in the DistributadkBt Reservation Multiple Ac-
cess [66] (D-PRMA) protocol. Each node has GPS equipmenetiables a fixed time divided
air interface with frames and time slots. These time slatslzen divided in smaller time slots,
so called mini slots. To gain access to the whole slot, aostdtas to win the contention in the
first mini slot. It can then use the rest of the time slot fortitgmsmission. The same time slot
is also reserved for this node’s transmission and can be insalll following frames. This is
only true for transmissions that consist of real-time p&&kd\ transmitter with data can only
transmit in the time slot where it won the access contentidhe first mini slot does not lead to
a winner, the contention continues in the next mini slot. mioale wins contention in one of the
mini slotsexcepthe first one, it can only start its transmission in the neatrfe. The contention
is performed in the same way as the DCF with RTS and CTS message

Although the authors state that due to a growing and cosedsitrg development of GPS,
slotted-channel-based MAC schemes become available astinteresting for mobile ad hoc
networks, it is not a realistic assumptions that all nodesyc& Although the approach is
interesting and very promising a reservation mechanismatarely on globally synchronized
network. A reservation mechanism must function in distéblunetworks where the participants
themselves manage and schedule transmissions; it musiclumistributed. For clarification,
also here nodes must be synchronized in that sense thateis @ee drifting, but time slots are
not defined globally. Thus, the suggestion of this thesisas & distributed time slot reservation
protocol is the best option for QoS-support in DCF-based/ors.
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4.4 Summary

This chapter has described different existing mechanianQfS support and also analyzed
which type of approach is the best one for strict QoS requergs First of all, a QoS mecha-
nism for wireless 802.11-based networks should be implésdein the 802.11 standard itself.
Approaches above (network layer and above) are here nefysagj. A solution on the physical
layer, e.g. link adaptation, can increase the throughputt bannot offer strict QoS guarantees;
the transmission rate is enhanced, but the actual transmigstance is still uncertain as the
medium access is still contention-based. Therefore, th€Né&er must be extended. There are
two basic options to enhance the quality of a transmissiaiguhe DCF: 1. Give the QoS-
requiring transmission higher priority or 2. Allocate rasmes. A priority mechanism is still
contention-based; no transmission instances are guacdhnfehis results in that packet delay
can still be varying and large. A reservation mechanism setlan the nodes ability to reserve,
schedule and co-operate when time slots are reserved. dimeislrawback with this approach is
that inter-node signaling and resource management at eatghare needed. However, the ad-
vantage is overwhelming: a reservation mechanism can siffiet QoS guarantees. If signaling
load can be kept low, it is the most suitable solution. Thug,seggestion for extending DCF
based networks with QoS support is to use a distributed tiot@eservation protocol.
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Chapter 5

Distributed time slot reservations In
802.11-based networks

The previous chapter looked at the different possible swiatthat exist for a general distributed
wireless multi-hop network. The conclusion was that a itisted periodic time slot reservation
protocol is the most suitable one for these networks. Altfioonany such approaches exist, itis
still a challenging research issue, especially in mulfi-hetworks [15, 54], still lacking is e.g.
a full end-to-end aspect of the reservation set up and laokodsility support.

The goal of this chapter is to define requirements for thegtesf a new reservation-based
MAC protocol for 802.11-based networks. To complete thegies an effective way, some
constraints to the general system description is needed.sydtem under studg defined in
Section 5.1. Then, the requirements (or constraints) f@sarvation protocol in this system
under study are described in Section 5.2. These requirsnzatcompared to some of the
already existing mechanisms in Section 5.3, concludindy Wit no existing mechanism can
cover them all.

5.1 System under study

Before discussing the requirements for the reservatiotopob itself, some assumptions for
further narrowing of the system is here presented. Althaaglblution for the whole universe
would be nice, this is hardly possible. Thus, | have chosemotind the system described in
Chapter 3 for my design of the reservation protocol. $istem under studyonsists of nodes

and APs using a set of communication protocols, all desdribeChapter 3. The first basic
assumption is that the DCF is possible to modify; it is fulbasible to extend it with a QoS
mechanism.
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The number of APs and nodes are limited. Further, the arezuisded and it is not possible
to communicate outside the border of it. The APs are not tijreeached by all nodes; some
nodes must communicate over multiple hops. The number of hefween source node and AP
is limited [67]. Further, the communication ends at the AB.ddnsiderations are taken to what
happens with packets after this node. Thus, packet dedw@ne measured after their arrival at
the AP. Further, interference range is assumed not muchrléngn twice the communication
range and the bandwidth is limited; no over-provisioninguailable.

Then, one constraint is included for mobility in the systéviability is modeled with nodes
switching on and off in one location. No nodes move aroundendtill communicating.

The channel is assumed not to suffer from any fading.

Further constraints are for the traffic: The periodic r@akttransmission has no silent peri-
ods. Typically, voice traffic, e.g. Voice-over-IP, consisf talk bursts where the communicating
pair of nodes take turn in transmitting period packets. T$isot considered here — A source
node of a real-time application transmits one packet at padodic interval until the session
is over. As mentioned in Section 3.4, the periods that difiempplication flows use can be
different, but each flow has only one period. Here, this ishierr limited; the periods used are
always from a certain set such that a common divider of albgeris available.

At last, no considerations are taken to other types of tradfiitthough background (or best
effort) traffic is existing in the network, the major goal &es to give real-time traffic sufficient
support.

5.2 Reservation requirements

This section describes some requirements for a distribigeervation mechanism in the sys-
tem under study, as defined above. These include limitedvihdtid interference, mobility,
multi-hop paths, multiple paths crossing in a node, resenvaeject and release and traffic
requirements. They are described in that order in the faigwgubsections.

5.2.1 Limited bandwidth

When two nodes communicate, the CSMA/CA-based access sdioere all nodes in the neigh-
borhood of these two nodes to abstain transmission duriagvtiole communication. Even if
another pair, intending only to communicate with each gthan communicate, they are not
allowed to; the broadcasting nature of the wireless chapredents such simultaneous trans-
missions. Therefore, all extra signaling that is meantiar hodes only, agreeing upon a time
slot reservation will affect all nodes in the direct neighimod, preventing others from trans-
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missions. If the signaling load is high, it might result imgystem throughput. Thus, signaling
load must be kept as low.

5.2.2 Interference

After a successful time slot reservation is set up, the ctime-based medium access is re-
moved; a node transmits directly during a reserved timevglbiout sensing the channel first. If
another node that is in such location that it can cause saveréerence would transmit at any
time during this time slot, there would be a collision. Thgioa for which such interference
can occur around a receiver is called the neighborhood. iGemBigure 5.1 where one reserved
path between source node A and destination node D and argsttefrom source node E to
destination node H exist. Node F could possibly interferthwith paths, when transmitting.
Thus, a suitable spread of reservation information to nad#ee local environment is required.

B—E—0—0D
®

Figure 5.1: Node F must be aware of two reserved chains and &amsmissions during all
reserved time slots.

5.2.3 Mobility

Nodes that are mobile can introduce additional problems fiarservation protocol; a reserved
path can break as any node participating in the chain movesooswitches off. lllustrated
in Figure 5.2 is a case where a path is broken due to a nodentgg#ive network (node C).
If possible, a new node takes over (node E) and forms a new ltheen the source and
destination. Such functionality must be included in thereation protocol.

5.2.4 Multi-hop wireless paths

Different from a single-hop environment, the multi-hop aommication paths involve nodes that
do not actually participate in the data exchange (on appicdevel). The more nodes involved
in a communication path, the more problematic is a succlhssfarvation. Some parts of a chain
might have more communications occurring in the direct Imesghood than others, hence it is
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(a) original (b) new

Figure 5.2: The original path with node C (a), and the pathrwhede C has left and E taken
over (b).

possible that the reservation is only successful at soms abthe path. Thus, the reservation
protocol must consider the whole path at the set-up.
5.2.5 Multiple crossing reservations

When multiple reservations exist, these might cross in @muenor be set up in the direct neigh-
borhood of each other. Thus, the reservation protocol nmgtide a suitable scheduling mech-
anism that enables successful reservations, managed byede locally. Figure 5.3 illustrates

two examples where such functionality is required. In (ap paths cross in a node C, whereas

(a) (b)

Figure 5.3: Reservations (a) crossing and (b) in the neidjdoal.

in (b) the paths are only in the neighborhood, but node F andrBirtterfere with each others
transmissions. This is an especially tricky functionadi/the scheduling mechanism is required
to support transmissions with different periods and pasizss.

5.2.6 Reservation reject and release

If a reservation cannot be set up it must be rejected. Thigdes all cases where a suitable time
slot cannot be found, e.g. at initial set-up and repair okénoreservations. For cases where
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packet losses occur due to overlapping time slots, or urtggénterference, a reservation must
also be released (failure handling).

5.2.7 Traffic requirements

Different applications can have different transmissioarebteristics. For instance, voice and
video might require period reservations with differentdisiot sizes and periods. Another ex-
ample is Voice-over-IP, which uses a CODEC to generate gheriiixed sized packets at the
application level. This packet size and period can vary wifferent CODEC [68, 69]. To not
limit the new protocol to one CODEC, the reservation protetmuld be able to handle differ-
ent sized time slots with several possible periods. Furtimr-reserved traffic must be able to
co-exist with reserved traffic in the distributed network.

5.3 Related work

Several reservation-based extensions to the DCF exists Sdution describes some of these
mechanisms and compare the mechanisms with the requiremestribed in the previous sec-
tion, and most importantly describe why these mechanismsa@renough.

QPART The QoS Protocol for Ad hoc Real-time Traffic (QPART) protosopresented in
[48]. This protocol defines two different possible QoS regmients for an application flow: ei-
ther a minimum throughput or maximum end-to-end packetyd€)#ART is a mix of a priority-
and reservation-based protocol; applications that recgime QoS for their transmissions have
priority over other applications that are not as sensitiveither the delay or throughput and at
the same time, new requests are blocked or some flows arsedldathe required QoS can-
not be met within a node. If a flow must be released, the flowlhatbeen established last is
released first; the longer a flow has been active in the netwlekhigher is its priority.

The tunable parameter within each node is the contentionlowrsize, which is adapted
constantly with the actual load in the network; The requkstelay/throughput is compared
with the actual achieved one.

QPART consists of two components: the QoS scheduler and d&ranager. The QoS
scheduler differentiates between the different flows indenwhere each flow has its own queue
on the network layer. The QoS Manager handles the releaseegudion of flows and also
monitoring the level of congestion. This information is d$e both the QoS manager and the
contention window adaptor in the QoS aware scheduler. Tarexethe flows are controlled on
both network and MAC level, hence a cross-layer designetbpob
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This approach is successful in the sense that it is possilfiest adapt to the traffic of the
network. Yang and Kravets show that they can keep the deldgrua certain level and the
throughput over a level. However, the packet delay is varyinitter could be a problem. The
QPART protocol is not a full reservation protocol in such assethat a periodic time slot is
reserved; it is still contention-based and it fulfills mos$ttioe requirements described in the
previous section. The only one missing is maintenance dédmrgpaths. But, since it cannot
guarantee a strict packet delay, this approach is not $eiitegve.

MACA/PR In[70], Gerla and Lin describe a periodical packet reséwaaiechnique, Multiple
Access Collision Avoidance with Piggyback Reservation&(@A/PR). This is an asynchronous
network solution based on DCF.

MACA/PR is equipped with a bandwidth reservation technignd a QoS routing protocol.
The QoS routing algorithm is responsible of finding the mgatnoum existing and available
path it can before a periodic reservation for packet tragsioms is performed. More detailed
information about the QoS routing algorithm can be foundrio]] After the route is found, the
first packet in a stream initiates the reservation of a trassion window for following packets
with a predefined global period. The reservation is set upgusie RTS/CTS exchange. Before
transmission of the first packet, or rather the RTS packetstiurce node checks in a reservation
table for a free periodic slot. In the first available one niitates the RTS/CTS exchange; it
starts listening to the channel. If the channel is idle,ahgmits its RTS to the receiver. The
receiver answers with a CTS, which, when reaching the scwwde, completes the reservation
phase. The source node will from now on use the same slotlfits &lansmissions, until it has
no more to send. If the receiving node is an intermediate naftier it has received the packet,
it performs the same steps to reserve a periodic time slditeasaurce node did.

To inform surrounding nodes about the reservation, all gatkets and acknowledgment
carry reservation information in their headers. Using thisrmation, nodes that overhear the
transmissions make entries in their respective reservadlies. Whenever a new node enters the
network, it listens to the channel for a whole period to hdlaoragoing transmissions. Further,
to make completely sure that the new node will not interferh &n ongoing, reserved real-
time transmission, all reservation tables in the systemg@arhanged, initiated by the new node.
MACA/PR as a MAC protocol sets up a real-time connection agr a single hop. Each hop
must be reserved separately.

Gerla and Lin first compare their scheme with a totally asymoebus network, where not
unexpectedly MACA/PR performs very well ( throughput andbglds compared). Then the
scheme is compared with a totally synchronized TDM netwearkere MACA/PR is outper-
formed. However, the conclusion is that MACA/PR has a gooerall performance and is a
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good, cost effective compromise between the two above oradi single-hop networks.

Compared to the constraints in Section 5.2, MACA/PR is nob@dgalternative. The first
constraints of limited bandwidth is not considered; thehaxge of reservation tables demands
high signaling load. Mobility and reservation repair is nonsidered. The traffic requirements,
different periods and time slots, is not fulfilled. Also, fitwv reservation is done on a single-hop
basis and a packet is not guaranteed a reservation at albletpeen the source and destination.

Blackburst Blackburst [71, 72] is a technique by Sobrinho and Krishmaér which mini-
mizes and bounds delay of real time traffic. First of all, befébrt traffic is still transmitted
using the DCF. A real-time station that wants to transmitstiégs access procedure by first jam-
ming the channel with a energy burst, so called Blackbur$te [Ength of the jamming burst
is determined by the time that the station has waited foratssmission. After transmission of
the Blackburst, the station listens to the medium to seenifesother station is sending a longer
Blackburst. This implies that this station has waited lorged therefore that it transmits first.
Whenever a packet is transmitted, the node schedules timnission for the next packet. This
is done using a predefined period, which is the same for akbsiand all packets.

Their investigation shows that the transmission of Blackbbefore transmitting is an ef-
ficient way of allocating the network periodically. Howeyérproduces a lot of unnecessary
signaling overhead. In [72], a method for increasing theciefficy and decreasing overhead
of the Blackburst algorithm is described. A node that won Bteckburst contention and is
transmitting include an invitation for the node that hastadiongest after the transmitting one.
Therefore, stations only transmit a Blackburst for thestfiyacket. Then they use, as described
above, the same fixed interval for all packet transmissi®hgs works well when only real-time
traffic is present. But, if a node leaves an empty “time slaises in the transmission order. If
a data transmission with normal DCF occurs in this time dlw, scheme no longer works as
all following transmissions must be moved forward in timéheTauthors have investigated the
behavior of the Blackburst mechanism under the assumgitairatl stations hear each other.

Using the enhancement, the constraint of limited bandwghifilled, as long as the scheme
works and no node leaves the network. Missing is the intenfee aspect; they have assumed
that all nodes hear each other, hence the black burst prea#isions. This restriction is not
acceptable. Further, no special considerations is doneli>-hop paths, the traffic requirements
or path repair. In the basic black burst mechanism, eachepaéla flow contend for access with
transmissions of black burst. This means that the delay eavelby varying and high. This
mechanism, and other similar ones, is not the optimum one.
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DBRP, DBASE Papers [73, 74] describe MAC protocols Distributed Bandiwigeservation
Protocol (DBRP) and Distributed Bandwidth Allocation/8hg/Extension Protocol (DBASE),
that use broadcast messages, so called Reservation Ftarakbacate resources. The first voice
station that enters the network gets the responsibilityroaticasting these RFs. Each station
keeps a reservation table with information about ongoisgmeed transmissions. A voice station
that wants to transmit, first listens to the channel duringeagfined time period. If this new
station hears a RF, it knows that there are other activetiraalnodes in the network. It must
then wait and listen until the periodic cycle is over (untixh RF) in order not to disturb any
ongoing reserved transmissions. It also listens to heheiktis an empty slot. If so, and if it has
something to transmit, it starts an access procedure tithé slot using traditional DCF-based
back off (in case other nodes wants this time slot as wel )RIS/CTS, where the RTS/CTS set
up the reservation between the transmitter and the interatmiver. An allocated time slot that
is unused for a certain time period is considered vacant #mt®can use it for transmissions.
Best effort data is transmitted via IEEE 802.11 DCF.

With this scheme a node reserves periodic time slots, iresérves for its whole flow. But,
the reservation is on a hop-per-hop basis, no considesatiomtaken for the whole path. The
most obvious problem is how to handle the broadcasting ofiREdarger multi-hop network;
it is difficult to assign which stations should forward the. Rpossible at all, the overhead is
large and also, there will be some time synchronization Iprab- a node cannot receive an RF
and forward it simultaneously. The traffic constraints ict®m 5.2 is not fulfilled as only one
period exist. Neither is repair of broken paths (mobilitgnhbe this approach is not the best one
in distributed wireless multi-hop networks.

DRRP In [75], the authors describe the Distributed ReservatieqguRst Protocol (DRRP).
This protocol uses the basic mechanism of IEEE 802.11e hiltsiuenhances the performance
for QoS-demanding traffic with a reservation of future resea (IEEE 802.11e standardized
transmission opportunity (TXOP)). The authors piggy-lsattie request for a periodic reserva-
tion on a data packet as it is transmitted. They include im&dion as to when the next instance
is and how it repeats periodically. Further, the resermatiequest includes a priority. This
priority is used when two transmissions ask to reserve theedime slot. The one with the
highest priority wins. Surrounding nodes retrieves infation regarding the transmission from
the overheard data packet. They also include informaticackmowledgments for some nodes
that cannot overhear the transmitted data packet.

This protocol does not reserve end-to-end and there is rairnggechanism if a reservation
is broken (mobility caused). The protocol do not considartgmtion in a wider range than
the direct communication neighborhood. However, the vegiem information is handled in
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the optimum way — signaling overhead is minimized with thggpiback technique. Thus, the
DRRP protocol is not the optimum one.

The above described protocol all lack some, or several ofdéfjgirements. Thus these are
not satisfying approaches for the system considered hdsm dther mechanisms [76, 77, 78,
79, 80, 81] that are not discussed more in detail la#iriack some of the requirements described
in the previous section. Thus, a new protocol is needed, whildills all the requirements and
constraints in Section 5.2. This protocol is described @nfttlowing section.

5.4 Summary

This chapter has presented the requirements for a distdbwgservation protocol in 802.11-
based networks. These requirements were compared with s@thénown existing DCF-
integrated reservation mechanisms. To minimize the piityathat a path might not be fully
reserved a reservation should be perforraad-to-endbefore transmission of data begins. Ex-
isting mechanisms however, tend to reserve each hop selyaranost common here is to use
the RTS/CTS exchange. Further, the reservation shoulddferped for thewhole flow which
minimizes the signaling load and guarantees a non-varyiiadjtg during the whole application
transmission. Some existing approaches tend to reseraasission instance for an upcoming
packet as one packet is transmitted.

Reservation information should be spread with minimumaligg load; using a piggy back-
ing technique is one successful method. Some approachdsassefficient (signaling load)
methods such as a complete exchange of a reservation tablnemissions of energy burst
that indicate which node should transmit. Further, a wideige than the direct neighborhood
is needed, at least as an extension or additional featuns.ig hot approached by any related
reservation protocol.

What is largely missing is some support of mobility. In theteyn under study, mobility is
modeled with node switching on/off, resulting in that reser paths can break. For best user
satisfaction, a broken reservation shouldrégaired hence a user must not do anything to re-
initiate the communication. Alsdailure handlingsuch as overlapping time slots are lacking.
Most protocols assume a network where every node can heaodzer.

The reservation protocol should be able to support differeservation requirements, i.e.
different periodsandtime slots The existing periodic reservation protocols do only hame o
pre-defined period and time slot size.

The rest of this thesis presents the new reservation-baged potocol that takes all the
above mentioned aspects into account. This QoS enablinggmids calledDistributed end-to-
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end Allocations of time slots for REal-time trafflRARE) [82, 83, 84, 85, 86].
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Chapter 6

DARE Basic functionality

This chapter describes first of all the concept of the new DAREocol with a qualitative proto-
col description in Section 6.1. Then, the basic functidpailf the DARE protocol is presented.
This includes such functionality that one periodic timet skservation can be set up over a
multi-hop path, and that the reserved periodic transmisséwe successful. First, all nodes need
a reservation table, which is described in Section 6.2. ThHenset-up messages are defined
and the mechanism itself is described in Section 6.3. Furtteeles surrounding the reserved
chain must avoid transmission during the reserved times.sldhe basic protection of the re-
served chain is described in Section 6.4. After the resiervas set-up a periodic transmission
schedule is generated. This transmission flow is describ&e¢tion 6.5. Nodes involved in the
reservation can also participate in non-reserved trarséomis, i.e. non-real-time, or background
traffic. These transmissions follow the DCF medium acceksrse. For the different traffic
types to co-exist, some modifications to the DCF are needeelsélare described in Section 6.6.
Then, the difference in signaling load for the DARE and DC#dscribed in Section 6.7. At the
end, a simple simulative comparison of DARE and DCF for omd-timme transmission flow is
described in Section 6.8.

6.1 Concept of DARE — qualitative description

The DARE protocol is a totally distributed access prototiddes schedule time slots based on
locally collected information. For this, each node haveckfowhich are non-drifting and are
able to reserve periodic time slots for the real-time flowstime slot is defined in Chapter 3
as the length of time a node needs for either transmittingeceiving a packet. In case of
multi-hop communication, each node of the path will resd¢ive slots for one real-time flow.
Any relaying node therefore reserves minimum one time slotdceiving and one time slot for

a7



CHAPTER 6. DARE BASIC FUNCTIONALITY

transmitting, both with same size. The slot allocationlissirated with an example where three
nodes are part of a multi-hop chain with a reservation fokeatransmission every period.
Figure 6.1 shows allocated slots for sendingnd receiving: at nodes: — 1, n andn + 1. For
simplicity, a reference point 0 when node- 1 transmits to node is set.

-l [s] [s ] ,
n rls rls R
n+1 rls rls .

ks D i pizs time

Figure 6.1: Reserved slots without shift.

Relay nodes, or hosts in the direct neighborhood of a redgrath that are not participating,
abstain from transmission during the time slots where tloeyccinterfere if transmitting. This
is, in contrast to wired networks, necessary as they couldecaevere damage even if they do
not intend to communicate with any node part of the reserath. p

Further, all relay nodes are able to reserve time slots faraéflows. In case of conflicting
reservations, a relay node can shift its own transmissioansider again the example given
above and assume further that nadeas other obligations part of another flow, see Figure 6.2.
The packet from node — 1 arrives at a) and a direct transmission would overlap wighetheady

Figure 6.2: Shift at node.

existing reservation (grey). Nodeshifts the transmission until after the already reservex ti
slot. As a result, all packets for this flow are delayed wsitlift.

Typically, protection in the direct receiver neighborhdsdhot sufficient [87]. Thus, all
nodes are able to support minimum up to a two hop protectibmpagticipating nodes reserve
time slots for receive or transmit at other nodes part of #meeschain, when necessary. Similar,
all non-participating nodes that are in the neighborho@disiormed about possible slots they
must abstain two hops back in the reserved path.

When a communication is finished, all nodes released th&grvations for the real-time flow
which is no longer in use. If a relay node leaves the networkthis results in a broken path,
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all reservations no longer in use on this path are also reteas new reservation is established
along the new path. To detect if a path is broken, all transions of reserved data packets must
be acknowledged.

Since bandwidth is limited, the reservation protocol stdaé simple with as low signaling
overhead as possible; the reservation signaling is as magossible integrated in the DCF
standard.

6.2 Reservation table

Each node has a reservation table where it keeps all itsea@served time slots for transmis-
sions and receptions. This is used to schedule the diffeemstrved time slots such that the
correct action is taken during them, e.g. the correct paisktainsmitted during the time slot

reserved for the flow it belongs to. A reservation entry caofttbree different types: Transmit-

ting, receiving and avoiding. During a transmit slot, a ngd@smits a packet. During a receive
slot, a node receives a packet. During an avoid slot, a nosi&iab from transmissions so a
nearby reservation is not disturbed.

Each reservation entry can have two different statusjminary andfixed When a request
is initiated within a node it makes an entry with preliminatatus. When the request has been
accepted throughout the whole path and a node can acknavtbdgthe reservation is ok, it
changes the entry to fixed status.

The preliminary status does not give any strict guarantées reserved transmission in-
stance, it is used if a node receives a second request befaas fixed the first one. The node
then considers the preliminary entry with higher priorigurther information kept in the reser-
vation table are: Time slot length, period, receiving aadsmitting nodes’ MAC addresses (due
to that a node can overhear several nodes that are paitigjgatthe reservation), and source
and destination addresses.

6.3 Reservation set-up

DARE protocol sets up a periodic time slot reservation enditd before the transmission of
data begins. In a sense, the RTS/CTS exchange of DCF is extéadtover the whole multi-
hop path. This section describes the set-up of the perigdie $lot reservation. Section 6.3.1
describes the set-up messages followed by Section 6.3i&)whscribes the set-up function.
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6.3.1 Set-up messages

Before explaining how the set-up works in detail, the semgssages are introduced. These
messages are:

Request-To-Reserve (RTR): Generated by source to initiate the reservation set-up.
Clear-To-Reserve (CTR) : Generated by final destination to confirm the reservatignest.

Update-Transmit-Reservation (UTR) : Generated by any node upon receiving an RTR with a
conflicting reservation request which the node itself cachange. This is sent to a node
that must make adjustments to a preliminary reserved tiote sl

Figure 6.3 shows the frame structure of the RTR. The UTR arid kdve the same structure
(but in the UTR, the fields have different purposes explaiager on in this section). The RTR

Flag Frame Duration| D | T2| T1| Len | Per| Rec | Tra | Dest | Src |FCS
Control
8 8 16 8 8 8 8 8 48 48 32 32 32

Figure 6.3: DARE RTR message format. Field sizes in bits.

is extended from the RTS and some fields are re-used in DARE&SeTare the ones needed for
control information and are shown as white fields (describeSection 2.1.3). The additional
information fields needed for the reservation set-up aressho grey and contain the following
information (from right):

Src Source node address of the application flow.

Dest Destination node address of the application flow.

Per Period of the reservation.

Len Length of the requested periodic reservation time slot.

T1 Relative time stamp for slots reserved at the nodes tratisgithe RTR.

T2 Relative time stamp for slot reserved at node precedingdide transmitting the RTR.
D Delay introduced due to DCF.

Flag Indicator of which type of message it is. Value range: 0 to 6.
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The Src and Dest address fields have several purposes. First of all, theyegpared to find
the next hop of the path. Different from the RTS/CTS exchanigpCF, where the exchange
occurs single-hop wise, the RTR is forwarded all the way &ofihal destination. Further, these
fields are needed for all nodes patrticipating in the resienvab identify to which flow a certain
reserved time slot belongs. TRer andLen information fields contain the numerical values of
the time slot and the period for the requested time sSldt.and T2 contain information about
slots reserved at preceding nodes of the chain. These adedhé&mr two-hop protection issues.
When a node receives an RTR, it uses T1 to identify the timerskerved for reception at
the node one hop back. Similar, it uses T2 for the time slatriesl for reception two hops
back. This is more described in Section 6.4. Théeld contains the extra delay that the DCF
introduces at the transmission of the RTR, CTR and UTR, setdBe6.3.2. The-lag field

is used to identify which type of packet is it. It has sepasatieies for the RTR{lag = 2),
CTR (Flag = 3) and UTR (Flag range 4-6), and is also included in the datigiado separate
real-time F'lag = 1) from non-real-time Flag = 0) traffic.

The CTR has the same information fields as the RTR and is ntitefuexplained here.
Compared to the CTS of the DCF, which carries less informati@n the RTS, here all fields
are needed in both the RTR and the CTR. The source and dastiraldresses are needed to
identify to which reservation the CTR belongs, and to findrteet hop of the path. All time slot
information fields are also required as a time slot might rdnanged from the initial requested
values, see Chapter 10. Also, this information is used bysayerhearing the CTR (or the
RTR) to abstain transmission during the reserved instances

The UTR also contains the same information fields as the RTR/®ut some have a dif-
ferent purpose. The UTR is used at a node that cannot acceptevation for a receive slot;
it transmits this message back in the chain to the node that alter its transmission slot so
no conflicting time slots are reserve8rc andDestare the same. The time information fields
T1 andT2 contains new suggested transmission slots for the recefitke UTR. TheFlag can
have three different values, depending on which node that make alterations to its reserva-
tion. This is described in more detail in Section 10.7.

6.3.2 Set-up mechanism

The RTR/CTR end-to-end exchange implies that no hop isveddsefore the whole path has
agreed to the reservation requirements. This is differemthfthe DCF, where the RTS/CTS
exchange only “reserves” a transmission instance per hep.Wihis is illustrated in Figure 6.4,
which shows the set-up of DCF (left) and DARE (right).

The reservation set-up starts as the source node recewdsdsthreal-time data packet of
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SRC INT DEST SRC INT DEST
RTS 1 RTR
CTS t [period, time slot] RTR
period
RT-DATA l 1 CR
ACK CTR [period, time slot]
RTS )
4 RT-DATA RT-DATA
< IACK eACK
RT-DATA 1 RT-DATA RT-DATA
Ak IACK eACK
time ¥ time v
(a) DCF (b) DARE

Figure 6.4: Basic set-up concept for DCF (left) and DARE with periodic time slots shown
on the time axis (right).

a flow at the MAC layer. The source node generates an RTR agndifdl fields with the pa-
rameters described in Section 6.3.1. The flag has the valoe @fRTR. All parameters are
known to the MAC layer such as the final destination addresst mop MAC address and re-
quested period and time slot length. The source node checks duitable transmission time
slot, which is not conflicting with other entries in its region table and transmits the RTR
accordingly. This RTR is transmitted using the DCF. Thenefdlirectly before the transmis-
sion, the additional delay introduced by carrier sensinigdfuded in the packet so next node
knows the actual transmission instance for the upcoming patkets (th® field of the RTR
packet). If the receiving node can fulfill the reservatioguest, it makes an entry for a receive
slot in its reservation table with preliminary status (seet®n 6.2). If it is non-conflicting with
another reserved time slot, it forwards the RTR. If it is cigtifig, the transmission of the RTR
follows the same procedure as at the source node; the nodeanadher suitable transmission
instance and delays the transmission of the RTR. This isritbescmore in Section 10.7. This
forwarding is comparable to the transmission of the CTS@RMmS/CTS exchange of DCF; the
node forwards the RTR after waiting SIFS. Thus, the RTR igatlly forwarded and has higher
priority that any other non-reserved transmission (aftemoel is sensed idle, a node must wait
DIFS, which is longer than SIFS).

When a node hears the next node of the chain forwarding the RI&®vn RTR transmission
is acknowledged. If a transmission of an RTR is unsuccessfid retransmitted according to
the retransmission procedure of the DCF: If an RTR is not eskedged after a certain time,
the transmission is considered unsuccessful and retréedgmi
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If all nodes of the chain can fulfill the requested reservatibe RTR reaches the final des-
tination and all nodes have a preliminary entry in their resgon tables. The final destination
generates a CTR, which has the Flag value 3. This messageviartted via the same interme-
diate nodes back to the source. The routes between souraeatigation must be symmetric,
i.e. the routing protocol must provide such symmetric reutBo assure this, mechanisms like
symmetric route pinning [88] can be used. However, this issane for the routing protocol,
the DARE protocol assumes that this is provided. The arofiéhe CTR at each node changes
the status of the reservation table entnfik@d Also the CTR is transmitted using DCF. The
RTR/CTR exchange leads to reserved receive and transistadalescribed in Figure 6.5.

Source A B Dest

RT-DATA
—>

Reservation Setup

(\
A RT-DATA } Receive slot

of Node A
__\

\
T Transmit slot R .
T-DATA Receive slot
of Node A { of Node B

\

\
Transmit slot
of Node B { RT-DATA

\

RT-DATA Receive slot
of Node A

Figure 6.5: The end-to-end RTR message generates pretymieserved receive and transmit
slots.

If a node cannot fulfill the request, the RTR is not forwardddhis means that preceding
nodes will not receive a CTR and the reservation status wilen be fixed. Although the pre-
liminary status does not mean that a time slot is fully reseyut can affect other reservation
requests. Therefore, the reservation must be releasadgatit function is used. When a node
sends the RTR to the next node in the chain, it starts an RT&.tiflno CTR is received before
this times out, the reservation is released. The corree tint value for the RTR is challenging
as any RTR is transmitted with the DCF and it is difficult togioe the number of hops of a
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path. This is a parameter that can be changed accordingffio tequirements (network plan-
ning). Another option would be to dynamically adopt the tio# value according to the result
of the transmission. The value can also be determined &iéetirhe it takes for the RTR to be
acknowledged. Assume that a node overhears the next nodartbing after time. If ¢ is large,
this would indicate that the medium is rather congested dondger time out value is needed.
In this thesis, this value is set to 12 periods, assumingsgdathot much longer than 6 hops and
that no node must wait longer than 1 period for its transiorssi

The full set-up mechanism with scheduling of several resteons is described and illus-
trated with state diagrams in Section 10.7.

6.4 Basic reservation protection

After a reservation is set up, it must be protected from ottoeles in the neighborhood, whose
transmissions could interfere and cause collision-baselgt losses. There are two basic meth-
ods how this can be done: Explicitly inform nodes with a safgareservation information mes-
sage or use existing messages that are anyhow transmitlqagayy back the information (im-
plicit information). To explicitly inform nodes e.g. witmaexchange of reservation tables or
reservation information is difficult. A node must know wherenters into an area where it
needs to be re-informed and initiate this information exgjga Another drawback is the high
signaling load that the separate medium access with DCFesdasthe transmissions of these
messages. An implicit reservation information dissenimatequires no additional medium ac-
cess as the messages used are anyhow transmitted. Sinoéeallare equipped with basic DCF
functionality, they always listens to the channel and camenge information from messages they
can decode. Therefore, the DARE protocol uses piggy badkindissemination of reservation
information.

The RTR, CTR and UTR all have reservation information in theiaders, used for set-
up of a reservation. This information can easily be used bysthrrounding nodes that overhear
these messages and anyhow decode them, to retrieve stffié@mation. Unfortunately, these
messages are only transmitted once for each flow; if a noéesafie area of the reservation after
itis set-up, it must retrieve information elsewhere. Thanes other packets used in the reserved
flow must piggy-back reservation information as well. Anigimg choice here is the real-time
packets, which can distribute reservation informationqatically, thus all real-time data packets
carry reservation information in their headers. Also, goliek acknowledgment used at the last
hop keeps reservation information ( see Chapter 7). Thenrdton in the data packets is shown
in Section 6.5.

As stated in the requirements and constraints in Chaptéeke tis a need in a CSMA/CA-
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based network to spread information to a wider extent thahendirect neighborhood of two
communicating nodes. In [89] it is shown that spreading #srvation in two hops around a
receiver is sufficient protection. Two hop protection ishWRARE divided into two parts: 1.
Within the reserved chain and 2. To nodes surrounding a clkainsider Figure 6.6. Protection
part 1 is illustrated with node F, which is within the comnuation range of the reservation
(circle around node C) and avoids reserved slots up to twe hoy (all nodes participating in
the flow also avoid up to two hops away). Protection part dustitated with node G, which has
no information but is two hops away from the reservation amddinterfere.

(B —{B8)—(0)—D)

®
©

Figure 6.6: Two cases of protection: Node F avoids time siptso two nodes away. Node
G is two hops away from the reservation and could interfetedogs not overhear reserved
transmissions.

The second protection is an optional feature of DARE and rdeseribed in Chapter 8. Two
hops within a chain is straight forward to implement. All fi@pating nodes are receivers of
set-up messages and data packets, which can easily be usgekénl information about time
slots reserved at nodes two-hops away. As described indBe6iB.1, the set up messages
contain two parametersl andT2. T1 is the relative starting point of the receive slot at the
node transmitting the RTR. This means, that any node thahewes or receives the RTR can
distinguish not only its own receive (avoid) slot, but alse bne reserved at the node transmitting
the RTR. This value is sufficient information as both the tista length and period is given in
Len and Per fields and have not changed. Similar is true fof 2feeld, with the difference that
any receiving (overhearing) node can distinguish the vecgot that the node preceding the one
actually transmitting has reserved. Possibly three piefiny reserved time slots entries in the
reservation table can be an result when an intermediate necéé/es and RTR.
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When forwarding an RTR, any node enters the information flloereservation table in the
T1 and T2 fields. This guarantees that all nodes abstainvexséime slots at nodes up to two
hops back in the reserved chain. Also, nodes that are natipattng in the reservation but are
in the direct neighborhood avoid all slots. The reservatiarst also be protected in the other
direction. This is enabled by letting nodes learn from oearing the next node in the chain
forward the RTR and/or using the information in the CTR.

6.5 Transmission flow

After the source node has received the CTR, it starts thermasion of real-time data packets
in the next upcoming reserved time slot. The data packetsaremitted directly in the reserved
slot, with no contention-based medium access. This resultsat the end-to-end delay of all
packets belonging to one flow is the same; all variationsdhatbe critical for real-time traffic is
removed. Consider again Figure 6.4(b), which illustratestansmission flow of a two hop path.
The reserved transmission instances are shown on the tadeetecthe left. As can be seen, the
source waits for the next reserved time slot after it hasivedghe CTR. The acknowledgments
shown in the figure (IACK and eACK) are described in Chapter 7.

DARE data packets that are lost are not retransmitted; gboslet is typically less severe
for the reception quality of a real-time application tharetagied one is. Also, another rationale
behind this is that collisions are rare because the resemvaiformation spreads to possibly
interfering nodes “quickly enough” (see Section 6.4).

The data packet is shown in Figure 6.7. Many of the infornmefields are identical to those

Flag (F:r:r?:ril Duration| D | T2| T1| Len | Per | Adr1}Adr2| Adr3|Seq |Adr4 |Dest | Src |Data | FCS
8 8 16 8 8 8 8 8 48 48 48 16 48 32 32 32

Figure 6.7: DARE data packet format. Field sizes in bits.

of the RTR, CTR and UTR with one exception: the D field is not & since no additional
DCF caused delay exist for reserved real-time data packesinissions. The white fields of the
DARE real-time data packets are identical to those of a D@fsinitted data packet, which are
described in Section 2.1.3. The Flag has the value 1.

6.6 Modification to DCF for non-reserved traffic

Nodes participating in real-time reservations can alseivecand transmit non-real-time traffic.
Figure 6.8 describes a non-real-time traffic transmisssingithe DCF functionality in between
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two reserved packet transmissions. The intermediate nad know how to separate and han-
dle non-real-time traffic. Therefore, the structure of the DMAC frames must be slightly

Source Intermediate Destination
RTR .
(duration, periodicity) -
RTR R
) CTR
) CTR
Real-time data _
A Real-time data
o I T e
'S
'-g RTS R
= CTS \
g :
Data R '\
ACK
Y _ti
Real-time data R -~ Another transmission
Real-time data

Figure 6.8: Non-real-time traffic transmission in betweekRE reserved packet transmissions.

altered for non-real-time traffic, to achieve a similar agp@ce and common understanding be-
tween all nodes. All nodes must be able to separate betwedadifterent data frames that occur
in the system.

First of all, the DARE non-real-time data frame is extendeufits normal DCF appearance
with the Flag field from the real-time data packet. This flagdsto O for non-real-time packets.
With this flag, any node can distinguish which type of mesdhgeit has received/overheard. If
the flag is O it knows that the MAC frame is a DCF type and can reaslthat. If the flag is set
to 1, the node knows that the MAC frame is DARE real-time typd aan read it and separate
all the different fields accordingly. Hereby, the DCF franam &eep its original format (accept
for the Flag field) and signaling overhead is kept low.

Additionally, the acknowledgment of a DCF transmitted dpseket must have this Flag
field as well. This is because the last hop of a reserved patbalgime packet is acknowl-
edged explicitly, and these acknowledgments contain vasen information as the real-time
data packet. Further, DARE offers an optional feature, eheservation information is spread
even further around the reserved chain, described in Ch8ptelere the RTS/CTS exchange
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preceding a transmission of a non-real-time packet can e fos dissemination of reservation
information. If this feature is requested, the RTS and CTf@dl mon-real-time packet transmis-
sions are modified to keep the same reservation informatidheareal-time data packet shown
in Section 6.5.

6.7 Signaling overhead

This section compares the signaling load with DARE and DO#e DARE reservation set
up introduces some additional signaling compared with DEpacket transmitted using the
RTS/CTS exchange, has lower signaling load than the RTR/&iRange. The overhead per
set-up is:

hops - (size(RTR) — size(RTS)) + hops - (size(CTR) — size(CTR))

The RTR is 232 bits large and the RTS is 160 bits, resulting diiffarence in size of 72 bits.
The difference between the CTR and the CTS is larger as thei€didy 112 bits — 120 bits.
This results in a signaling overhead of 192 bits for each Hothhve path. If the UTR is used
for re-scheduling of some time slots, the signaling ovedhisamuch larger; a corresponding
message type is not used at all in the DCF. Each UTR resultdrimmum 232 extra bits plus
the DCF transmission overhead. When the reservation isggetach real-time data packet
contains an additional 112 bits of information in the headfer a 1 Mbps channel, this results
in approximately 0.1 ms of extra transmission time per hop.

However, when more than one packet is transmitted in a #@aehdata packet transmit-
ted with DCF is typically preceded by an RTS/CTS exchangeetarh hop, which results in
minimum 160 bits of signaling overhead for every packet carag with DARE. Additionally,
the contention-based access results in a much larger sigr@alerhead than that of the DARE
protocol. Also, if the RTS/CTS exchange is not used, typrdalr small packets, the DIFS and
SIFS (and probably some back off) alone are typically latban the signaling introduced by
each data packet, at each hop by DARE.

6.8 Basic features — Simulation study

This section describes a simple simulative investigatishere DARE is compared with the
DCF for one chain with some background traffic. The goal iséban idea of how the basic
functionality compares to DCF and if the approach is at adfuls If DARE cannot even sup-
port one real-time transmission better than DCF, it will heta good option in larger dynamic
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network where real-time load is high.

6.8.1 Simulation model

The simulator used is NS-2, shortly described in Appendix Mdhe manual [90], which also
defines all other physical parameters not mentioned here.

One three-hop real-time transmission path to an AP, redeoyeDARE, exists. The5,
matches a transmission of a 512 bytes packet using the katsicate with 1 Mbps. This results
in approximately 4.8 ms transmission time on the channe& Jdcket transmission is periodic
with period 100 ms. No other traffic is going through the stagi involved in this transmis-
sion. The reservation neither breaks nor is it releasedth&ryrsome non-real-time nodes exist
transmitting packets also with 512 bytes size, with an egptally distributed inter-arrival time
directly to the AP. Parameters for the distribution (i.eterparameter) is chosen according to
NS-2 default values and can be found in the manual. In modahd up to eight non-real-time
stationary stations, and in model 2, one non-real-timéostdhat moves in from a long distance
at a speed of 2.5 m/s to the area with the reserved real-tamertrission (Figure 6.9). For model

X
X
X X
X
A—>B—>C—AP X

v

X
X X A—B—C —AP

Figure 6.9: One three hop path from source A to the AP. In a)@advith up to eight non-real-
time stations (NRT) and in b) Model 2 with one non-real-tintegion, that moves in on reserved
transmission with a speed of 2.5 m/s.

1, each non-real-time station has a load of 100 kbps. For hidiee load of the non-real-time
stations is varied, 100 kbps—800 kbps.

Each parameter combination is simulated 5 times, each tim&d00 seconds simulated
time. The comparison case is DCF with RTS/CTS exchange. A@DRMed as a routing proto-
col.

6.8.2 Simulation results

The DARE and DCF are compared with throughput, end-to-emttgiadelay and packet loss
rates, described in Section 3.6. Also, the performancdtgsesiinon-reserved traffic is shown.
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The throughput results in Figure 6.10 and Figure 6.11 shavARE offers the same real-
time throughput, irrespective of the non-real-time trdffid. DCF achieves for real-time traffic
under high loads in model 1 only one tenth of the DARE throwghpor the highest non-real-
time load case, the system in model 1 is saturated. For modkeE2/alue is better. The high
load case of model 2 is not saturated as only one node perfmedaim access according to the
DCF.
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Figure 6.10: Throughput per node for real-time and noriead traffic, model 1.

For non-real-time traffic, DARE provides, at a larger numtifarodes, a reduced throughput
compared to standard DCF. There is a trade-off for the nahtime traffic with reservation
mechanisms for real-time traffic.

But more important for real-time traffic are the delay resukigure 6.12 shows histograms
of packet delays for both DCF and DARE from model 1 (for 5 neaHtime stations). The
distribution of these packet delays is considerably nagrowconstant 0.0145 seconds (three
hops, each approximately 0.0048 seconds transmission ttn®ARE than DCF, hence less
jitter, which better supports real-time transmissions.

The average real-time delay for real-time packets is showFigure 6.13 and Figure 6.14.
The average real-time packet delay is constant for DARE th bmodels, 0.0145 seconds. The
average real-time delay for DCF is larger. In model 1, for 8-neal-time stations, the average
real-time delay is 1000 times larger than with DARE, 1.6%0sels. For model 2 and 800 kbps
non-real-time load, the average real-time delay for DCRiisirhes larger. The difference be-
tween these two models is the number of access proceduries, wimodel 1 introduces a larger
packet delay. This is also described earlier for the thrpughesults.
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Figure 6.11: Throughput per node for real-time and norieaé traffic, model 2.
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Figure 6.12: Real-time packet time delay distribution fardal 1, 5 non-real-time stations in a)
DARE and b) DCF(note the different scale of the x and y axis).
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Figure 6.13: Average real-time packet time delay vs. naitime station load in model 1.
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Figure 6.14: Average real-time packet time delay vs. nurobaon-real-time stations in model
2.
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The delay results have to be considered together with thkepdass rates, as one main
claim was that oblivious nodes can be informed efficientlpwbexisting reservations. The
packet loss rates for model 1 in Figure 6.15 show that thetimal packet loss rate using the
DARE is indeed 0% for all numbers of non-real-time statiohss higher for DCF, which has
more collisions and MAC time-outs that generate packeelmsBor the 8 non-real-time station
scenario, the real-time packet loss rate for the DCF is aqupiattely 11%.

12

10+ ;A
DCF real-time

DCF non-real-time

Packet loss rate [%)]
(o))

DARE non-real-time

DARE real-time

0 1 2 3 4 5 6 7 8
Number of non-real time stations

o

Figure 6.15: MAC packet loss rate vs. number of non-reagtirndes in model 1.

For model 2, the packet loss rate can be seen in Figure 6.5pddket loss rate for DARE
is 0% for both non-real-time and real-time transmissior®.the DCF, this rate is for real-time
traffic up to 2%. This figure shows the loss rates after the neaitime station has overheard
a real-time packet and set its timer for avoiding the redemwa Before this happens, some
real-time packet losses occur, which is up to 1.5% for theimas non-real-time load.

6.9 Summary

This chapter has described the basic functionality of th&kBAorotocol, which enables a peri-
odic time slot reservation to be set up over a multi-hop pafing end-to-end set-up messages
RTR/CTR, the source requests a reservation using the RTRraddes up to the destination.
The reservation is confirmed with the CTR, traveling the sarag back to the source. Further,
surrounding nodes that are not participating in the resiervéearn about it by overhearing the
DATA or ACK packets. The signaling overhead is low, in face tACF using the RTS/CTS
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Figure 6.16: MAC packet loss rate vs. non-real-time loadriodel 2.

handshake has higher signaling load than the DARE protamobdich real-time data packet.
A simulation-based study of one real-time flow shows thatDB&RE protocol serves its pur-
pose: The end-to-end delay is low and stable and the realttinoughput is higher than that of
DCF. This study has shown that the basic functions of the DARMocol is a good foundation
for a reservation-based QoS-enabling approach. In thewoily chapters, the more advanced
functions of the DARE protocol are described.
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Chapter 7

Reservation maintenance

When a session between source and destination is finisteetksbrved time slots are no longer
in use. Clearly, such unused allocated bandwidth shoulekeleased for other active sessions
and transmissions. Hence, any reservation must be ackdgedeby all involved nodes as
active/inactive. If the network experiences topology des) e.g. due to nodes switching on
and off or move, the transmission path between source arnchaksn may break. Such breaks
must be repaired. If a node can no longer reach its subseqoeetin the path, its data link
layer will indicate the link break to the network layer. Whithe transmission route itself is
then repaired by the routing protocol, i.e., an alternatiugte is found, also a distributed repair
procedure for the reservations is needed. For this, noded tedetect a break of the path,
repair the reservation in a distributed manner and releaisiated reservations. The reservation
acknowledgment is discussed and described in Section fi4 f8ature is then used to detect a
broken path and initiate a reservation repair, describefkirtion 7.2, and to release old/unused
reservations, described in Section 7.3

7.1 Reservation acknowledgment

The basic requirement to initiate a path repair is that a modst somehow notice that the link
to the subsequent node in the path is broken. When a sessimgrisall nodes involved in a
reservation for this flow must acknowledge that the sessiavér. Therefore, the reservation
must be acknowledged. One method is to let nodes transnidtdiealive messages letting all
nodes in the direct neighborhood know that the reservatigtili active [63]. However, since
real-time packets are transmitted periodically, it is denpo use these periodic transmissions
for alive purpose. Also, this results in less signaling ase message needs to be transmitted.
So, if the periodic packet transmission/reception is askedged at each hop the nodes know
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that the reservation is active — also the nodes in the direighborhood that are avoiding the
reservation can by periodically overhearing a packet trassion acknowledge the reservation
as active.

For the packet transmission acknowledgment there areadey@ions. One option is to use
explicit acknowledgmenf®ACKSs) that notify a node whether its message did or did eath
the next hop. Each time a node receives real-time trafficdrctitresponding time slot, it returns
an eACK to the preceding node. This is used in the DCF, anddsthe most common approach
to acknowledge a transmission. The eACK could be includdkdrallocated time slot or follow
the standard DCF procedure. As each hop is acknowledgedijghaling overhead increases
(even if cumulative eACKs are used).

Another option is to useegative acknowledgmentisACKs), which are sent by nodes that
do not receive any data in the allocated time slots [91]. Tchaatage of this approach is its
lower signaling overhead. The major drawback is that therination must reach the node
preceding the “hole”, which calls for higher transmissiawer, if possible at all.

A more elegant solution is provided mplicit acknowledgment§ACKs) [92]. If a node A
has sent real-time traffic to a node B, node A can overhear Bsdeansmission to its successor
node C in the next time slot, thus can be ascertain that iisitnégssion has been received by node
B. There is no signaling overhead for this approach. Howéhirsolution may be unsuccessful
if power control is used, e.g., if node B uses such a small ptivet node A cannot overhear the
transmission. Furthermore, as the final destination nods dot forward any message, the last
hop of the path cannot be implicitly acknowledged.

In conclusion, as long as there is no power control, the betbro seems to be a combi-
nation of iIACKs and eACK: For each intermediate hop, up tol&st hop, the transmission is
acknowledged by overhearing the subsequent node forvwattim packet; the channel is as-
sumed bidirectional, hence has the same characteristiostindirections between two nodes
(see Chapter 3). In the last hop, an eACK is used. This eACKherast hop also takes the
function of informing potential interferers located adjatto the destination node; information
regarding the time slot duration and periodicity is incldd&his is shown in Figure 7.1 where a
real-time packet (RT-DATA) is acknowledged by overheamdmgach hop, except the last where
an explicit acknowledgment is used.

7.2 Repair of broken reservation path

When an intermediate node of a reserved transmissions @atkd the network a hole in the
path results. The node preceding this hole will by not réngiacknowledgment for its packet
transmission naotice that the path is broken. First, theerdself must be repaired. Depending
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Figure 7.1: The transmission of real-time data packets@RTA) is acknowledged implicitly
and explicitly.

on the routing protocol this can be done either locally orrseunitiated. When a new route
is established, the reservation can be repaired or a neupsaldeng the new path. To get an
idea of whether or not it makes sense to repair a reservatioii,the route repair results in
too many lost/delayed packets, first both local and sourtiedied route repair is investigated
and described in Section 7.2.1. Depending on these rethdtgptions for reservation repair is
described in Section 7.2.2.

7.2.1 Route repair

Upon classifying the path as broken, a node can initiate & n@pair mechanism. Typically, a

responsible routing protocol can either repair the patimdate a totally new path from source

to destination as long as there are other nodes in the netgi or network such that possible
new paths exist. The procedure starts with that routing agessare exchanged in the network,
which leads to finding a new route. Some available routingomals for distributed wireless ad

hoc networks are described in Appendix B. If the route rejsdiime consuming, a reservation

repair might not be suitable; a totally new reservationugetnight be more efficient. Here, a

simulation-based investigation of both local and sourdgated route repair gives an idea of
how the route update procedure impacts the packet trarismssef a flow. Using NS-2 [90],
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the deterministic scenario shown in Figure 7.2 is simulatedially, there is a real-time path

Source-initiated
repair route ~_

[ ) . [ ]
Local repair
/ route \/. o \
{ [ [ ] [
S A B D
Intial route 0 100m

Figure 7.2: Simulation scenario with a local or sourcetaitéd repair.

from node S via node A and node B to node D. EvAry=0.1s, node S sends a packet of size
s=>512bytes. An on-demand routing protocol, such as AODV [93]ssuened employed in the
ad hoc network. Thus, both local and source-initiated rapaiossible.

First, a local route repair is forced; after 2.1 seconds riblEves the network. The node in
the direct neighborhood of node B takes over. Then, a souitiatéd route repair is simulated;
after 2.1 seconds node A leaves the network and a totally radtv fpom source node S to
destination node D is found. Figure 7.3 shows the sequenttegfackets received by D. Upon
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Figure 7.3. Sequence of received packets using either (&8l or source-initiated (right) re-

pair.

outage of node B, the route is repaired locally. Here, a sipgicket is lost, a single packet
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is delayed, and the path is reestablished aftet 0.2 s (packets are buffered during the route
update). Upon outage of node A, the route is repaired fronstheece. Here, it takes a little
longer to repair the path, resulting in a slight delay of adiehal packet. These results assume
that the AODV routing messages are given precedence oveactbal data packets and are sent
in the reserved time slots. This priority explains the dedayeal-time packets (which are sent
as soon as possible after the routing packets); the losepikiue to a timeout, not due to a
collision. With only one packet lost, one (two for sourcétaied route repair) packet delayed
and an average time of 0.2 seconds, a repair of the resarvatidies sense. Obviously, when
the period of the real-time transmission is smaller, moakets are delayed (or dropped) during
the repair time. However, an average of 0.2 seconds silmetis more acceptable than when a
user must re-imitate a communication.

7.2.2 Reservation repair

If the routing protocol has performediacal repair, the best option for the DARE protocol is
that reservations are repaired locally as well; some ndaswiere part of the old route are
still part of the new route, and neither the periodicity riog time slot length have changed.
Each node that is located in the communication range of tlie maitializing the repair is a
potential candidate to be employed as a new relay node indhereservation path. Each of
these nodes has overheard the real-time transmission dmdasiglready avoiding the reserved
time slots. Thus, it is very likely that these nodes can aleacesources in the hitherto avoided
time slots. If so, there is no need for a new reservation s&unp node with time slots reserved
for overhearing/avoiding the reserved transmission (Wwhis no other reservations with which
these time slots would cause a conflict) can simply “take"dvem the leaving node. If there
would be a conflict with other reservations, the time slotsine shifted. The shifting algorithm
is more described in Section 10.7.

If the routing protocol has performedsaurce-initiated repaira completely different route
could have been established. In this case, the only optiothéoDARE protocol is to release
the old reservations and set up a completely new reserviibanthe source. On the one hand,
such a source-initiated repair always yields an optimizatth,jcompared with local repair. On
the other hand, it might cause problems if nodes along theraete might not be able to fulfill
the requested reservation. The reservation along the thidgeeleased according to the method
described in Section 7.3.

During the repair process, higher priority to the messaddiseorouting protocol are given,
by transmitting them in the reserved time slots. This shawltklerate the route repair process.
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7.3 Release of unused reservation

There are two possible main methods to release any resarvati Use explicit release messages
and 2. Use a time out function. On the one hand, an explic#tassd message is more time
efficient as the involved nodes that should release thevatsams are directly told to do so. On
the other hand, it is not guaranteed that all nodes can béedadConsider a scenario where
a node not directly involved in a reservation, but avoidimget slots in order not to interfere,
moves away from the direct neighborhood of the reservatidms is illustrated in Figure 7.4
where noder has reserved time slots for avoiding the reservation froerteearing transmission
from node C. Noder then moves away from the communication range of node C andh@an

Figure 7.4: Node E moves out of reach from reserved path SEB-C

longer be reached by any of the nodes participating in thervason, hence cannot receive a
potential release message. Nadmust release its reservation by a time out function. Theeefo
this is the method used in DARE. When a reservation has notlsed for a certain time length
it is considered inactive and released and the time slot earsed for other transmissions. The
time out function in DARE is based on the transmission, réoapr overhearing of a reserved
transmission. When a node is missing reception during avedeeceive slot fon consecutive
slots, the reservation is considered old and inactive. fhiserates a release of all existing
reserved slots (transmission, reception or avoiding) éréservation table for this flow. Similar
is true for lack of successful transmissionrirconsecutive reserved transmission slots and for
surrounding nodes, when they do not overhear during thegrved overhearing slots far
consecutive slots. In some applications where silent geriacur reservations might be falsely
released. Therefore, the source node has an option to fitathammy packets. However, this is
not studied further in this thesis.
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7.4 Reservation maintenance — Simulation study

This section describes a simulation-based investigatioam dynamic network where reserved
paths break and are re-established. The idea is to investia repair mechanism in detail,
and how fast changing networks affect the performance. DAR®mpared to DCF with one

real-time chain in a network with many nodes; the goal is tlyae if the repair mechanism is
efficient enough.

7.4.1 Simulation model

In this simulation modelp = 100 nodes are placed randomly with the positions sampted fr
a uniform distribution on a square area with side 700 m. The simulation is performed using
NS-2, which has a 802.11 DCF module implemented. All nodeghss maximum transmission
power of 100 mW when transmitting. The resulting commumicatange is abouty =230 m
(see Appendix A), this setup guarantees that the resuliétgaork is connected with high prob-
ability [94], i.e., each node can communicate with eachrotiogle either via a direct link or via
multihop routing.

Two nodes are randomly chosen to act as the source and diestifta the real-time traffic.
All remaining 98 nodes generate background traffic, dedtioethe same destination as with
real-time traffic. All routes are found using AODV as routimgtocol. Both traffic types have a
packet size of 512 bytes, in real-time flows transmitted ye#®0 ms and in background traffic
with exponentially distributed inter-arrival times (expmtial distribution parameters used are
NS-2 default ones, see manual [90] for more information)e Tdtal load of the background
traffic is at most:00 kbit/s. This rather low total load is chosen because it id-kmbwn that
DCF has poor performance for high loads [9]. Further, my stigation in Section 6.8 also
results in the same conclusion.

To study the impact of topology dynamics, each non-reagtimade switches off after some
random time, which is sampled from a negative exponentgtitition with a given expected
value E{T,, }. It switches on again after another random time, sampled free same distribu-
tion with the expected valu&{7T.¢}, and so on. For simplicity{T,,} = E{T,g} = p. The
total simulation time of one scenariods00 s, 50 random scenarios are investigated from which
the performance values are averaged. The same experimemspaated using conventional
DCF.
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7.4.2 Simulation results

The simulation results are shown with real-time delay, tlghgout and packet losses (defined in
Section 3.6). Figure 7.5 shows the average delay. The usdREYeduces the average delay
compared to DCF. For both protocols, the average delayasese ag:. decreases. Small
causes frequent topology changes which induce more rodateiprocedures (and here more
packet buffering).
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Figure 7.5: Average end-to-end delay of real-time packets.

A deeper insight into the delay behavior can be obtainedumystg the percentage at which
certain end-to-end delay values occur, see histogramguré-i7.6. DARE produces a discrete,
sharply separated set of equidistant delay values. Therdiff values correspond to different
path lengths between the source and destination node. #oilnee and destination nodes can
communicate within one hop, the communication tak&sms; if they are two hops apart, it
takes9.6 ms, and so on. It seems that longer on/off periods cause thagays to occur with
higher probability.

Figure 7.7 shows the corresponding CDF of the delay, defisg¢deapercentage of received
packets with a delay lower than a certain value. For exammptie than80 % of the packets
experience a delay lower thar025 s (for all u).

The delay histograms using DCF are shown in Figure 7.8. T&t®driam is not discrete,
but the delay values are distributed around equidistarkgpeAgain, the time value at which
a peak occurs corresponds to the number of hops betweeresanucdestination. A one-hop
communication takes aboiits ms. The delay variation increases with the number of hops. Fo
example, the peak for a four hop communication (at alddit s) is much wider than the peak
for a two hop communication (at about1 s). The corresponding CDF of the delay is depicted
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Figure 7.6: Histogram of end-to-end delay for real-timekeds using DARE.
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Figure 7.7: CDF of end-to-end delay of real-time packetagi®IARE.
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in Figure 7.9, in comparison to that of DARE.
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Figure 7.8: Histogram of end-to-end delay of real-time péskising DCF.
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Figure 7.9: CDF of end-to-end delay of real-time packets.

In summary, the use of DARE for real-time traffic leads to érettelay characteristics than
the use of DCF: the end-to-end delay is on average lower amd stable.

The packet loss rate and throughput of DARE and DCF are showkigure 7.10. The
average packet loss rate (left) using the DARE protocol ghéii than that using DCF. The
difference is abous0 % at smally and abou®5 % at largeru. The reason for this difference
is as follows: Using DARE, the nodes of the reservation paitigpm no channel sensing but
transmit immediately during the time slots. Some of the real-time nodes are located at such a
distance to the reservation path that they are too far awaydoessfully receive the reservation
information, but still close enough to interfere the reald transmission. This is due to the
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7.5. SUMMARY

fact that the transmission range between two nodes is inrgelosver than the interference
range between them. The NRT nodes cause losses of real-dgichketp whenever they transmit
only during a reserved time slot. These types of losses docmir using DCF for real-time

transmission, since here each node senses the channeat bigfog to transmit and backs off
in case the channel is busy. In addition, if a collision wootstur with DCF (if nodes start a
transmission exactly at the same time), the packet is mtmatred, which improves the packet
loss rate but increases the end-to-end delay as discusegd. aDne possibility to reduce the
packet loss rate for DARE is to spread the reservation inftion to an increased distance
around each sender (see Chapter 8).
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Figure 7.10: Average packet loss rate (left) and througligitt).

In both protocols, the impact gf on the packet loss rate is as follows: Asincreases,
i.e., nodes switch on and off less frequently, less reag-tirackets get lost. One reason for this
is that highy causes less topology changes. Another reason is that thes pedform a route
search procedure every time they switch on. As the routingsames have priority over the
reserved real-time transmission, the NRT nodes transmiiglthe allocated time slots, causing
interference-based packet losses.

Figure 7.10 (right side) shows the throughput of both proicDARE has a slightly lower
throughput than DCF, approximate$y’; lower for short on/off periods, an2l5 % lower for
long on/off periods.

7.5 Summary

To acknowledge that the reservation is still active, eadtk@atransmission is acknowledged
via iIACKs at every relay node and an eACK from the final desiimanode. A node declares
the path broken aften successive unsuccessful transmissions, receptions dreargg. The
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CHAPTER 7. RESERVATION MAINTENANCE

routing protocol handles the route repair. For a sourdgted route repair, DARE performs
source-initiated reservation repair on the MAC layer. Flarcal route repair, it performs a local
reservation repair. During the repair procedure, the ngessaf the routing protocol has highest
priority and the real-time packets can be deleted or buffefReservations that are no longer
needed are released, using a time out function. Aftenused time slots (initial simulations
have shown that = 4 is a reasonable value), the reservation is released. Adrdiit time slot
types can be used for this purpose; lack of successful tigagm, lack of overhearing and lack
of receiving generates a release of all different slotsrmghm to the actual reservation. Further,
this can be used for any node to force a reservation to be bsakénat a route update procedure
is initiated (used for failure handling).

A simulation-based study shows that the repair mechanisBAGRE is effective and well
working in highly dynamic networks; even in networks whedes switch on and off and
reservations must be repaired due to broken paths, the DAB&gol has a lower averaged and
more stable end-to-end delay. However, DCF has slightihdrighroughput due to DARE’s
higher packet error rate. The reason for this is some lackvofhop protection around the
reserved chain. This is an optional feature in the DARE mat@nd described further in the
next chapter.
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Chapter 8

Two hop neighborhood protection

For any time slot based reservation to function succegsfallrrounding nodes must abstain
transmission during the reserved time slots. As describesection 6.4, DARE uses a piggy

back technique where information of reserved time slotsirasieided in the set-up messages,
data packets and acknowledgments. All nodes include ngttbel time slots where they ac-

tually receive or transmit, but also time slots reservedaates preceding in the chain, due to
a larger interference range than communication range [8i7fhe basic protection scheme all
nodes participating in a reservation, and the nodes in tieetdieighborhood of a reserved path,
avoid time slots reserved up to two hops away. What is misamegnodes that cannot over-
hear reservation information, but can still interfere. Ufey 8.1 illustrates a situation where a
reserved transmission is ongoing between node A and nodééarea where it is possible to

read reservation information from data packets and aclengvhents is grey. Node D is within

this area and has overheard transmissions from node C; n@devis and abstains the reserved
time slots. Node E is outside of this area, hence has no kudgelabout the reservation. The
interference range resulting from node E's transmissidarger than the receiving range from
the reserved chain. As a result, node E could interfere eibnved reception at node C.

This chapter discusses extended protection around the-mogltreal-time transmission
chain. The obvious advantage of such wider reservatioregtion is lower packet losses at
areserved transmission. However, increasing the rangeaedsits in less concurrent transmis-
sions, hence the range of protection must not be too largeyamprotected network results in
too low utilization of the available bandwidth. In [89], anaysis is made where it is shown that
spreading the informatiotwo hops around any receivegives the optimal result. In Section 8.1,
an analysis of the gain resulted from such two-hop protedias a given packet error rate is
analyzed. Section 8.2 presents a method for such spread DARE protocol and Section 8.3
describes a simulation of this optional feature.
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-
-

Receiving Zone\,&’

Figure 8.1: Reserved transmission from node A to node C. Nbtlas knowledge about the
reservation whereas node E has not.

8.1 Analysis

This section presents an analysis of the gain from extenttieglissemination of reservation
information to two hops around a receiver [63].

8.1.1 Assumptions

For this analysis, some assumptions regarding channekniasion rate and power levels are
required. Some are defined in Chapter 3 and here repeatedmedesiditional assumptions are
in this section defined. The basic 1 MBps modulation modugat BL with differential binary
phase shift keying (DBPSK) is assumed. The receiver seigits set to—87 dBm, which is
common for currently deployed transceivers [95]. All nottegmsmit with maximum power of
100 mW. Theradio rangen is defined as the maximal interference range of a node; iteeval
implicitly given by the range where the received power egjual is greater than, the background
noise, chosen as111 dBm [87]. Further, a Line-of-Sight pathloss model is assumetie T
communication range is defined as the distance in which a node can successfulbjveca
packet in case of no interference. All nodes have uniformramnication range and use the
frequency of2.4 GHz. The path loss coefficient is 3 and maximum acceptable Pd&tket
Rate PER) is set to5 %, commonly used as limit for a successful real-time transiois[96].
The packet size is varied: 64, 512 and 2300 bytes are inadstlg

8.1.2 Scenario

The scenario which is used for the analysis is shown in Figu2e Assume that nod8 has
successfully scheduled a data transmission to nbddistanced between them. Message sent
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Bv

Figure 8.2: Basic scenario for protection analysis, distarn axis given in meters (m).

by nodeA can be correctly received within the solid line and messages by node3 within
the dotted line. Therefore, all nodes within these regiarsasvare of the reservation and can
successfully avoid it; they cause no interference. Thadgd can be any value in the range
(0,7). One possibly interfering node C exists at a distané®m node A, which is within the
range(r,n). Outsiden, which is the noise level, no interference will be generatedodeA
from nodeC.

Using this rather simple scenario, | will show tleten with only one interferdhe receiver
suffers from unacceptable packet losses when roddkelocated outside of the communication
range and starts a transmission during the time slot. Tleefégmence from nod€' at some
distances outside of the communication range leads directly to a pdoks.

8.1.3 Calculations

The goal is to calculate the possible gain two hop protedtimoduces. The steps towards this
analysis is: 1. Calculate communication ramg@. Calculate PER at nodé for all d ands and
3. Show the gain that protection withim &om a receiver gives. For all individual calculations
in this section, formulas from link budget calculations ased [32].

The communication rangefor our model is calculated using:

)\2

P(d) :Ptm

where P, and P; are the receive and transmit power respectivelis the wavelength and is
the path loss coefficient. The values given in Section 8dslilts inr = 45 m.

Then the PER at nodd with varied interfering distance = 45, 75,90, 120 and145 m to
nodeC is calculated. These values are chosen to be larger thamtimmgnication radius, thus
nodes at these distances are not aware of the reservatiothis;ahe following equation is used:

PER =1 — (1 — BER)%**
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E
whereBER = %e_N_E is the Bit Error Rate for DBPSK modulatior% is calculated from:

E, R Prpa
SINR = — - =
Ny BW Prca + Ny

where Prpa is the received power al by node B, Prca is the received power at by the
interferer node”, BW is the bandwidth ang is the transmission rate. This PER was calculated
for all possibled = (0, ), increased with 1 m for each calculation. The resulting PERes
are shown in Figure 8.3. The results for- 90 m are omitted because the PER vd8 in these
cases.
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Figure 8.3: PER versus distanddor s = 45 - 90 meters and packet sizes of 64, 512 and 2300
bytes.

A more closer look of the 5% border is shown in Figure 8.4. Emagves show that for all
packet sizes, the criticalwhere the PER is larger than 5 % is within #r almost all distances
d between the two communicating nodes. Using these resaoltgaichd = (0,r) the s that
corresponds to a 5% PER is extracted. This is the minimunwatiadistance that the interferer
C can have from nodédl. Figure 8.5 shows the dependency of the minimal allowedferiag
distances versus the distance of the communicating peerEhe two straight dotted lines mark
the distances where = r and2r respectively.a andb are described in the next section. For
all ds where node” is closer to nodeB (distances is too small), the PER is larger than 5%,
hence unacceptable. This result shows that the minimuniresbs falls betweenr and2r for
the majority of the cases, which suggests that it is suffidi@protect the receiver in a two-hops
range. There is only a tiny intervd m < d < r which requires three-hop protection.
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Figure 8.4: 5 % zoom of PER with and packet sizes of 64, 512 800 bytes.
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Figure 8.5: Acceptable for a PER of 5 % and packet sizes of 64, 512 and 2300 bytes.
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8.1.4 Probability of interference within two hop range

In this section, the probability af's location is investigated. The goal is to look at the possibl
gain with an introduced two hop protection around the remeil. For this, two distances are
introduced: 1) is the part of the unacceptabl®utside2r. 2) b is the part ofs that is between
and2r. The parts: andb of the unacceptabledistances for all packet sizes result in problematic
annulus areas, each spanned by eith@r > s > n) orb (r < s < 2r). For these annulus the
interfering node does not retrieve information about thegmission that will take place.
Assume that the nodes are randomly distributed uniformlye probability that a node is
within a certain region is simply the area of that regiondidd by the total area. Figure 8.6 shows
the probabilities that the interferér is within each annulus. It implies that the probabilities of
a packet error is larger than 5 % for any node in this regien, the node is located outside the
communication range of nod#, while still in the two-hop radius or even outside of the two-
hop radius. Three lines for the probability are shown: RhlistPER is larger than 5 % and the
interferer is outside the communication rangehown in the figure aBrob[PER > 5%|s > r]
(total probability). Second the PER is larger than 5 % andritexferer is outside but within
2r ( Prob|[PER > 5%|r > s > 2r]). Third the PER is larger than 5 % and the interferer is
outside2r (Prob|PER > 5%|s > 2r]). The acceptable is within 2r as long as the distance

0.2 ‘
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-- 64 Prob[PER>5% | s>I] 4\\—
2
B
©
2 0.1 Prob[PER>5% | r<s<2r]
a
Prob[PER>5% | s>2r]
0 : s ‘ ‘
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Figure 8.6: Probabilities that an interfering node is ledatvithin one of the annulus’ and caus-
ing a PER larger than 5 %.

between the receiver and the transmitter is not larger tBaneters. These results remain valid,
independently from the packet size. Furthermore, the fmitibathat a node at this position
has ans which is within a two-hop communication radius is much lartfen the probability
that the node is located outsi@e. Hence, by introducing a two-hop protection the number of
possible interferer (which could cause a PER larger than b&b)oe significantly reduced, see
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Figure 8.6. Fowls larger than 42 meters, the probability that one interferércated such that
PER < 5% is reduced with up to 80%.

8.2 Protocol implementation

There are two major options for implementing two-hop prttecin the DARE protocol: im-
plicitly inform using a piggy back technique as with the lagagiotection or explicitly spread
information using new reservation information messageswih the basic protection, signal-
ing load should be kept as small as possible, hence a pigtiirgais a good technique. Since
the nodes that should be informed do not overhear any trasgmifrom the reserved real-time
chain itself, nodes that are aware must forward this infolana Assume a node not aware of
the reservation starts a transmission of non-real-tima ttat node that is aware of a reserved
transmission in its direct neighborhood. Here, one simpéod would be to use the RTS/CTS
messages that these nodes exchange before transmisdiendaita packet. The receiver of the
RTS with reservation information include this in the CTStdasck to a node that is non aware
of the reservation. If the data packet is small, so no RTS/@&®Bange occurs, the information
can be included in the acknowledgment. This is not furthesictered here.

The information that is carried by the CTSs includes the tiho¢s reserved up to one hop
away, which results in two hop protection at the receiverhaf CTS. Consider the scenario
shown in Figure 8.1. Node D includes information about tinoésthat are reserved at node C.
Clearly, node E must not avoid all the time slots that D needs/bid.

More problematic is a scenario where node E starts a trasgmito another node that has
no reservation information. This is at present not a featdithe DARE protocol, but an idea
for how this could be realized is described in Appendix E.

8.2.1 Adding information onto CTS packets

Including the information in the CTS packet introduces bead compared to the standard DCF
CTS packet format [7]. If information about one reservatstrould be included the overhead
consists of six new fields: Flag, Period (how often reseovatepeats), Length (how long time
each instance), Next instance (when the next reserveddionés relative to the station trans-
mitting the CTS) and Source and Destination address fotifiEtion. The sizes of these extra
fields are similar to those explained in Section 6.3.1. Tha#ilts in that a DARE CTS is 96
bits larger than a CTS. Since these messages are rarelynitsats this overhead is acceptable
and it does pay off for the increased performance of read-tilows, which is investigated in
Section 8.3.
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8.3 Enhanced protection — Simulation study

For the evaluation of the extended protection, the same hasda Section 7.4.1 is used. Here,
a short summary of this simulation model is given: 100 nodesuaiformly located in a square

area with a side of 700 meters. One real-time path betweenrassand an AP exists, other

nodes transmit background traffic to the same AP. 512 bytekepm are considered for both

traffic types, in real-time flows transmitted every 100 ms anbackground traffic generated

with exponentially distributed inter-arrival times. Tharismission rate is 1 Mbps and 50 NS-2
simulations each with 3600 s simulation time is run. Backgrbnodes switch on/off to simulate

a dynamic network with exponentially distributed expeaedoff times: 60, 300, 600, 900 and

1200 seconds.

The results are presented with throughput and packet léss fdne delay results are not
affected by the increased protection and are the same as invistigation performed in Sec-
tion 7.4.1. These are here not again presented. Througimgupacket loss rates are shown
in Figure 8.7 and Figure 8.8 where results for DARE with CTfimation (DARE CTS),
DARE without CTS information (DARE) and DCF are shown. Thek®t loss rates with
CTS information is a lot lower than the DARE without it. Foisfadynamic network, i. e.
E{on} = E{of f} = 60 s, the packet loss rate is decreased with approximately 460%,6 %
to approximately 3.5 %. For all values, DARE with the CTS infiation is lower than the DCF.
This is an important feature as some applications have Uppiés to the PER for good quality
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Figure 8.7: Average packet loss rate versus Eon/Eoff.

receptions. The analysis described in previous chaptersreea PER smaller than 5%. With
the information in CTS feature, this can be achieved. Avethgoughput in Figure 8.8 follows
the packet loss rates and is increased when including ifbomin the CTS, about the same as
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Figure 8.8: Average real-time throughput versus Eon/Eoff.

the throughput for DCF.

8.4 Summary

Protecting a reservation further than in the direct neighbod can decrease packet loss rates,
thus increase the throughput. In the DARE protocol, one kEmyethod to implement such ad-
ditional protection is to use the RTS/CTS exchange pregedinon-real-time data transmission
and piggy back reservation information on the CTSs. Thighagen to function well; in a large
random simulative investigation, the packet loss rate @aredduced with up to approximately
45 %. For some QoS-demanding applications the packet ltssstaside from the end-to-end
delay and jitter, an important metric. For these applicatjoncluding information in CTSs for
surrounding transmissions is a successful method of gnotethe real-time transmissions and
improving the end-user’s quality of reception. Howevee #pproach is complex and requires
extra signaling and can drain the network capacity if nodusiéh care. The DARE protocol
functions well without is as well, but for some applicatigpés with requirements on the packet
loss rates it can be very useful. Therefore, this is an oglifeature of the DARE protocol.
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Chapter 9

Evaluation — one real-time flow
comparison with EDCA

The last chapters have described the design of the diff@&RE components, also with sim-
ulative investigations for each component comparing DARth the DCF. These results have
been useful to identify the efficiency of the DARE protocoldats ability to better support
QoS than the DCF foone real-time flowHowever, since the motivation and hypothesis of the
DARE protocol is that a reservation-based approach istbitéen the other main category of
QoS enhancing mechanisms in DCF, fhi®rity mechanismsa comparison of them is of large
interest before moving into design issues for schedulingyaitiple flows. The priority mecha-
nism EDCA is a good reference to use for comparison sincestiaisdardized by IEEE 802.11
working group E. The crucial issue of a comparison with EDGAimply: If EDCA performs
better than DARE for one real-time flow, the DARE protocol @& the better approach, hence
no purpose of a further design of the protocol with multipbev.

This chapter describes a simulative comparison of a netwittkone real-time flow, trans-
mitted with DARE and the EDCA. Section 9.1 summarizes theuftion set up, Section 9.2
describes the simulation results and Section 9.3 sumnsatiiesection.

9.1 Simulation model

The simulation model used is the same as the investigatigheimprevious two chapters, see
Section 7.4.1. Worth repeating is the network dynamics: hEamde apart from source and
destination switch on and off with exponentially distriédtexpected mean valueB{on} =

E{of f} = p. Further, the two-hop protection option described in tts ¢hapter is not used.
There is one difference in background load: Three diffeteatl values for the background
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traffic is used:\ =5 kbps, 10 kbps, and 100 kbps. These values are enough totshompact
background traffic has on the real-time traffic performanidee simulations of EDCA are per-
formed with the highest priority (AC = voice) for the reatie flow and lowest priority (AC
= background) for the background traffic (see Table 4.1). rRore parameters of the EDCA
simulation, see [97].

All above simulation choices are made to give EDCA the largdsantage in the compar-
ison: The dynamic network (high signaling load for reséoratepair), highest EDCA priority
for the real-time flow, low background traffic and the lack wbthop protection really puts
DARE to the test.

9.2 Simulation results

9.2.1 Average packet delay and packet loss rates

Figure 9.1 shows the average end-to-end delay of real-timckgts oven: for three different
values of the background traffia\ (= 5 kbps, 10 kbps, and100 kbps per NRT node). Using
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Figure 9.1: Average end-to-end delay of real-time packetsus.

EDCA, the background traffic has a huge impact on the delath Wi0 kbps load, the average
delay is almost three times as large as with 5 kbps. The dalisyg DARE is independent of
the background traffic. For both protocols, if nodes switohaad off more frequently (low)
more delay is introduced, which is caused by more frequgraijormed re-routing procedures.
If much background traffic is transmitted, EDCA suffers frarmuch higher delay than DARE.
For medium background traffic load, both protocols show lsimilelay values. Only if the
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background load is very low, EDCA is superior to DARE. Thesmafor the latter result is that,
in the simulations, EDCA does not employ any exchange of RTS/messages. This lack of
coordination, however, can lead to high packet losses iflSDVH intervals are used, as it is then
very likely that the backoff timers of two or more nodes egpt the same moment.

Thus, also the packet loss rate is analyzed, which is shovAigure 9.2. As can be seen,
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Figure 9.2: Packet loss rate versus

DARE has a lower packet loss rate for all values of the oniofetand all background loads.
Packet losses with DARE are mainly caused by interfererara frodes that are more than one
hop away from the real-time transmission path. Some of tiierfierence is avoided, but not
all (two-hop protection feature not used). Since retrassion of lost packets often makes little
sense in real-time applications, the high packet loss cftE®CA imply that data do not reach
the final destination node.

In summary, if the background traffic load is small, EDCA hkigldly lower average time
delay but higher packet loss rate. For high background |damgever, DARE has a much lower
average time delay and lower packet loss rate. EDCA has adffadetween the packet loss
rates and the time delay, which does not exist for DARE.

9.2.2 Distribution of packet delay

The end-to-end delay of a packet depends on the number of/hopsthe path between the
source and destination node. In this scenario, the soualestination node are randomly
picked on the given area. Hence, the number of hops is a randoable. Simulations with
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the given parameters have shown that the value randeisfbetweenl and 6, where most
source-destination pairs hake= 2 and3.

Using DARE, the transmission duration3s = 4.8 ms. Since no random access is needed,
the transmission via one hop takes about this time. The éotdito-end delay is the sum of
the delays of each hop. If the path between source and déstimre@mains unbroken during
transmission, the end-to-end delay will b8;. If the path breaks, the delay can also be higher
than hS; because packets are here buffered during the repair proddss behavior is well
reflected in the DARE simulations results shown in Figure 9.3
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Figure 9.3: End-to-end delay of real-time packets.

The CDF of the end-to-end delay is a step function with stegiiw$;. The delay CDF for

u = 600s can be interpreted as follows: Abait% of all real-time packets are transmitted via
only one hop f = 1), hence their delay isms. About50 % of all real-time packets experience
a delay that is at most0 ms, about70 % have at most5ms, and so on. The result is similar
for ;, = 900 s with slightly increased occurrence of lower delays causetess frequent path
breaks. If the number of hops is known, the packet delay i®quiedictable; a sudden change
of the packet delay only occurs for the first packets uponirega broken path. In total, the
experienced jitter is very low. As the background load isrdased to\ = 10 kbps and finally

A = 5 kbps, the performance of EDCA improves but is still infetiotDARE (except for some
particular delay bounds arou2d ms if . = 600 s). The delay behavior of packets using EDCA
is completely different. Due to the random nature of the mediiccess in EDCA, the delay can
now take values from a continuous value range. Hence, the i€ED& longer a step function.
For much background traffic, EDCA achieves a much lower perémce than DARE. In the
simulation with\ = 100 kbps and: = 600 s, for instance, a delay belo2) ms is achieved by
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Figure 9.4: Delay of real-time packets aftehops. The results fok = 5 kbps andl0 kbps are
very similar.

about50 % of all packets, compared to more th&h% using DARE. Also the jitter in the delay
using EDCA is higher and increases with increasing numbaops.

In a final simulation, the delay for all real-time packets @ivwen hop distancé from the
sender is investigated. Figure 9.4 shows resultéfer1, 3, and5. Using DARE, almost00 %
of the real-time packets arrive at the first hop withif ms and at the third hop withiid.4 ms.
About 95 % of the packets arrive at the fifth hop withint.2ms. Hence, almost all packets
arrive at a well-defined time, thus no jitter occurs. Using@®Dthere are some few packets that
arrive faster than with DARE. The majority of packets, hoamarrive later. For example, with
A = 100 kbps background load and = 600s, the delay o8B0 % of the packets is still higher
than24.2 ms at the fifth hop.
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9.3 Summary

The simulation study performed in this chapter comparedfa real-time flow the two main
approaches for QoS in DCF-based networks: reservatioedbagproach versus service differ-
entiation. In a sense, this is an evaluation of how the intete signaling needed for reservations
compares to the signaling overhead introduced by the ctiotebased priority mechanism. To
make it even more interesting, the comparison is perfornuett ¢hat the priority mechanism
used, the IEEE 802.11 E standardized EDCA, is given the nalvstraages compared to DARE;
this comparison is performed in a scenario where resen&tiwe repaired frequently, no two
hop protection of DARE is used and EDCA's highest prioritgsd is used for real-time traffic.

To summarize the results, DARE has the capability to givktieee flows a more stable end-
to-end delay with low average. A major advantage is that DAREguarantee a fixed delay per
real-time flow even if the background traffic is very high. E®€an bound the average end-to-
end delay, but the delay is dependent on the surroundinggbawkd traffic load.

Even in scenarios where paths break often and the reservagfmeatedly has to be re-
established, DARE outperforms the less complex prioritgma@ism EDCA both in delay and
packet losses (thus also throughput). DARE is an effectiv8® pproach for one real-time flow;
it makes sense to continue the design with scheduling arubsufor multiple flows.
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Chapter 10

Scheduling of multiple reservations

Multiple reservations in a network with a non-defined catisdomain and no central control
that globally schedules the transmissions is challengifige past chapters have described all
components of the DARE protocol apart from how to handle iplelteservations. As described,
the functionality of the DARE protocol is controlled locgllonly nodes participating in the
transmission and the direct neighbors are involved. At #taup, this can result in that nodes
in the same neighborhood reserve time slots that mightawewhich can cause collisions and
unsuccessful reserved transmissions. If this cannot beatlen and avoided, the benefit of a
reservation for a transmission is lost. The goal of this tdrajs to find a simple distributed
solution where time slots are locally scheduled so the pdoks rate is kept low. First of all,
the problem and possible solutions are introduced in Sedflol and Section 10.2. This section
concludes with a suggestion for a time shift function whererlapping slots are shifted in time,
locally at a node. For this node to be able to find the correift, sin expression for when
time slots overlap is derived in Section 10.3. This is use8ldntion 10.4 for an assertion, which
defines how a possible time shift can be computed. SectidndE&cribes how the shift function
should be used and Section 10.6 investigates the prolyathidit time slots directly overlap, i.e.
how probable a direct shift is. Section 10.7 describes th&BPArotocol implementation of the
shift function, which is evaluated with simulations in Sent10.8. Section 10.9 describes some
limitations to the number of accepted reserved flows andyiraéction 10.10 summarizes this
chapter.

10.1 Problem description

When no central controlling unit exists and the users thérasellocate periodic time slots
for several reserved paths, the time slots of differentgatight overlap. This could lead to a
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collision and has to be avoided. Depending on the periodsfigreht flows, the impact that
overlapping time slots have is different. If the periodswb tpaths with overlapping time slots
are equal, the collisions will take place in all slots. If theriods are different, which can be
possible if e.g. different CODECs (G. 729 [68] and G.711 [8&] some examples) are used in
the nodes’ equipment, only some of the time slots might agerAn example for this is shown
in Figure 10.1, where two paths have overlapping time slots.

slot length 1

| | | t
periodicity of path 1

overlapping slots
slot length 2

-

[ | [ Lt

periodicity of path 2

Figure 10.1: Example where time slots overlap.

When a node already has one, or several co-existing, reser{s) and it receives a request
for a new one, it must decide based on local information wdretin not to accept the request.
The possible solutions that these nodes have are descriltlee mext section.

10.2 Possible solutions

Nodes that receive a request for a time slot reservationgicanflicting with an already existing
one have the following options for handling this situation:

Fixed transmission schedule The most common solution for scheduling of time slots is ® us
a repeating transmission schedule that is divided intadpfared time slots in a TDMA-based

manner. All nodes can assign one (or several) time slot (g fransmission flow. This enables
the nodes to keep a schedule of periodic reservations whighiie simple to maintain. Several
time slot assignments methods exist [62, 64, 65]. The daadge of such an approach is first
of all that all nodes must be centrally synchronized; alletigfots in the system must start and
end at the same time. This is not an option here as the netatokaily distributed. But, even if

this would be possible, such an approach is not the optimuenwiifferent transmission flows

require different time slot sizes and periods. The diffetene slot sizes could lead to overhead
when a requested time slot is smaller than the fixed time siatise transmission schedule; a
full time slot has to be reserved although the actual timel igetransmission is smaller. The
different periods are problematic as a flow might not neecha 8lot in every frame; the unused
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10.3. FOUNDATIONS — TIME SLOT OVERLAPPING

time slots might not be possible to assign to another flow.ffedint approach is needed that is
totally distributed and that can handle different timesland periods.

Allow overlapping time slots The easiest solution for all nodes is to allow overlappimggti
slots. This is only suitable if the packet loss rates aretatte for the application. Furthermore
this solution only makes sense if the periods are differegiial periods with time slot overlap-
ping results in a packet loss rate of 100%. As the solutiomlshioe independent of the periods,
this is not a solution which will be considered.

One path abandons If a slot is known to overlap with a slot of another path, onelgh that
was supposed to be sent in the overlapping time slots isrdisda If the time slots repeatedly
overlap, there are two options: 1) One flow discards all thekg@id meant to be sent in these
time slots or 2) the transmission flows takes turn, e.g. inumdorobin scheme, to discard a
packet. Both options can only be used when the periods ayediféerent so the resulting rate
of dropped packets is not too high. Therefore, this soluiomot further considered here; the
solution should be independent of both period and time s&esks

Time shift Upon receiving a conflicting time slot request, a node sloifts periodic reserva-
tion in time so that all reservations successfully co-ex@atd no overlapping time slots exist
at all. The transmission flows that are shifted will suffamfr some extra end-to-end delay for
all the packets, but all packets arrive at the receiver as#imee time (no variations/jitter) . All
nodes must be able to calculate a suitable transmissicanicestfor conflicting time slot request
and suggest a new reserved instance. This implies that sanaesgynaling is needed. Further,
when a node cannot find a suitable time shift for a flow, the esgjimust be rejected. This so-
lution accepts all time slot sizes and periods. No centratisgonization is needed. Therefore
this is the suggested solution to be implemented in the DAREopol which will be further
investigated in this chapter.

10.3 Foundations —time slot overlapping

To be able to define the proper shift function, some pre-géiguinformation is needed. First of
all, a mathematical expression of when time slots of two pattth different periods overlap is
needed. These formulas are then used for a simple simulagised investigation; the goal is to
find a pattern for how the time shift time should be chosen shiahno time slots at all overlap.
The two pre-requisite parts are useful for an assertionefithe shift function and its proof.

For these investigations the notations visualized in FidL.2 are used. Assume that path
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St

| | | Lt

overlapping slots

[ [ t

a p,

Figure 10.2: Two paths with perigel andp., and their respective time slei andss should
co-exist.

1 (p1,s1) exists and path 204, s2) should be set up and that > p> (which period is the larger
one does not influence the results). The first slot of path 2gsiested at time, which can
be any point in time when the first reservation is active. Fopéicity, a is assumed to occur
between any instance []. As a conclusion, path 1 transmits its second time slagt;aand
path 2 ata + po.

10.3.1 Overlap of time slots of two paths

To be able to avoid high occurrence of overlapping time sletich leads to packet errors, the
impact of the starting point on the packet error rate must be investigated. Using thdionsa
in Figure 10.2, the goal in section is to derive an expresgionvhen time slots of two paths,
regardless of period, overlap that is depending on thergggobint of the second path, This
will then be used to find a function to avoid such starting i he first slot of path 2 overlaps
with the first or second slot of path 1 if:

a <s1 (10.1)
V oa >p1— S (10.2)

If Equation 10.1 is true the first slot of path 2 overlaps with first slot of path 1. If Equation
10.2 is true, the first slot of path 2 overlaps with the secdoido$ path 1. This means that a time
displacement that avoids the collision of the first slots can only be foufnghi> s1 + ss.

The second slot of path 2 overlaps with the second slot of pétthe second slot of path 2
is betweerp; — s9 andp; + si:

p1—S2<a+p2 <p1r+s1 (10.3)

The different ways the second time slots of path 2 may oveatapshown in Figure 10.3. In
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a) s, starts befores; is ended. In bk, starts befores; has started, but also ends aftgrhas
started. In c), both starts and ends with and in d)s, starts befores; and ends aftes;. All
these cases are covered by Equation 10.3.

e, &2, <~ 22
s, S, S , S,
a
) Ol I L N

Figure 10.3: The different cases when time slots can ovefBpy areas indicate cases where
slot s; andss overlap.

For any other slot than the first slot of path 2, Equation 1@r3lme extended to:
nip1 — s2 < a+ngpe < nipr + 81 (10.4)

whereny, ns € N. nyp; describes the point of time path 1 starts to transmifrits+ 1)th slot
and ata + nops, path 2 starts to transmit its, + 1)t slot. If Equation 10.4 is true for any
combination ofny, ny € Nthe(n; + 1)* slot of path 1 overlaps with the, + 1) slot of path
2. Equation 10.4 is for simplicity expressed as a system ofdguations:

nip1 — sz < a+ nap2 (10.5)
A mipr+s1 > a-+ngps (10.6)
which can be transformed into:
mb -2 <ny (10.7)
A nl‘z—;—l-;—;—p% > noy (10.8)

Both Equations 10.7 and 10.8 can only be trugdfis the smallest natural number greater

thann, 2L — 22 — 2 gnd at the same time the greatest natural number smallentfan- 2L — &
P2 P2 P2 D2 p2 p2

respectively. To conclude, Equation 10.7 and Equation H&@ to the following:

[T, [ S (10.9)
b2 P2 P2 b2 P2 P2
then
ng = [m 2t — %2 9 (10.10)
b2 P2 P2
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or
S1 a

ng = |mPt4 4 (10.11)
b2 P2 p2
respectively. If Equation 10.9 is true both Equations 1Gfh@ 10.11 lead to the same result
and as a conclusion the + 1)'" slot of path 1 and thén, + 1)*" slot of path 2 do overlap.
These equations are used in the next section, where a sivaulatestigation is performed to

look more into the behavior of the packet error rates versestarting point:.

10.3.2 Frequency of overlapping time slots

To further look into how the time shift. should be chosen, a simulation study of different
combinations of1, p2, s1, s2 anda impact the packet error rate is performed. Path 1 is set up
and has again its first time slot starting at a reference tiniath 2 is also requested at time 0 but
shifted with ana within [0, p;]. For each combination of(, s1), (p2, s2), several simulations
are performed, each simulation has a different time shiffable 10.1 shows thgy, po, s1, s2
used. These values include typical VoIP parameters, e.flfbT's G.729 [68] and G.711 [98],
and also extend these values to get a general idea of thehifhetaracteristics. The alters for
each simulation with 1 ms, starting @and finishing ap;. No larger value om is investigated

as this will lead to the same results as for the first pefiog; |. The number of overlapping time
slots is measured fa1000 - p1, using Equation 10.9.

p1,p2:  [10,11,...,40]
si,s10 [1,2,...,11]

Table 10.1: All employed values for the parameters.

For most combinations it was not possible to avoid overlagpime slots completely. Some
of these combinations are shown in Table 10.2; a checkmgykndicates that an was found
such that no time slots overlapped.

p=20ms p=30ms p=40ms p=20ms p=30ms p=40 ms
szams s:\; ms 5\2/2 ms f/:4 ms \?:7 ms \/529 ms

p=20 ms, s=2 m4

p=30ms,s=2ms / vV vV Vv vV

p=40 ms,s=2ms / Vv Vv Vv vV Vv

p=20 ms,s=4msg / Vi vV vV vV

p=30 ms,s=7ms / Vv Vv vV

p=40ms,s=9ms / vV vV V

Table 10.2: Combinations of periods and slot durations fioictvana was possible to find with
no time slots overlapping.

98



10.3. FOUNDATIONS — TIME SLOT OVERLAPPING

To get an indication of what the rate of overlapping timeskattually mean, assume that
one packet is sent in each time slot and both packets traesihditirings; ands- are lost if they
overlap. First, a case where the time shift was success#liag/n with packet loss rate versus
time shifta from O up top; (30 ms) in Figure 10.4. Path 1 has a packet loss rate of 50% when
is chosen s@; andss overlap and path 24 = 20 ms) has 33%.

1 L | L | | L | L |
E — Path1
cd(pl,p2 ——— Path 2
0.8 gcd(pl,p2) B
g | sl
€0.6 4> <2 5 -
I
8
g
$0.4- -
o I e IR I P
0.2 -
O T ‘ T ‘ T ‘ T ‘ T ‘ T
0 5 10 15 20 25 30

Time displacement a [ms]

Figure 10.4: PER versus time shiftfor two paths, path 1p; = 30ms, sy = 2ms, path 2:
p2 = 20ms, s = 4ms. A successful time shift is possible.

Figure 10.5 shows an example of a set of parameters for whishniot possible to find
such displacements, again with the packet loss rate versusrie shifta. Here it is possible to
distinguish that path 1 has up to 66% packet loss rate and2paphio 50%.

First of all, in both figures it is possible to distinguish tifea time shifta is falsly chosen,
the resulting packet loss rate is unacceptably high. Fyrihe packet loss rate follows a certain
periodic behavior. As shown in both figures, the perioditthegreatest common dividégcd)
of the two periods. Hence it makes little sense to choose @ s$hift larger than the gcd; it only
repeats itself. This is more described in Section 10.5.%80Ahown with arrows in these figures
are the two slot lengths; ands,. As illustrated (and also valid from all results in Table2)0.
if the sum of the two slot lengths is smaller that the gcd, jtassible to shift path 2 with so
that no time slots overlap.

Finally Figure 10.6 shows a case where no gcd exist for thaltfferent periods. First of all,
no time shift can be found so that no time slots overlap. Thaltiag packet loss rate however,
is much lower than for the cases where the periods have a dhdr @mbinations of Table 10.2
are shown in Appendix D. From these results, it is now posgibktate an assertion for the time
shift function.
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1 L | L | L | L | L | L | L |
Path 1 r
——— Path 2
0.8 -
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Time displacement a [ms]

Figure 10.5: PER versus time shiftfor two paths, path 1p; = 40ms, s; = 9ms, path 2:
po = 30ms, so = 7ms. A successful time shift is not possible.

10.4 Assertion for the shift functionality

Overlapping time slots can be avoided accordingly: If thequokcities p,, po have agreatest
common dividergcd) which is larger than the sum of the slot lengths, a timspldcement
can be found so that the time slots do not overlap. Mathealibtidf

ged(pi,p2) > 51+ s2 (10.12)

then a displacement can be found so that time slots of two different paths do netlayp.

Explanation Again let the first slot of both path 1 and path 2 start at refeedime 0. The next
time the two paths have slots directly overlapping is at timg = yps. The time between a slot
of path 1 and a slot of path 2i8. The minimumm that always exists is the gcd. Therefore, for
two slots to successfully co-exist, the sum of these twastaist be smaller than the ged. This
can be seen in Figure 10.4 — the packet loss rate is non zerriatig instances with period
gcd. The following paragraph is a proof that the smaltess always the gcd.

Proof Assume two natural numbets, zo € N that have a gcd, i.e. these numbers can be
expressed in the following way:

zZ1 = nld

Z9 = ngd
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Figure 10.6: PER versus time shiftfor two paths, path 1p; = 33ms, sy = 4ms, path 2:
po = 23ms, so = 3ms. No gcd exists for the two periods.

whereny, no € N. The difference between these two numbers has to be msligbté
|21 — 22| = |nid — nad| = |n1 — ol - d (10.13)

Since bothn, andn, are natural numbers, al$o; — ne| must be a natural number, which in
the smallest case larger than zero is one. Therefore théestaissibledifference larger than
Ois1-d. However, the fact that the smallest possible differen¢bdgycd does not mean that it
always exists. To prove that it always exists it has to be shihat for every two periodicities
p1 andps one can finch; andnsy so that

|n1p1 — nope| = d with ny, ng, p1,p2 € N, (10.14)

with d being the gcd of; andps. This can be shown with the help of theorems from the
elementary number theory, which are explained in the fallgwparagraphs. Theorem 1 is
needed for Theorem 2 and here not described in full.

Theorem 1 For every two integers andb with a # 0 there are unique integegsandr
with
b=gqga+randd <r <a.

The proof of this theorem can be found in [99] and in Appendik C
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Theorem 2 If a,b € Z both not 0 then the set
M :={za+yb:z,y € Z} (10.15)

contains positive integers. The smallest among them igtdgtest common dividef of a and
b.

For every gcdf of a andb there isz, y € Z so that
d = xa + yb. (10.16)

This theorem is proven as follows: It is obvious that theldefEquation 10.15) contains positive
integers. Let be the smallest among them anddety € Z be chosen so that = za + yb.
Obviously every common divider smaller than the goof ¢ andb is also a divider ofi.

If the smallest number a¥/ is not the gcd, i.ed is nota divider ofa norb, Theorem 2 does
not hold. So, assume that this is the case,d.¢a. Theorem 1 gives that theregsr € Z such
thata = gd + r and0 < r < d. This can be transformed to:

r=a—qd=a—q(ra+yb) = (1 —qx)a+ (—qy)b

(1 — gx) and(—qy) are integers which can be expressed asdy giving that the number is
an element of\/ by definition:
r==2a+ybe M

However, sincd) < r < d andd stated above is themallest positive integethis is a contradic-
tion. The assumptiod /b can be led to a contradiction in an analog way. Conclusideythe
greatest common divider afandb.

Transforming the above results to positive periodic intege andp., i.e. a andb are
positive integers, it is obvious that eithepr iy from Equation 10.16 has to be a negative integer
so thatd is the gcd ofa andb. If one instance of a slot of path 1 e.g;, occurs at a reference
time ¢y, there is one slot of path 2 at a time > t; and another time slot of path 28t < ¢.

As a conclusion the propositions of Equation 10.14 and Tdradt are equal. To conclude, the
smallest inter slot time between any arbitrary slots baluptp two different paths is always the
gcd of the two periods.
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10.5 The scheduling algorithm — gcdShift

After the sections analyzing the problem and finding the irequents for the time shift method,
this section describes the shift functigndShiftin more detail. Illustrated by two examples, a
rule for the time shiftz is defined, which also explains the periodic behavior of thekpt loss
rates of the figures in Section 10.3.2. Then the computafitimeagcd is presented, followed by
some requirements on how to shift the individual slots. kentthe time shift function for more
than 2 paths is described. The gcdShift algorithm itselfiscdibed in detail in Appendix C.3.

10.5.1 Time displacement

Figure 10.7 shows path 1 and path 2 wheté(p1,p2) > s1 + s2. Three shifted versions of
path 2 are shown: caseb andc. Casea shows that path 2 has to be shifted at leash order
not to overlap with the first slot of path 1. Cakeshows that path 2 cannot be shifted more

e pl 7777777777777777777777777777 >

Path 1| S1 sl t
R B ™ SEEEEEEEEEEEE > ng>

Path 2| S2 52| |s2 .
<Sl> 1

Casea  |s2 M52 52

gcd-s2 gcd-s2
Caseb >‘ 32‘ T >‘ s2 ‘ SZL
d d
casec™ 72 < e 2

Figure 10.7: Shifting path 2 in time whegd(p1, p2) > s1 + so.

thanged(p1, p2) — s2 so that the second slot of path 2 does not overlap with thenskesiot of
path 1. Therefore the time shift must be< a < ged(py, p2) — s2. Casec shows when the time
displacement is exactlycd(py,p2). The two time slots that had begnd(p1, p2) away from
each other with no time displacement= 0) now exactly overlap. Further shifting of path two
will lead to the same results as when it Was a < ged(p1, p2). As a conclusion the repeating
pattern of the packet error rates in Figure 10.4¢i$(p1, p2).

Figure 10.8 shows an example wherel(p1, p2) < s1 + s2. Two shifted versions of path 2
are shown: casa andb. CaseA shows that the second slot of path 2 already overlaps with the
second slot of path 1 although the first slots of both pathisosterlap; more slots overlap with
such a shift than without any shift. This explains why thevesrin Figure 10.5 jump to a higher
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packet loss rate level after a time displacement gcd(p1,p2) — s2. In caseB the second

slots of path 2 starts at the exact same time as the seconaof glath 1; both paths overlap the
same way as the first slots of both paths overlapped withguslaift. Thus, the packet loss rate
follows a repeating pattern also in this case and the curv&sgure 10.5 have a periodicity of

ng(p17p2)'

| ; _gcd
Path1 | st | | | st | | s1 | -
Path2 |s2 s2 s | s2 -
T T
Case A | 52 ‘53 | s2 | sp >
Case B |s2 ‘Sa | s2 | 2 >
t=0 |

Figure 10.8: Shifting path 2 when + so > ged(p1, p2)-

To conclude, for two paths to successfully co-exisi(p1, p2) < s1 + s2 must be fulfilled
and a time shift can only be found during the titne: gcd. If no suitable shift can be found in
this time it can never be found.

10.5.2 Computing the gcd

The gcd of two numbers can be computed with the algorithm &di&(o9]. It is described in
pseudo code in Algorithm 1.

Algorithm: Algorithm of Euklid

Input: a,b e N
Result Greatest Common Divider of two numbersindb

r = a%b
while r # 0 do
a=1»
b=r
r = a%b
end
returnd

a b~ W N P

()]

Algorithm 1: The Algorithm of Euklid
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10.5.3 More than two reservation paths

Assume a node already has reservations for more than onérpatii) and receives a request
for another onex,, s,). First the gcd of all periodicities, including the new orgs to be
computed.

gcqqew = ng(ngold7pn) (1017)

The precondition that the new path can be established is:

n—1
Sn < ged(p1,. .. \pn) — D si (10.18)
i=1

However, if Equation 10.18 is true, it does not necessarigamthat all paths fit together
without overlapping time slots, as with the case of only tathg. Consider Figure 10.9, where
2 reserved patho(, s1) and (-, s5) exist and a thirds, s3) should be set up. In case A the

p3

|sifs2|| s3 | [s1] | s3 | |sifs2]| s3 ||si| | s3 [ A
pl
p2
/®
ls1 [s2 [s1f| s3 | [si] [s2] |si B
2
| s3 || s3 | : p3 | s3 |

Figure 10.9: Two paths are reserved, a third one is requebtazhse A, slots of the third path
can fit whereas in case B, slots of third path cannot.

slots of the third pathsi, ps3) fit together with the already existing ones, in case B thepato If
the request is for the point which is labela@see arrow), the first slot of path 3 can be accepted,
but if the path is set up, the next periodic slot would collidiéh a slot of path 2.

To further look into this problem, consider first an exampléhviwo paths as illustrated in
Figure 10.10. The advantage of periods that have a gcd ighbaime instances of all slots
reserved at one node periodically repeat; the first slotethf paths exactly overlap and also the
third slot of path 1 and the fourth slot of path 2, as well asdilvéh slot of path 1 and the eighth
slot of path 2. Therefore, it would be sufficient to look iftsl@verlap until the next overlapping
instance, that is until the third slot of path 1 and fourth sibpath 2, or thesmallest common
multiple P, .

Assume that theth slot of path 1 starts at the same point of time asfieslot of path 2.
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Path !

\ I I \ I I \ Path -

Figure 10.10: Repeating schemes of periodicities with a gdohe slots overlap periodically
with a timet.

This means thaP,.,, = xp; = ypo. The periodp; andp, that have a gcd can be expressed as:

p1 = kiged(p1, p2), p2 = kaged(pr, p2) With ki, ks € N. (10.19)

This leads to the following Equations:

Psern = rpr = Yp2

= wkiged(p1,p2) = ykaged(pr,p2) (10.20)
=sx=k N y=k (10.21)
i _ kokiged(p1,p2)ged(p1,p2) _
Equation 10.20 can therefore be expresse# asgcd(p1,p2) = el ) =

gccﬁ;’fpz), leading to the period®;..,,,:

_ P1p2
M ged(pr, pa)

Now assume a node has reserved s§gis. ., s,, for n paths with periodicitie$, . .., p, and

a new path is requested with periodicijty; which is differentfrom anyp, ..., p,. First the
basic requirement i Equation (10.18) has to be fulfilled. W h&,.,,, has to be computed for
every tuple 0,11, pr), wherek =1, ..., n:

Pn+1D1 _ Pn+1Pn
gcd(prt1,p1) gcd(Pnt1,Pn)

Piom, = B e

All possible slot collisions is covered when no slots oveitathe maximum of these periods,
hence forl" = max(Pscp, - - - Psem,,) @ Shift of the new slos,, ., must not overlap with any of
the slotss; . .. s,,.

Whenp, 11 is equal to any;, ..., p,, these periods can alternate, hence more paths can be
supported. One example of this is when two paths exist wittoge 20 ms and 40 ms. If a third
reservation with period 40 ms is requested, the two paths patiodicity 40 ms can alternate

106
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even if Equation (10.18) would not be true.

10.5.4 How to shift the individual slots

Until now, all individual slots have been considered as amgd time slot. In reality one node
reserves several time slots for each path; individual dlmtgeceiving, transmitting and ac-
knowledging as described in Section 3.8. When a node rexaivequest that is conflicting with
another reservation, it can either divide the differentsstr it can shift all together. Consider
a simple scenario where two chains, A-B-C and D-B-E crossne mode B, A-B-C (path 1)

exists and the path D-B-E (path 2) is requested, see Figuld 1@ssume that the request for

®
Pm@~é~©
©

Path 2

Figure 10.11: Path 1 (node A, B and C) is set up and path 2 (no@eadd E) is requested.

the acknowledgment of the path D-B-E is conflicting with slof the path A-B-C in the cross
node B. This is illustrated in Figure 10.12, where the slsigrtsnent in node B is shown. On
top, the reserved slots from path 1 are shown: Rba where nagedd/es from node A, Sbc
where node B forwards the real-time data packet to node C &cdvhere node B receives an
acknowledgment from node C. The second request is showre didttom, where Rbd is the
receive slot at node B from node D, Sbe is the send slot whette Boshouldsend to node
E and Abe is the acknowledgment slot where node B shouldueegi acknowledgment from
node E. As illustrated, the acknowledgment slot conflictdhwhe receive slot at node B from
the sender node A.

Rab | Sbc | Acb R

| Rdb| Sde | Aeb|Rab | Sbe [ Acb |
/'

Figure 10.12: Example of overlapping slots. The acknowieelgt of path 2 is conflicting with
slots assigned for path 1 in the cross node B.

The main possibilities to shift time slots are: 1. Shift otilg conflicting slot, in the example
shift only the Abe slot. 2. Somehow group the slots and shéirt as a unit. The first option has
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the advantage of a small additional delay introduced by liifirey mechanism. It is a suitable
option when not many paths exist. This is illustrated in Fégli0.13 case 1. As seen, shifting
the acknowledgment only results in a small available tinoéisl between the two reservations,
which is hard to use for another flow. This can result in thata neservation is rejected. For
option 2, there are some possibilities as to how to group litts.sThe most obvious option
is to treat all individual slots together and shift them ag,oiflustrated in Figure 10.13 case
2. However, when many nodes are involved in the reservatit,is, the paths are long, it is
difficult to shift all slots, if possible at all.

1 [Rdb|sde|  [Rab[sbc|Ach [Aeb] X
2 | Rab] sbc| Acb | Rdb] Sde | Aeb|
3 ,m |Rab|Sbc|Acb|Sde’Aeb‘

Figure 10.13: Possible solutions for shift of time slots.

Therefore, another option is introduced where individdadssat any node are categorized
in two different groups: receivingandtransmittingslots. For node B this means that for the
path A-B-C, the slot where node A transmits (or when node Rives from node A) comes
into the receive group. The transmission to node C and theoadkdgment sent from node C
to node B belong to the transmit group of slots. This categtion is done as node B, or any
node, can control the transmitting slots, but not the réegiglots. When node B discovers that
the acknowledgment cannot fit, it shifts the send and ackeagvhent slot together according to
the gcdShift function, see Figure 10.13 case 3. This methstitiing time slots removes very
small time slots that are reserved separately and also mziegnthe signaling as not all nodes in
the chain must change the reservation. The scheduling tddead and simple.

10.6 Probability of needed time shift

To see how often a reservation must be shifted, this seati@stigates the probability that the
requested time slots directly overlap with existing onelse Pprobability that two paths overlap
is analytically derived and then compared with a simulaitivestigation. Also, the probability
that a shift is needed with more paths is addressed.

10.6.1 Two paths overlapping probability

To find the probability that two paths overlap, the same patars as in Figure 10.2 are used:
Path 1 f4, s1) exists and path 2v6, s2) is requested with equal probability within any period of
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path 1; the first slot of path 2 is requested at a uniformlyrithisted timet within [kp1, (k+1)p1].
Again, for simplicity £ = 0. This leads to a probability density function (pdf) forf (¢) = pil.
As shown in Figure 10.14, the requesteidr slot 1 of path 2 can directly overlap with the slots

A) B)

0 ts, t+s, t p, t+s, time

Figure 10.14: Slot 1 of path 2 (white slot) overlap with A)tsloand B) slot 2 of path 1 (grey
slots).

of path 1 (path 1 has grey slots). Case A) shows when slot 1tbfpaverlaps with slot 1 of
path 1 and case B) shows when slot 1 of path 2 overlaps witl2sébpath 1. Therefore slot 1
of path 2 overlaps with slot 1 of path 2#ifoccurs within the interval0, s;]. HenceP[0 < ¢t <
s1] = f(fl pildt = ;—1. Similar, slot 1 of path 2 overlaps with slot 2 of path X i within the
interval [p; — s2, p1], giving the probability of overlap as?[s; <t < p;] = ;1_52 pildt = ;—j.

The total probability that slot 1 of path 2 overlaps with patis:

59 S1 S1 + S92
= — 4 — =

P[shift]

b1 Dp1 p1

Whenp; = po, this is the total probability that a shift is needed. Whempkriods are different,
additional slots can overlap. First, assume thais a fraction ofpy, i.e. xps = p1. Hereps is
also the gcd of the two periods. Slot 1 of path 2 overlaps wiahlsor slot 2 of path 1 with the
probability given in Equation 10.6.1. Additional to thikete arer — 1 slots of path 2 that can
overlap. This occurs when slot 1 of path 2 is requestedtavihin [n%pl — 32,n%p1 + s1],
wheren = 1,...,x — 1. Following the same calculations as for the case for slot path

2 above, the probability that any other slot but slot 1 of gaibverlaps can be expressed as:
P[n%pl — 89 <t < n%pl + 5] = (@-Dsitl@e—bss _ (@=Disrtsa) Adding slot 1 of path 2

p1 p1
gives the total probability of a needed shift as:

) rs1 + TSo 81+ S2
P[shift(xp2 =p1)] = =
b1 P2

If the second periodicity would be larger than the figst> p; the same formula holds, but
instead ofp, in the divider it isp;. As the period which is smallest also is the gcd, the general
formula for probability of overlap when the periods are fiaics can be formulated as follows:

sit+s2 s1ts2

Plshift] = =
[S Zf] min(p1,p2) ged(py,p2)

(10.22)
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The last case that must be covered is when the periods hadgbapare not fractions, that is
xp1 = yp2. Still, the first slot of path 2 arrives at tintewithin [0, p,]. Different is that not only
can the slots of path 2 overlap with slot 1 and slot 2 of path ib #ise previous cases, they can
also overlap with later slots of path 1. This occurs when Xlof path 2 is within the intervals
[nEL — so9,nBL + 1], wheren = 1,..(y — 1). This together with the probability of overlap of

Y Y
slot 1 of path 2 results in the same formula as above, see iBguan.22).

This is illustrated with an example whe2e, = 3p.. Consider Figure 10.15, where first of
all path 1 is shown at the line mark&ath 1with three slots (grey) marked with their respective
number. Slot 1 of path 1 again occurs at reference time Oh&uyrEigure 10.15 illustrates three
different cases of the requestetbr slot 1 of path 2.Path 2shows when the requestechence
slot 1 of path 2 (also grey), is also at the reference timetgitdere, slot 1 of path 2 overlaps
with slot 1 of path 1 and slot 4 of path 2 overlaps with slot 3 aftpl. Path 2ashows in white
where slot 1 of path 2annotstart (i.e.t) for slot 2 of path 2 not to overlap with slot 2 of path
1. Path 2bshows where slot tannotstart for slot 3 of path 2 not to overlap with slot 3 of path 1.
The probability of a time slot overlap for the above desatibases arePath 2as discussed in

Path 2 [7] 2] 3] 4]
Path2a| |[[ 1 [2
Path 2b [[1 3
Path 1 [1] 2] 3] R
0 1/6 2/6 3/6 4/6 5/6 1 Time [relative p,]
—>
P2 2p,

Figure 10.15: Three cases for overlap when 2 3p,.

previous cases above has a probabilit)ﬂgiﬂ. The second casPath 2ahas an overlap of time
slots when slot 1 of path 2 starts within the interidgl3p; — s2, 1/3p1 + s1]. Finally, the third
case Path 2bhas an overlap of time slots when slot 1 of path 2 is wifBif8p; — s2,2/3p1 + s1].
This results in the total probability of overlap éﬂ%ﬁ + P[2/3p1 —s2 <t <2/3p; +s1] and
P[1/3p1 — s2 < t < 1/3p1 + s1], which calculated as above gives the total probability of a
needed shift as:

Plshift(3ps — 2p1)] — 35052 _ 311 52)

p1 p1

This example illustrates that the fractiéf is the gcd between the two periods £ 3), hence
Equation (10.22) holds for all cases with two paths.
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10.6.2 More than one path

Now, assume that reserved chains exist and a request fer & 1 paths is arriving, all with
periodicity p;. The probability that this reservation must be shifted @nth

Plshift] = Sl 4 Zb=t 5 _ Swin ¥ Doy St (10.23)
P P P1
When the periods are different, the same discussion as éopaths lead to a general formula
as: N N
Plshift(pathp.1)] = =241 4 D=1 Sk _ Snt1 + D ey Sk (10.24)
gednyr  gcdpia gedp 41
whereged,,+1 = ged(pa, .., pnt1). Unfortunately, this does not include the shifting thatdeee
to be done due to bad slot location which is described in &@dtD.5.3. This is not possible
to calculate analytical, hence only an estimate of a lowsit lof the probability of overlapping

slots can be achieved with these formulas.

10.6.3 Probability of shift — cross scenario

For the numerical investigation, the scenarios in Figuré@ @re used. Three different scenarios
are shown with two paths crossing each other in one nod&ds Iscenario has three nodes in
each chain, source node Al sends to destination node C1 atftefeecond path source node
D1 sends to destination node E2ross Il scenario has two more nodes in each chain; node A2
sends over Al, B, and C1 to destination node C2 and node D2 sex@stination node E2 over
D1, B and E1. SimilarCross lll scenario has 7 nodes in each chain: Node A3 sends over A2,
Al, B, C1, C2 to node C3 and node D3 sends to destination E3.

The probability that cross node B must shift one reservai@nalyzed using combinations
of periods 20, 30 and 40 ms and a packet size of 64 bytes. Tisgiemrates used are both 1
Mbps and 11 Mbps, resulting in a transmit/receive time st of S; = 1.33 ms andS; = 0.86
ms respectively. In Cross Il scenario, the cross node B hathéofirst reservation allocated
approximately 6 ms for 1 Mbps and 4 ms for 11 MbpsS(4- 15,* for slots: receive node A1,
receive, send, implicit ack when C1 sends to C2 and explatited C1). In Cross Il scenario
approximately 8.66 ms for 1 Mbps and 5.7 ms is allocated inctioss node ( 2 moré;s is
allocated for 2 hop protection: receive at nodes A2 and Adeive, send, implicit ack when C1
send to C2, implicit ack at C1 when C2 sends to C3 and explitited C2 ). The probability
that slots overlap for different combinations of periode ealculated with Equation 10.22 and
shown in Table 10.3.

! Approximate transmission time of one MAC acknowledgme#trfis
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Figure 10.16: Cross configurations | with 3 nodes, Il with Se@®and Il with 7 nodes in each
chain crossing at the middle node B. The path from node Ax tterfox exists and the path from
node Dx to node Ex is requested.

Period p1,p2 [MS] 20,20 30,30 40,40 20,40 20,30
Transmission Rate [Mbps] 1 11 1 11 1 11 1 11| 1 11
Cross |l probability of shift 0.6 04| 04027 03 02| 06 |04|>1]|0.84
Cross Il probability of shift | 0.86| 0.6 | 0.57| 0.4 | 043|0.3({0.86| 06| >1| >1

Table 10.3: Probability that path 2 directly overlaps witty alot of path 1 for packet size 64
bytes over 1 and 11 Mbps channel.

The probability that a direct shift of the second path is eeedanges from 0.2>1. First
of all, a probability larger than one means that only one paih be accepted as + s >
ged(p1, p2). A lower probability directly tells us if more than two patban fit at all. However,
a lower probability leads to an increased probability of sahle inter slot space. If the time
slots of the second path must be shifted, the inter slot spdtbe smaller and the probability
that more paths can be accepted is higher. Hence, both thpeets must be considered when
looking at the shifting probability. Finally, the probabjl gives an idea of the final end-to-end
delay. The higher the probability of a needed shift of a net@n is, the higher is the probability
that the end-to-end packet delay is higher.

To compare the analytical results in Table 10.3 a simulatiased study of the Cross sce-
narios with same parameters as above is performed. 1000asioms for each combination of
the two periodg; andps are performed, using NS-2 [90]. The second path is requedtad
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uniformly random¢ within [0, p;]. The resulting end-to-end delay of path 2 is measured (path
1 has always the same delay). After the shift, every packeatf 2 has the same delay, thus
the simulation could be interrupted as soon as the secohdgsét up. Figure 10.17 shows the
simulation results for the Cross Il scenario with the CDFrahe end-to-end packet delay of
path 2. The delay with no shift is the first step of the functibiist of all, the calculations of the
probability of a needed shift are the same as with the calonks, e.gp; = 20 ms,p, = 40 ms,

11 Mbps channel has a 0.58 probability of no shift and the@pprate calculated value is 0.6.
Also, the probability of shift increases with smaller goele $-igure 10.17(b) where combination
p1 = 20, po = 30 ms has a much larger shift probability than other combimatidue to the
small gcd ofl0 ms. Further, the maximum shift that the gcdShift functiomdduces is approx-
imately 3 times the original allocated time in the node, whigdue to how the slots are shifted
as described in Figure 10.13. As these values are anyhow timeléTU-T recommendation
(also the case for Cross Ill not shown here) of one-way trégson time [69], the increased
end-to-end delay is not an issue here.

1 i = 1 .
pl:p2:40rT\1f o p1=p2=30ms -
0.8t \ ] 0.8/ \
P ’ pl=p2=20ms ;’
. 0.6F & \ ] 0.6/ | ~
8 - p1=20 ms, p2=40ms ‘é pl=p2=20ms
0.4r . 0.4r
1= =
0.2r ] 0.2 p1=20 ms, p2=30ms
0 : ‘ 0 : : : : : :
0 0.005 0.01 0.015 0 0.002 0.004 0.006 0.008 0.01 0.012 0.014
Delay [s] Delay [s]
(a) 20 ms, 40 ms (b) 20 ms, 30 ms

Figure 10.17: CDF for cross scenario |l of path 2 for difféareombinations of periods.

To conclude, the probability of a direct shift gives an iddahow many paths that can
directly fit in a network. It also indicates how the theoratimaximum number of established
reservations can differ from the actual number; a lower @hdlty of a shift result in a higher
probability of unused inter slot space. This will also shawsimulation results of a larger
simulation, which is described after the protocol impletagon description in the next section.
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10.7 Protocol implementation

This section describes how the gcdShift function is impletee in the DARE protocol. For
this, a general knowledge about the set-up mechanism aniiA layer frames is needed
(Section 6.3). The description here starts when a node ipatiereceives the RTR.

Upon arrival of the RTR at any node, this node first checks ¢leeive slot(s). If this slot is
non-conflicting, the node continues by checking for a slétédansmit slot, possibly shifting the
transmit slot in time if necessary. Using the gcdShift fimetfor all periods already accepted
and the requested one, the node can find a suitable shifodBdtiat do not have any common
divider, e.g. prime number based periods, are not conslddfea node detects a receive slot
to be conflicting, it transmits an UTR message back to the tloalegenerated the receive slot,
suggesting one, or more, new transmission slot(s) thatdvbalsuitable. For this, the time
information fields of the UTR are used, see Section 6.3.1hdfriew transmission instance
can be fulfilled, old preliminary reservations are deleeedew RTR is generated and also new
preliminary reservations.

Since two hop protection is applied in the reserved pathSse&on 6.4, receive slots at pre-
ceding nodes must also be scheduled. If a conflict of a resbdtdwo hops back is discovered,
the UTR is sent three hops back. ThHiag field is used for this purpose. This field information
can have the value 4, 5 or 6. If a node receives an UTR with Flagled, it knows that the
UTR is intended for itself. This node must then re-schedisldransmission slot belonging to
the reservation. It knows which reservation it is by readimg source and destination address
fields in the UTR and compare these with entries in its resiervéaable. When a node receives
an UTR with a value higher than 4, it reduces the Flag valuerteyamd then sends it back to the
node preceding it in the chain. If no new receive or transhatsan be scheduled, the reserva-
tion request is rejected and the flow is blocked. The appro@mhnot be globally optimal, but
the decisions are kept local and simple.

The following three figures describes state diagrams fofulhdARE set-up mechanism.
In Figure 10.18, a node receives an RTR from a preceding nudietsecks whether or not it can
fulfill the request for a receive slot. The MAC layer receigeseservation request for a receive
slot ( Res Recv Request). If this is ok, it makes an entry indlservation table and forwards the
RTR to a queue. This queue follows the standard DCF, whichifsge a packet queue used to
store packets after routing decision has been made and fGddyler indicates its availability. If
the request is not ok, it generates an UTR and sends it babk ichiain to the node which must
change its transmit slot. Figure 10.19 describes when a afteleaccepting the request for the
receive slot, receives the RTR from the internal queue ablwweMAC layer and checks for a
transmit slot. First, the MAC layer receives the requesiftbe queue (Res Send Request). At
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MAC receive
Res Recv Request

Send UTR
N |Back in chain

Y

Reservation entry in RT
RTR sent up
to queue

Figure 10.18: Shift function algorithm; node MAC layer reteg the RTR from preceding node
and checking the request for the receive slot.

the MAC layer, the RTR is initiated by alternating the fieldéshanew MAC addresses. If the

RTR can directly be transmitted (after sifs) it is transedtt If the direct send slot is conflicting,
the node checks the reservation table for a suitable shitiuhd, it starts a shift timer and sends
the RTR back to the queue. When the timer expires, the RTRrigved from the queue and
is again initiated; new information is entered in the timéoimation fields. A control check

is performed to see that the new send slot is ok and the nodesaakentry with preliminary

status and sends the RTR to the next node in the path. If dkutiene shift cannot be found,

the RTR is deleted and no reservation is performed.

The last state diagram is shown in Figure 10.20, which isttdite sliagram for a node that re-
ceives an UTR. Upon receiving the UTR, a hode releases alhrasons it has for the particular
reservation (based on source and destination addresst#®n ichecks if the Flag fields has the
value 4. If not, it reduces the Flag value by 1 and sends it batke chain towards the source
of the application flow. If the Flag is 4, it checks the timedmhation fields for new suggested
transmit time slots. If none is ok, no new RTR is initiated @adime slots are reserved. If the
suggested time slot is ok, the node stores the UTR in the giwette Flag value 2, i.e. it will
be read as an RTR) and starts the shift timer. When the ghifirtiimes out the node goes into
state Res Send Request shown in Figure 10.19.

10.8 Multiple reservations — Simulation study

This section describes a simulation performed to invetsigfae impact different packet sizes
and periods have on the number of possible established aatiie AP. The simulation model
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MAC receive
Res Send Request

Shift timer
started

Initiate RTR

No
reservation

send RTR

Figure 10.19: Shift function algorithm; node MAC layer reteg RTR from queue and check-
ing the request for the send slot.

MAC receive
UTR
I
Release

all reserved

Flag=Flag -1
Send UTR
Back in chain
No

reservation

Shift timer
started

}

MAC receive
Res Send Request

Figure 10.20: Shift function algorithm for shifting receiglot; UTR transmission scheme.
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is described in Section 10.8.1, followed by simulation hss@overing the number of established
paths when packet sizes and periods are varying in Secti@?210

10.8.1 Simulation model

In this scenario, the maximum number of established redensmat one AP is investigated for
different periods and time slot sizes. Source nodes tratisgito the AP are added until the

maximum number of flows is reached at the AP. 400 simulatigiteguNS-2 [90] are performed

for each combination of periods and time slot sizes. Thecgnodes transmit over either a 2
or 3 hop path to the AP. They are located such that no inteatediode is involved in more

than one real-time flow. No longer paths are investigateth@#\P will due to basic protection

scheme not reserve any more time slots than up to two hops. avedyes of packet size and

periods are given directly under each result section. Opaa® with 12 source nodes and
paths of 2 hops is illustrated in Figure 10.21. The scenalierev all paths have 2 hops is called
Star | and the scenario where all paths are with 3 hops iscc8liar 11.

L
\
N
O ~(O=~—0
Q/O \Q\@

s

Figure 10.21: Star I: Sending to an access point via two hops.

10.8.2 Simulation results

First, the packet size is varied, which results in varyimgetislot size. After these results are
presented, the period is varied.
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Varying packet Size

The real-time traffic’s period is 100 ms and packet sizes 320, 512, and 1024 bytes is inves-
tigated. The outcome is the average number of paths thatecandepted, given in Table 10.4.

Packet size Hops per path
2 3

144 8.4 6.2
320 7.7 5.9
512 6.4 4.7
1024 2.3 1.3

Table 10.4: Number of established reservation paths,rdiftepacket sizes.

The average decreases with increasing hop count. Obvjalis AP must reserve more time
with a longer path since all nodes reserve slots up to two he@s/. Not surprisingly, larger
packets, thus larger time slots, also decreases the aveutageer of established paths. But,
interesting is that, although not shown here, the maximumbar of successfully reserved paths
can vary a lot, but the average number of successfully redguaths does not. The maximum
number of paths for packet sizes 144 and 320 bytes were Bclager than 12 for both two
and three hop paths. The maximum number of possible pattslibbytes is 8 for the three
hop scenario. Due to inter-slot space between acceptexvatisas that could not be used, the
average number of paths do not differ that much (except fad 1ytes).

Varying period

The packet sizes and periods are chosen from the G. 729 COBHCThe combinations are
(period, packet size): (20 ms, 64 bytes), (30 ms, 74 byted)(4d ms, 84 bytes). The results
are given in two instances, the range of the numbers of ésiahl paths and the average of the
number of established paths, see Table 10.5. If only onedieity is given in the first column
this means that all paths use the same periodicity. If twamdimities are given this means that
every second source node uggsand every second uspg. The most obvious result from the
table above is the impact of the gcd. The combination of 20 mis3® ms periods result in the
smallest gcd, hence the least number of paths can be ressrtreel AP. Generally these results
confirm that the smaller the relatiosﬁ(% is, the less reservation paths can be established.
Interesting is that the transmission rate has not as largadiras expected. Although the rate is
increased with 11, the range do not increase that much. @enisie case where periods 20 and

40 are used. The average number of paths for the Star | soemdyi increases with 1.5 path.
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Periodicities [ms] and Star | Star |l
transmission speed Nr. of paths Nr. of paths
range average range average
p=20, 1 Mbit/s 4-6 4.93 3-4 3.27
p=20, 11 Mbit/s 6-8 6.99 4-6 4.93
p=40, 1 Mbit/s 7-11 8.77 4-7 5.67

p=40, 11 Mbit/s 912 1058 68  7.63
ps=20,p,=40, 1 Mbit/s | 4-6 526  3-4 38
p+=20,p,=40, 11 Mbit/s| 6-8 6.7 46 524
p.=20,p,=30, 1 Mbit/s | 2-3 299 1-2  1.98
ps=20,p,=30, 11 Mbit/s| 3-4  3.99 23  2.98

Table 10.5: Number of established reservation paths,rdifteperiods and packet sizes.

The same scenarios were simulated again but this time theesowdes randomly chose
their periodicity. Table 10.6 shows the results for theseusitions. In the first column the
periodicities are given from which a source node could cadomn.

It can be seen that the ranges are bigger than in Table 10fdr. dkample the periodicities

Periodicities and Star 1 Star 2
transmission speefims] Nr. of paths Nr. of paths
range average range average
p2=20p,=30, 1 Mbit/s 2-7 3.47 2-5 2.55
P2=20p,=30, 11 Mbit/s 4-7 4.24 2-6 3.19
p=20p,=40, 1 Mbit/s 4-8 5.72 3-6 3.96
P2=20p,=40, 11 Mbit/s 6-8 7.33 3-6 5.44
p2=20p,=30p,=40, 1 Mbit/s | 3-6 3.5 2-5 2.8
P2=20p,=30p,=40, 11 Mbit/s| 4-8 4.55 2-6 3.57

Table 10.6: Nr. of established reservation paths with remiga@hooses periodicities.

20 ms and 30 ms can be chosen the number of established tesepaths ranges between 2

and 7 (Star 1, 1 Mbit/s). This is due to that possibly all pathsose one period, thus the gcd is
higher, allowing more paths to be accepted. The averagevétam Table 10.6 are visualized

as graph in Figure 10.22 and Figure 10.23. The values fordeescwhere only one periodicity

can be chosen are taken from Table 10.5. In conclusion, tagggany set up paths as possible,
it is an advantage to only allow some periods and packet &izédse network. The relation

m should be as big as possible to achieve the best scalaleitits.
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Nr. of paths (average)
Nr. of paths (average)
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Periodicities [ms] Periodicities [ms]

Figure 10.22: Star I, 1 Mbps (left) and 11 Mbps (right): E$&dted paths for random periodicity
combinations.

6 8

» o
a1 (=2 ~
T T T

Nr. of paths (average)
Nr. of paths (average)

EN
T

240 20-40 20 20-30-40 20-30 340 20-40 20 20-30-40 20-30
Periodicities [ms] Periodicities [ms]

Figure 10.23: Star Il, 1 Mbps (left) and 11 Mbps (right): Hdished paths for random period-
icity combinations.

10.9 Limits for multiple reservations

The greatest common divider The precondition for the possibility to have multiple casitig
reservation paths is that the periodicities of these paitlst imave a gcd that is greater than the
sum of the slot lengths. The question is what happens if twingieities are used that are
relatively prime, e.g. 20 ms and 33 ms. The answer is verylsintipey exclude each other. The
path which is set up first wins and the other path does not haveuace to be built up before
the first path is released. To ensure that multiple resenvataths can co-exist it makes sense to
allow only periodicities that have a certain common divider

Slot lengths The gcd gives an upper limit for the theoretical maximum namdf possible
reservation paths in a node that depends on the differentesigths. The introduced shifting
mechanism only makes sense if comparable slot lengths aede Gensider the following exam-
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ple. Assume one path with periodicipy = 20 ms sending 64 byte packets and a second path
with periodicity p, = 100 ms sending 512 byte packets. The gcd of the periodicitie® im2

For a transmission speed of 1 Mbit/s the transmission tinaesdf2 byte packet results in 4.8 ms.
When all individual time slots are reserved and 2 hop praeds used, the slot sizes is much
larger than the gcd and the other path cannot be reservede Sire time slot is much larger
than the other, it might make sense to force a fragmentafidimedarger packet. Hereby, more
flows might be accepted.

Randomness of slot start Another limit is the randomness of the time for which the nethp

is requested. Remember that if the requested path fits gwith the existing ones everything
is left as it is and no shift is done. This can leave gaps betlee slots. The ideal case is that
the newly requested slot starts right after an existing eshots. In a disadvantageous case this
gap is much bigger, but just not long enough for another sldiet able to fit between them,
i.e. the time between these slots cannot be used for a negleseed path. This is shown is
Figure 10.24. As a conclusion the theoretically possibl&imam number of paths might not
necessarily be reached.

ideal case | s1] s2| | s1] s3

disadvantageous‘Sl‘ | s2 | s1 | s?

I

slot does not fit there

Figure 10.24: Slots placed ideally and disadvantageous.

Nodes without knowledge Assume there is no intermediate node between such two nodes s
that they cannot communicate with each other. Such a situigishown in Figure 10.25. Node

B and F cannot communicate with each other but they are in @heln's interference range. As

a conclusion they do not have any information about each’stteserved time slots. If reserved
time slots at nodes B and F overlap, collisions and packseksan occur frequently (depending
on the periods at which the time slots overlap). There is npteaolve this problem. The only
option is to release one of the two paths.

Impossibility of shifting due to other reservations It can be possible that the actual shifting
of asendslot has to be done up to three hops before the node where nfietis discovered.

If this node cannot shift the slot as requested, possiblytow¢her reservations, the reservation
is not set up.
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“_interference rang

communication range

Figure 10.25: Node B cannot communicate with node E, butmiznfere with it.

10.10 Summary

Applications in one network might have different flow chaegistics; requested periods and
time slot sizes for reservations can differ. If one time glah co-exist with others already
reserved, it is not guaranteed that future slots do not aperbuch a requested time slot must
be shifted in time so all slots are non-overlapping. Sinceywifferent periods can exist within
one node, this node must be able to schedule all time slatzitms accordingly. In this chapter,
first an expression for when time slots with different pesiaderlap was derived and used in a
simple simulative investigation. As a result, a requiretrfen all nodes to use when deciding
on accepting a new flow or not was derived. If the greatest comdivider of the periods is
larger than the sum of all time slots, it can be accepted. hegrivhen more than two flows
cross in one node, inter slot space can result in less patieptel than a theoretical maximum.
However, if a new requested periodic time slot does not cangeverlapping time slots within
the greatest common period of all periods, no time slotsevidlr overlap, hence the reservation
can be accepted. The time slots for a flow is divided into trdtiisig and receiving slots When
a shift of any slot within one of these two groups is needeely tire all shifted together. This
chapter also describe the probability that a shift is needekthe protocol implementation of the
gcdshift function. Finally, a simulation-based study shdww the allowed periods and packet
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sizes affect the possible number of established resengtiSome combination of periods can
result in that only 10 % of the offered flows are accepted, e&®iother combinations can have
almost all accepted.
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Chapter 11

Evaluation — multiple real-time flows

After the last chapter, which concluded the design of the BAJRotocol, this chapter describes
the main evaluation of this thesis. First, the DARE protadohe is investigated with a simula-
tion study of how different network parameters affect theREAperformance. The results are
presented in Section 11.2. After this, DARE is compared Wi@F and EDCA in Section 11.3.
In both investigations, many real-time flows are presenhértetwork that all request a reser-
vation. The goal is to get a clear image of how DARE performmagared to DCF and if DARE
is a better QoS-approach than EDCA.

For both investigations one simulation model is used as e;ch individual simulation
then use different tunable parameters. This basic sinounlatiodel is presented in Section 11.1.

11.1 Simulation model

All investigations of the DARE protocol are performed witlsM and use the same simulation
model as base. Each separate investigation has then a sebaigiers that are tunable. These
are described under the corresponding investigations.ddiitian, the comparison of DARE,
EDCA and DCF also use an additional simulation model, desdrin the result section itself.

In the basic simulation model, the system consistafodes, uniformly distributed on a
square area with side In the system, there are APs, which are pre-defined located in a
grid fashion with equal distance between them and the anetefxo These APs are assumed to
function as gateways, e.g. connect the wireless accesorketova wired network or to other
wireless ones. The network is illustrated in Figure 11.teldtha = 4 andn = 400. From the
n nodesyn, are randomly chosen to be sources of real-time traffic. Femdlflows, a reservation
will be requested. The end-destination of these transarisss an AP. When several APs exist,
it is the AP closest to them. A real-time flow sends fixed-siaekets of 512 bytes every 100
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Figure 11.1: Simulation setup: 4 gateways (0), 400 randdodstted nodes (+).

ms. When the packet is transmitted on the channel (includidg, IP, MAC, and physical-layer
header and preambles), it has a transmission (or receiony; =4.8 ms, using the 1 Mbps
channel .

The MAC protocols used in the investigations are: DCF asigeaby NS-2, EDCA with
NS-2 code provided according to [97] and DARE, own impleragah. For DARE, the optional
feature of two-hop protection is here not considered. Thierrale is to investigate the reserva-
tion protocol in its simplest modus, to get a fair comparisdth EDCA and DCF or even to
test DARE the most. Therefore, also in simulations with EDi& parameters are set to give
EDCA advantage: The real-time flows are given the highestripyi(AC = voice) and in case
of background traffic, this has the lowest priority (AC = badund). Parameters used for these
classes are presented in Table 4.1.

The radio model is according to the NS-2 simulator, which inggdemented the physical
characteristics from the Lucent WavelLan interface cara rélnge of reception is approximately
230 meters and the nodes use full transmit power of 100 mW. Amiting protocol, NS-2's
implementation of AODV is used. All parameters for DCF andisamodel can be found in
the NS-2 manual [90]. 200 repetitions for each selected auettibn of parameters is ran; each
repetition for2000 s simulated time, unless other simulation time stated.

Investigatedmetricsare: 1. the delay of packets from source to access pointezhtbugh-
put for individual real-time flows, and 3. the amount of slbifts and blocked flows. These
are defined in Section 3.6. Only successfully reservedtima-flows are considered in these
metrics (except for blocked flows, of course).

In this simulation, only one period and packet size is usdt grevious chapter has shown
simulation results for many different periods and packetsiand how the combination of them
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impact the DARE performance. The reason for only choosirgwaiiue here is to get an idea of
the maximum capacity of DARE, at the same as EDCA is given aargdge at the choice of
other simulation parameters (AC = voice, no two-hop prodegt

11.2 DARE evaluation

This section describes results of a simulation-based siwyre the impact of DARE perfor-
mance for different parameter values is investigated. Tdese this, the number of real-
time flows is here fixedp, = 10. The parameters that are varied are: 1. Area side;
700, 1300, 2000 m and for some cases 3000 m and 4000 m. 2. AP number], 2, 4. 3. Nodes
n = 100, 200, 400. 4. Order of reserved chain, e.qg. if a flow is reserved as nuthbe number
9 and its impact on the end-to-end delay.

11.2.1 Distribution of end-to-end packet delay

The end-to-end delay has a distribution (CDF) which foll@vstep function — each step cor-
responds to either a shift in time or that the path, or changth is different. One example is
shown in Figure 11.2, which shows results from one simulatib10 chains where all chains
were successfully reserved.

1

0.8f

0.67

CDF

0.4¢

0.2

0.05 0.1
Delay [s]

Figure 11.2: CDF of end-to-end delay for 1 simulation whdrd @ real-time flows were suc-
cessfully reserved.

When delays from all simulations are included, the CDF witlitally not have such sharp
steps; the end-to-end delay of one path can have any valu® dighift. Nevertheless, one flow
will alwayshave the exact same delay for all its packets after the rasenvis set up. This
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section continues with a presentation of how the differarameters affect the distribution of
the packet delay.

Impact of area side The end-to-end delay of all chains vary with the cell sideguFé 11.3
shows the CDF of end-to-end packet delay in a scenario where are 4 APs and 400 nodes. In

4000m
---3000m j
— 2000m
--- 1300m

0.06 0.08

0 0.02

0.04
Delay [s]

Figure 11.3: CDF of end-to-end delay for different area sigde= 1300, 2000, 3000, 4000 m.
Number of APs: = 4 and number of nodes = 400.

this scenario, the network is always connected; no sourde iout of reach from its destina-
tion. The end-to-end delay increases with the area sidgelopaths are required for successful
connections in the network. Consider a traffic requiremérgnal-to-end delay less than 0.02
s. If s = 2000 m, approximately 90% of all packets are below the limit, veaerifs = 4000

m, only 50% is below. Another distinct difference is thagkars has more varying path delay;
smallers has not so many varying paths lengths.

Impact of active chains When the number of set-up and active reservation paths grothe
network, the probability that a new one can be acceptedttyiretthout a time shift decreases.
Figure 11.4 shows the delays for different chains whea 400 nodes,s = 2000 m anda = 1
AP. Chain 1 means that this is the first reserved flow in the atwchain 5 that 4 others are
active and chain 10 that 9 others are active. The chain thatstsset up has a less varying
end-to-end delay than the chain that is set up last.

Impact of AP number  With increasinga, the number of nodes that are involved in several
reservations decreases. Figure 11.5 compares Figure stior§ again in (a)) with the same
configuration but where = 4 APs, shown in (b). The individual chains in (b) compared
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Delay [s]

Figure 11.4: CDF of packet delay for chain 1, 5 and 10 wits 400, cell sides = 2000 m and
a=1AP.
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Figure 11.5: CDF of packet delay for chain 1, 5 andAG; 400 nodes, cell side = 2000 m,
a)a =1AP and b)a = 4 APs.
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with their respective chain in (a) have less varying ené+td-delay. Again, consider a traffic
requirement of packet delay under 0.02 s. In (b), chain 1 m&5% of the cases a end-to-end
delay under 0.02 s whereas in (a) this value is 70%. It is evere ®vident at chains set up later.
Further, the difference between the chains is much small@)ithan in (a).

Figure 11.6 shows the impact of the AP number more clearlyg TBF of chain 1 (shown
in (a)) and chain 10 (shown in (b)) are shown with varyigther parameters as above. The

1 1

0.8f 0.8f
0.61 0.61
LL LL
[a) [a)
(@) ©]
0.4f 0.4f
0.2F 1AP 0.2r -
— 2AP — 2AP
0 --- 1AP 0 -~~~ 1AP
0 0.02 0.04 0.06 0.08 0 0.02 0.04 0.06 0.08
Delay [s] Delay [s]
(@) Chains 1 (b) Chain 10

Figure 11.6: CDF of end-to-end packet delay for a) chain 1@rahain 10, = 400, s = 2000
m anda is varying: 1, 2 or 4.

variation of the end-to-end delay decreases when the nuohidéts increases for all chain types.
Once again, the variation is only between different patiesdelay of all packets transmitted over
the same path is constant.

11.2.2 Average path delay

The average end-to-end delay can be seen in Figure 11.7¢éa, the delay is shown for =

100 and 200 nodes for different area sideend AP numbera (Note: different scales on x-axis).
With n = 100, there is no point in presenting the results §darger than 2000 m; not enough
flows are set up for reasonable delay results. Increasit@y200 results in a larger coverage
area; more nodes can relay transmissions. The behaviortlofchses are similar: At first the
delay increases with area side, but after a peak decreggelyr®nly sources that are relatively
close to an AP finds a route. Increasing the number of APs dem@xoverage. At a fixed area
side, e.g.700 m higher AP results in lower average delay. eM@aths consist of single hop,
or rather few hops to reach the destination. The averageighput results in the next section
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Figure 11.7: Average path delay for ¢a)= 100 and (b)n = 200, AP numbet: = 1, 2,4 versus
area sides .

confirms these results.

11.2.3 Throughput and unsuccessful reservations

When 10 chains are accepted fully, the total network thrpugis 10% bits/s = 409 kbps.
The average throughput over all 200 simulations will notrethis value as some reservations
will not be set up. In Figure 11.8 the average network thrpugi{»n = 200, a = 1,2,4)
versus the area side The curves follow the average delay results; after a cestaall sources

350 \ \
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300t —©— 2 AP |
— —= 4AP
[%2]
£ 250r
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3 200¢
ey
s
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<
[
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Figure 11.8: Average real-time throughput foe= 200, a = 1, 2,4 versus area side

do not reach their final destination — the network is not fulbnnected. Whem = 4 the
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network is connected up to approximately= 2000 m. The maximum average throughput
for this connected network is around 320 kbps. This meartsajaroximately one forth of
all chains are not successfully set up. Figure 11.9 showsdhesponding average number of
unsuccessful reservations. Comparing the maximum thputghith 4 APs whens = 1300

m, 20 % of the paths are on average unsuccessful, which pomds to the throughput results
presented above.

The number of unsuccessful paths consist of both the nunfldeiockedpaths — the paths
that could not be allowed due to that the resources weredgiraiéocated and theverlapping
paths — paths that due to the lack of two hop protection areazessful. The sources that do not
have coverage are not included in this number. As can be &meal] AP numbers the number

10 ‘ ‘
- 1AP
~5- 2AP

8 5 4AP |

> [e2]

N

Average No. of blocked paths

1000 1500 2000 2500 3000 3500 4000
Area side [m]

Figure 11.9: Unsuccessful reservations= 200 anda = 1, 2, 4 versus area side

of unsuccessful reservations increases until the areaisigd@00 m. Thereafter, it decreases
rapidly; the network is no longer connected.

11.2.4 Summary — fixed area

The last sections have described how area side, number obAdP®0des affect the achiev-
able delay and throughput with DARE. The outcome is that déjpg on traffic requirements,
some set ups are more suitable than others. Depending oh whiameter that is tunable, the
optimum network configuration can be reached for each tredficirement. To summarize all
parameters above, here a fixed area side is assume@000 m; n anda are varied.

The average delay and throughput for differentversusa can be seen in Figure 11.10.
The average delay decreases with increasifigr all n. Further, a higher number of results
in higher delay. Again, this is average path delay over 20fukitions and for lown, not

132



11.2. DARE EVALUATION

N
N

350

—©— 400

—©— 400

—— 200
—=- 100
— 20
2} —
E 2
> o)
o 18¢ X,
[3] =
© 3
> 5
S 16 3
g
< =
14+
il

-
N
a
o

15 2 25 3 35 4 1 15

1 . > 25 3 35 4
Number of APs Number of APs
(a) Average delay (b) Average network throughput

Figure 11.10: Average end-to-end delay and throughptt, 100, 200, 400 versusa.

all sources find a path. This is visible in the throughput lissa (b); » = 400 has highest
throughput. Figure 11.11 (b) shows the number of unsuagkepaths. Here it becomes clear
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Figure 11.11: Average no of shifts in set-up phase and aeeramber of rejected paths for AP
numbera = 1, 2,4 and number of nodes = 100, 200, 400.

that forn = 100 andn = 200, the network is not totally connected. Atthe same time as100
has high number of unsuccessful paths, the number of shiftsvier, shown in Figure 11.11 (a).
Thus, as not as many shifts is performed for= 100 as withn = 400, butn = 100 has
higher number unsuccessful paths, these must be due to econnected network. From this
configuration, it can be distinguished that in a scenarioreshe= 2000 m, a suitable: is 4 and
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n is 400. These are the parameters that will be used for the @asop with DCF and EDCA in
the next section.

11.3 Comparison of DARE, DCF and EDCA

The parameters used for the comparison are derived in theeleison: a fixed cell side = 2000

m, fixed number of APs; = 4, and fixed number of nodes,= 400. Further parameters used
in this comparison are (apart from the basic model desciitb&skction 11.1): Number of real-
time source nodes is varied, = 5, 10, 15, 20. Background traffic exist, a number of sources is
chosen randomly, each with load 20 or 50 kbps that sums up ésotairc total background load
(total load is given as reference in figures). Backgrounificrpackets arrive with exponentially
distributed inter arrival times; rate parameter used isNBe2 default one [90]. Also for these
flows, the destination node is the closest AP. No consideratare taken to the performance
of background traffic (Section 6.8.2 shows some results sff ékfort traffic performance). The
n — n, nodes that are not a source of a real-time flow can switch oiff.oBoth the on and off
periods are modeled by exponentially distributed randorialbles with a the same mean value
600s. No other value is used as the impact of different otifofés is investigated in Section 7.4.
Nodes originating a flow or AP never switch off.

The varyingfactorsin this performance evaluation are 1. the number of read-tfhaws
(default: 10), 2. the non-real-time traffic load (defaul}; 9. the packet size of real-time flows
(default: 512 bytes), and, obviously, 5. the MAC protocols.

Two simulation studies are made with completely differantudation modes, impact of
packet size and impact of number of hops in a chain. The matelsiescribed under the
corresponding paragraph.

11.3.1 End-to-end delay

As a first performance metric, the end-to-end delay of padked real-time flow is investigated.
Figure 11.12 shows the CDF of the delay, comparing DCF, ED&#, DARE using default
factor values. DARE manages to deliar packets of reserved flows to their destination within
less tharD.05s. DCF and EDCA, on the other hand, deliver a substantiallgllemfraction of
packets within this time; DCF needs up3s to deliver a packet in this setup.

Increasing the number of real-time flows from 10 to 20, makegdifferences between these
protocols become more pronounced (Figure 11.13).

The fact that the CDF of DARE is not a perfect step functionttfwane delay value for
each number of hops between source and destination) is dilet shifting taking place in the
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Figure 11.12: CDF of end-to-end delay for 10 real-time flows.
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Figure 11.13: CDF of end-to-end delay for 20 real-time flows.
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network. Worth repeating is that still, all packets beloggio an established flow arrive with the
same delay to the destination; the difference only existadren different flows, not between
packets of the same flow. Overall, the delaypisdictablewhen knowing the number of hops
that a packet has to travel. DCF and EDCA, on the other hand damuch more spread out
CDF, representing their unpredictability of the randomessadelay.

Not only is DARE’s packet delay more predictable, it is alstotasmaller. Figure 11.14
compares average packet delays of the three MAC protocal$uaction of the number of real-
time flows. Averaged over different flows with different haguat, DARE achieves a practically
constant delay; DCF and EDCA increase rapidly at higheredfdoad.

2 2

—— DARE

—8- DCF
—-©— EDCA

=
o
T

Average Delay [s]
=

o
4]

5 10 . 15 20
Number of real-time flows

Figure 11.14: Average delay versus the number of real-tiovestl

Comparing Figures 11.12 and 11.13 also indicates that witinereased number of of-
fered flows, the step characteristic of DARE’s delay CDF $sIpronounced. This observation
complies with the percentage of flows that experience a bifit shown in Figure 11.15. Slot
shifting becomes necessary more frequently if the netwdlgkup with reservations, and new
flows can only be admitted if they “squeeze in” between engsfiows. This explains the some-
what increased variability of DARE's delay at higher offgétead. Again, all packets belonging
to a shifted flow have the same delay with no variation.

11.3.2 Throughput and blocking

Figure 11.16 shows the average throughput for each proesal function of the number of
attempted real-time flows. While DCF shows the lowest thhpug, EDCA outperforms DARE
if the number of attempted flows is low (hergd). For more real-time flows (her@0), DARE
performs better than EDCA. DARE can actually only suppoduly out of 10 offered flows
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Figure 11.15: Percentage of flows experiencing slot shifts.

(resulting in abouR80 kbps offered load). Since a successfully reserved flow shoalable to
transport all its packets, this lack in throughput could kg&ned by rejected flow reservations.
This result is supported by Figure 11.17, showing the ratifloavs that are requested but not
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Figure 11.16: Average throughput over the number of rea¢-tilows.

accepted by DARE. These numbers explain the smaller thpaigif DARE compared to EDCA
and are in accordance with DARE’s design philosophy onlydmia a flow when it can be
supported at high throughput and low delay. Accordinglg ttumber of blocked flows also
increases at higher offered load since the network is lkelylio be able to support it.
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Figure 11.17: Percentage of blocked flows as function of rermoboffered flows.

11.3.3 Impact of background traffic

So far, no background traffic is included in the scenariosis Ehbsection looks at the conse-
quences of such background traffic. Again, all factors aredfito their default value except
background load, which is varied betwe@and 1000 kbps total load generated by all sources.
This corresponds to one fourth of the total available netvoapacity (four access points oper-
ating at 1 Mbps each can at maximum drain 4 Mbps from the mesh)sasufficient to demon-
strate crucial differences between different protocolarger values of the background traffic
are analyzed in [84] for different scenarios.

Figure 11.18 shows the impact of the background traffic omteeage delay and throughput
of the real-time traffic. DARE’s delay and throughput do nighfficantly vary with increased
background traffic, confirming the hypothesis of a resesvatiased QoS approach. Even with-
out the optional feature of two-hop protection, real-timadfic is protected by means of reserva-
tions from interference. DCF and EDCA, on the other handesabnsiderably from increased
background load. Even at modest background load, the pesface of DCF or EDCA is unac-
ceptable, e.g., for real-time applications.

11.3.4 Impact of number of hops

The number of hops of a path has huge impact on the end-to-@ag. dNaturally, increasing

a path with another hop means that one more node must regaivraansmit the packet. For
EDCA and DCF, which have contention-based access, an seueaop number has bigger
impact on delay and throughput than for DARE. This is illatd with a simulation of a network
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Figure 11.18: Impact of background traffic load on real-tie¢ay and throughput.

with only one real-time flow where the number of hops is variBslo background traffic types,
100 kbps and500 kbps, are transmitted from nodes all within the direct nea@hood of the
reserved path.

Fig. 11.19 shows the impact of the number of hops on the deldyttze throughput. The

delay is shown as average delay per hop, where DARE has aaocbpstr hop delay of approx-
imately 0.005s. EDCA and DCF have a large increase of the per-hop delayavémrage path
throughput decreases drastically for EDCA and DCF as thebeuwf hops increase, especially
when the network load is higher.
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Figure 11.19: Impact of path length on real-time delay amdughput.
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11.4 Summary

Network parameters affects the performance of real-timidrtransmitted with DARE. When
the network area grows, so does the end-to-end delay; moltetrop paths are required to
reach an AP than in smaller areas. Further, when number off®ifsase, so does the network
throughput. The delay decreases with increasing numbePef shorter paths are more common
to reach the destination. Another interesting aspect isttier of which flows are reserved, the
shifting of time slots affect the end-to-end delay. The eménd delay for a new flow increases
with the number of already active flows. However, when resgrthe end-to-end per packet
delay is constant.

DARE offers the same average delay for accepted flows rezggmdif the number of re-
quested real-time flows. EDCA and DCF has a growing delay thithnumber of requested
flows. CDFs of the delay show that DARE offers all the reserfleds a constant delay for
all its packets, whereas EDCA and DCF has a large packet gatégtion. With medium load
(10 real-time flows) DARE cannot grant them all access atyeganulation (randomness of
slot start); EDCA has slightly higher throughput. Howe\as,the load grows, the throughput
of EDCA decreases whereas DARE increases. The conterdisedbaccess of EDCA results
in lower throughput with growing number of contending nadgsll, for all loads DARE out-
performs EDCA and DCF in delay performance. For 20 real-tfloes, all the packets with
DARE arrive at the end destinations within 0.05 seconds edeEDCA has 50% of the pack-
ets and DCF approximately 25%. Background traffic affecesrésults of DCF and EDCA
tremendously, the delay values are unacceptable and ebp&dDCA — the priority-based QoS
approach — is not as good of an option for reliable transonssas the reservation-based DARE
protocol.
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Conclusions

Coverage in IEEE 802.11-based Wireless Local Area Netw@KsAN) can be increased by

introducing multi-hopping. Nodes relay transmissions ehdf of others that cannot reach
their final destination. Unfortunately, this has an impactiwe reliability of the transmissions;

contention-based access is performed at each hop, resulfpossibly large and varying packet
delays. This lack of Quality-of-Service (QoS) is espeyialtucial for real-time applications,

which require stable transmissions.

The goal of this thesis is to find a QoS enabling mechanism @@ 18 -based networks,
especially considering multi-hop environments. Manyatiit types of QoS enabling mech-
anism/extensions to the 802.11 standard exists, thus iffirtepart of this thesis | analyze
which type of QoS mechanism is the best one. Some existingpamésims use QoS routing or
reservations on network layer. However, these do not f@fil} strict guarantees for through-
put or delay; the medium access is still contention-baseuerdfore, QoS support should be
implemented in the MAC protocol, extending the Distributédordination Function (DCF) of
802.11. Here, there are two basic options: 1. Assign higherify or 2. Allocate resources, to
the applications with QoS requirements. The major tradéeffveen these two approaches is
inter-node signaling required for strict reservationdsh®oS and contention-based access that
cannot actually guarantee any strict guarantees. If signédad for a reservation can be kept
low, this is by far the best option for strict QoS guarantees.

The major part of this thesis describes a new reservatiseebdMAC protocol, designed
within the borders as they were defined (system under stuityd. key differentiators to other
already existing reservation-based protocols are: Erahtbreservation set up, repair of broken
reservations (mobility support), dissemination of reagon information with low signaling load
(using piggy-backing), scheduling of multiple reservatigith support of different periods and
time slots, and dissemination of reservation informatieo thop around a reserved transmissions
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(optional feature). This protocol is called Distributedatlations of time slots for REal-time
traffic (DARE).

The DARE protocol is first of all compared with the DCF usinmslations. Then, as my
hypothesis is that a reservation-based approach is a bgtien for both delay and throughput
than a priority mechanism, the DARE protocol is also comgavéh the IEEE 802.11 E stan-
dardized priority mechanism Enhanced Distributed Chaiwekss (EDCA). The results show
first of all that the delay of DARE outperforms both EDCA and B@ is totally non-varying
for a flow. EDCA and DCF have significantly larger variatiomslaverage end-to-end packet
delay. For throughput, however, EDCA has in networks with llsad slightly higher throughput
than DARE. DARE does not accept a reservation if the full negment of it cannot be reached;
the flow is blocked. Nevertheless, for each flow the througjigpconstant, whereas with EDCA
the throughput per flow is lower. When background traffic ir@ased and also the number
of offered real-time flows, the throughput of EDCA decreamed is much smaller than that of
DARE. Combining the delay and throughput results gives arghécture; the DARE protocol
is a better method to offer strict QoS in distributed 802oh%ed wireless multi-hop networks.
Even in dynamic networks where paths break and must be eghand where DARE must re-
schedule reserved transmissions due to reservation asnBiDCA and DCF are outperformed.

To conclude, the outcome of this thesis is the foundationa foedium access protocol that
especially considers WLAN environments where multi-hogpis used. Its simple and locally
bounded functionality for time slot reservations is an &ffee mean to keep signaling load low
and | believe that the DARE protocol has in this thesis prawehe a good means to provide
stricter QoS guarantees than a priority based mechanishe @€F itself.

12.1 Openissues and further studies

One open issue in the DARE protocol is a problematic situatfi@t could occur when nodes
are mobile; two already set up chains move in on each othas. i lillustrated in Figure 12.1,
where one reservation along the path between node A and renckservation along the path
between node E and H exist. Assume node B and node F haveppiadaime slots, which
were no conflict at the set up. If they move closer to each ptheroverlapping time slots result
in two unsuccessful reserved paths where all packets eollithe reservation protocol must
release one of the paths and set up a new one along this pashis Tiot included in the DARE
design today as DARE anyhow has some failure handling the¢$oa reservation to be released
after x successive periodic transmissions have been unsucceblfwever, it is an interesting
suggestion for further studies.

Another issue that has not been approached is networksufiet #om fading. However,
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Figure 12.1: Two chains moving in on each other
due to the failure handling above, if a wireless channekssffrom fading during a long instance,

the reservation is simply released. Also, no new resenvatd up will be successful until fading
has dropped.
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Appendix A

NS-2 simulator overview

The simulations are performed using the network simula®2Nexact version: ns-2.26). ltis a
discrete event simulator which supports wired as well asledés networking protocols. Several
communication protocols are included in NS-2, e.g. IEEE 802nd AODV routing and it also
includes different traffic generation models. The simulasoan open source project, i.e. the
whole code is available in the internet [90].

The basic structure of NS-2 and the networking protocolsraptemented in the program-
ming language C++. For easy control and assembly of sinouisitithe script language Tcl is
used.

The idea of discrete event simulations is that events maylmnlinitiated as a result of other
events or inputs. Therefore NS-2 consists of a scheduleaaatieduling list. Each event has to
be inserted into the scheduling list together with its eapin date. The scheduler goes through
the scheduling list at runtime and starts the actions whietaasociated with the expired date.

The physical parameters used for the 802.11 module in N®-2aken from the Lucent
WavelLan card and can also be found on the web-site. Theirgsglbmmunication range is
about 230 meters and the interference range is about 50@snete
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Appendix B

Ad hoc routing

The IEEE 802.11 standard covers the LLC, MAC and physicarayRouting is not covered
and theoretically, it could be possible to use a known rgupnotocol from wired network
technology in 802.11 based networks. But, routing in wsgleulti-hop networks is difficult
since there are problems that do not exist in a wired netwiaxkng, shadowing and mobility
can cause transmissions over a set up path to be unsuccéssgtier nodes can be mobile and
enter, exit and move around in an unpredictable manner,hnd@a cause paths to break. This
requires a routing protocol designed for these issues #megffectively repair, or find new paths.
Further, when the communication is over multiple hops, &rinediate node can leave and it
is up to the routing protocol to find a new path for communaatiThe routing protocol has to
be dynamic and follow the fast changes of the network. Rgytitotocols from wired networks
technology which do not have to deal with such problems atasuitable.

A lot of research for routing protocols in wireless (multg) ad hoc networks is done by
IETF Mobile Ad-hoc NETwork (MANET) working group [100]. Tlyebasically look at two
different sorts of protocols: Reactive and proactive. Thamifference is that the proactive
protocols are updated at a node whenever a change occuesngtiiork; no matter whether the
change actually affects the node itself or not. Reactivéopm only update route information
when the change in topology actually affects the node imel/hen the node takes an action
that requires a new route, e.g. initiates a transmissione rbltes are changed only when
a transmission is not successful or after a time-out. Thidifferent from proactive routing
protocols where the routes are determined before trangmiaad constantly updated.

Another classification of routing protocols is centralizadi distributed routing [101]. With
centralized routing, a central node, i.e. AP, handles ailling decisions. This implies that an
AP needs to have information about the radio conditions éwthole network in order to take
the correct routing decisions. If this information can bemied, the approach of centralized
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routing is simple. But, the AP needs to inform the users atimitouting, demanding additional
signaling. The total signaling load from both AP to user feoinformation) and user to AP

(link information) can be high. Thus, this is not very attrée in a network where load is heavy.
There is also a question of how often information should beiested by an AP in order to keep
routes up to date.

With a distributed routing approach, all nodes take thein @auting decision. One big
advantage with this solution is that nodes can use infoondtom other layers on the spot and
utilize such information to make better routing decisioRarther, there is no need to distribute
routing information from/to a centrally controlling nod&R).

How to determine which type of routing to use depends on thwork, e.g. where it is
put up and what kind of traffic is to be supported. Thorough\esiga before such a decision
can be made is required. However, for a distributed ad howarkt a reactive distributed
routing protocol is suitable since no central control isuieged and information is exchanged
only when needed. IETF has specified many reactive routiowpeols [93, 102, 103, 104]. The
optimized state routing protocol (OLSR) [103] uses muliipoelays, which are selected nodes
that forward broadcast messages during the flooding stalte @buting mechanism. All routing
protocols flood the network with routing messages to find godiate link- and route states.
The approach in OLSR minimizes the signaling overhead tdsvalassical flooding techniques
where every node forwards the broadcasting messages. tatikiaformation is generated by
the relay nodes only. It is also possible to forward someedtdbrmation only; such partial
link state flooding also minimizes signaling. The link stat@ised to calculate optimum routes,
based on number of hops.

The Dynamic Source Routing (DSR) protocol [104] is simple apecially designed for
multi-hop wireless networks. It allows the network to be gbetely self organized and self
configuring, with no infrastructure (as with OLSR) needetie protocol uses two main mech-
anisms: 1. Route discovery and 2. Route Maintenance thetisraad cooperate completely on
demand to retrieve the best routes between a source andaliestinode. The protocol allows
multiple routes to any destination and allows the sendeelecsand control the routes. This al-
lows for a node to have routes for different purposes, e.gomgestion it might use one specific
route. The recovery when a route is broken is very rapid. Rewehe protocol is designed for
up to around 200 nodes only. It is designed to work well withy\gh rates of mobility.

Another protocol is the Ad hoc On-Demand Distance Vector QM) [93] algorithm that
also is completely dynamic. Routes are established quiftklynew destinations and nodes
are not required to maintain routes to destinations thaharén active communication. Route
breakage is recovered quickly and all broken paths areiitatadd by all affected nodes instantly.
AODV uses three messages, Route Requests (RREQ), Routes@pREP) and Route Error
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(RERR), which are received at any node via UDP. When a route destination is needed,
AODV broadcasts RREQ messages. A route can be determined tlihedestination itself
receives the RREQ or when an intermediate node has a valid tothe destination. The route
is available when the destination or the intermediate nodeasts a RREP back to the source
node. When a link breaks a RERR message is used. The RERRtggliwhich nodes are
no longer reachable. The AODV algorithm is simple, well wogkand totally distributed and
reactive. Itis suitable for many network types and is nottlahto any fixed infrastructure, low
load or number of nodes. For simulations in this thesis, t@®X protocol is used. However,
the functionality designed in this thesis is not limited ty garticular routing protocol.
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Appendix C

Additional analyses and algorithms

C.1 Proof of Theorem 1 from Section 10.4

The following theorem and its proof are taken from [99], bah de found in any book about
elementary number theory.

Theorem 1 For every two integera andb with a # 0 there are unique integegsandr with

b=gqga+randd <r <a.

Proof One only has to consider the case> 0 because frona < 0 it follows that|a| =
—a > 0. So, leta bea > 0andM := {b —na : n € Z}. M contains natural numbers, because
incaseb > 0, bisin M and in casé < 0itisb—ba = b(l —a) € N. Letr = b — qa
be the smallest natural number contained\in Then itisb — (¢ + 1)a < b — ga = r, i.e.
b— (¢+ 1)a ¢ N and therefore < a, so that altogether it is

b=gqga+randd <r <a.
Ifitis
b=q¢a+r"and0 <1 < a,

itfollows¢+1<¢ fromg<d,ie.r'=b—q¢da<b—(g+1)a=b—ga—a=r—a<0.
This is a contradiction. The cagé < ¢ can be led to a contradiction in an analog way, so one
obtainsg = ¢’ andr = r’.
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C.2 Additional analysis to Section 10.4

In this section it is analyzed if the difference between tbgibnings of two slots can be smaller
than the gcd of the periodicities. The measures used in dotsos are the same as in Section
10.4.

What if %l is also a natural number? Conclusively it is also a dividdsaih z; andzs.

_d
Z1 _m1§
_d
22—m2§

If we put this definition into Equation 10.13 we obtain thddaling.

d d d
\21—22]:\m1§—m2§]:\ml—mgl'i (Cl)
But this doesnot mean that the smallest possible distancé!iérhe reason for this is thaty;
andms cannotbe arbitrary natural numbers. Not every number that can Videdi byg can
also be divided byl. As we assumed thatis a divider of bothz; andzs, m; andmsy mustbe

multiples of 2, which leads to the same result as before.

d d
21 —77115 :27115
d d
Z9 = M= :27125
d d d
= ’21 — 2’2’ = ‘27115 — 27125’ = ‘2711 — 2712’ . 5 = \nl — 712’ -d (CZ)

In other words the smallest possible difference betwgeand z, larger than 0 must bé
because otherwiséwould not be a divider of one of the numbers. The next numbgefahan
z1 that can be divided by is z; + d. However, this only shows us that the smallpsssible
difference ofz; andzs is the gcdd.

C.3 The shifting algorithm

Algorithm 2 presents a shifting algorithm that a node shaige whenever it receives a request
for a new reservation path. If the slots of the newly requkstservation path fit together with
other potentially already existing reservations this gthm returns 0. In case of overlapping
time slots this shifting algorithm returns either a suigatine shift so that all slots fit together
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without overlapping with one another or it returns -1 if sacehift is not possible. The required
information to use this algorithm are the following.

p1,---,Pn. The periodicities of the reservation paths this node kndvesi
p-. The periodicity of the requested reservation path

s1,...,5,. The slot lengths of the reservation paths this node knowstabo
sr. The slot length of the requested reservation path

gedq: Thegreatest common divideaf the periodicities, .. ., p,
startTime: The point of time when the requested time slots starts

n: The number of reservation paths this hode knows about

163



Algorithm: Shifting algorithm
Input: p1...pn,Pr,S1-- - Sn, Sr, GCDgg,StartTimen
Result Suitable time shift or -1

ngneW = ng(ngold> pl‘)

2 1f s, + 31 8 > ged,e, then

16
17
18
19

20
21

22

| return -1
end
forie {l1...n}do
end
checkTime=makp, ... P,)
works=false
t=startTime
while works && t-startTimeped
works=true
for ¢ = t; 1 <startTime+checkTimeé+=p, do
if slotStartias, + Siast > t then

do

new

t+=slotStart|ast + Slast — t
works=false
break
end
if slotStartpext < t + s, then
t+=slotStartpext + Snext — t
works=false
break
end
end
end
if worksthen
| returnt—startTime
else
| return -1
end

Algorithm 2: The shifting algorithm.
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First, the gcd of all periodicities including the requestes is computed using Algorithm 1
from Section 10.4. The sum of all slot lengths including teeuested one is then compared to
the newly computed gcd. The algorithm returns -1 if the sugreéster than the gcd. If the sum
is smaller than the gcd the algorithm checks if the requesitedits together with the others at
the time it is requested (startTime). If it does not fit, thgaaithm looks for a suitable place for
the requested slot during the period of time defined in 108185 time is called checkTime.

Further the algorithm uses the boolean variatateksand the time variablé. The boolean
variableworksis used to signal whether a suggested slot fits with the otirerst. For entering
thewhileloop it has to be set tfalse The other condition is that the shifted time is smaller than
the gcd, because after gcd the slot schemes repeat them@aeeSection 10.4). The expression
t — startTime represents the shifted time. In the beginnirgyset tostartTimewhich results in
a time shift of 0. At first it has to be checked whether the satggkslot fits together with the
others without any shift at all. After entering thdile loop worksis set to true.

a) (Sest| |§ | —| Sast | §

—

shift

) | S | Sext| —| Sext | S|

shift

Figure C.1: How the shifting algorithm shifts.

In the for loop it is tested whether the requested slot and all futurts sif the requested
path that occur duringheckTimdit together. For this another time varialiles set tot and after
every execution of the loop body it is increased by the rewaegeriodicityp,. The condition
for the execution is that is less tharstartTime-checkTime The firstif loop tests whether the
last slot that occurred before the slot that starts @terlaps with it, i.e. if the end of that last
slot is greater thah(the starting point of the requested slots or one of its fufalowers during
checkTimeas shown in Case in Figure C.1). If these slots do overlap, a new point of time i
suggested where the requested slot could start. This piiimi@ is right at the end of the slot it
overlaps with. In this case the variabl®rksis set tofalseand thefor loop is exited. The second
if loop tests whether the suggested slot (or one of its futdi@fers) overlaps with the next slot
that occurs aftet, i.e. the end of the requested slot is bigger than the baginmii the next slot,
as shown in Caskin Figure C.1. If this is the case a new starting time for tlguested slot is
suggested. Here it is set right at the end of the next slotim\gaorksis set tofalseand thefor
loop is exited.
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If the for loop is exited without any overlapping slotsprksis still true, so the while loop
is exited, too. If the suggested shifted time is greater gwan- s, the while loop is exited with
worksbeingfalse If after exiting thewhile loop the variablevorksis true, a suitable time shift
could be found so that no time slots do overlap. This time shikturned as result. Butworks
is false, this means than no suitable shift could be found] $®returned as result.
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Appendix D

Additional figures to Section 10.3.2
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Figure D.1: Path 1p; = 30ms, s; = 6.752ms, Path 2:p, = 20ms, so = 4.192ms.
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Figure D.2: Path 1p; = 30ms, s; = 6.752ms, Path 2:ps = 20ms, so = 1.952ms.
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Figure D.3: Path 1p; = 40ms, s; = 9ms, Path 2:ps = 20ms, so = 4 ms.
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Figure D.4: Path 1p; = 40ms, s; = 9.321ms, Path 2:ps = 20ms, so = 1.952ms.
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Figure D.5: Path 1p; = 40ms, s; = 9.321ms, Path 2:ps = 30ms, so = 2.112ms.

169



7 — Path 1 r
——— Path 2

Packet loss rate

—— 4 —_———

\ T T T \
0 5 10 15 20 25 30
Time displacement a [ms]

Figure D.6: Path 1p; = 30ms, s; = 2.112ms, Path 2:ps = 20ms, so = 1.952ms.
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Figure D.7: Path 1p; = 40ms, s; = 2ms, Path 2:ps = 20ms, so = 2 ms.
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Figure D.8: Path 1p; = 40ms, s; = 2.272ms, Path 2:ps = 30ms, so = 2.112ms.

1 1 l 1
. —— Path 1 -
——— Path 2
0.8 - -
o .
©0.6 -
7))
[%2]
o 1_ ] —
g
S 0.4 -
o
0.2 L
0 f [ T [ T [ I f [ f [ T [
0 5 10 15 20 25 30 35 40

Time displacement a [ms]

Figure D.9: Path 1p; = 40ms, s; = 2.272ms, Path 2:ps = 20ms, so = 4.192ms.
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Appendix E

Additional protection features

This chapter presents some additional analysis and ide#isef@rotection of a reservation.

E.1 Jamming of conflicting transmission requests

DARE offers an additional feature where the RTS/CTS exchasgised to inform nodes non-

aware of a reservation that initiates a transmission to & raweare of a reservation. This has
proven to function well, see Section 8.3. More problematithe scenario when a node starts
a transmission to a node which has no knowledge about thevagiem; there are no means of

explicitly inform this node. Here an idea for how to handlbentcases is presented.

When a node with information about a reservation overheamsnélicting reservation re-
quest or request for a non-real-time transmission, RTS d®,RTcan jam the reception of the
CTR/CTS. Figure E.1 shows a jamming scenario. A reservegingssion from node A to node
C exist. The grey area indicates where the send packet dimpgath can be read. Node D can
read information and has knowledge about the reservatiodeNE has no reservation informa-
tion and starts a transmission to node F. Node D can jam thetk&t$iode E should receive.

However, for every started conflicting transmission, a jangnis needed, which leads to
overhead; more nodes in the area that normally could trarduming a reserved time slot are
stopped as the jamming burst is widely spread. Also, it migittbe possible for the nodes
aware of the reservation to jam — The jamming burst can ieterfvith the reservation. An
implementation of jamming functionality is presented i8][6
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Figure E.1: Jamming scenario.

E.2 Spatial re-usage

There are cases when a full two-hop protection is not needddsame simultaneous trans-
missions within the two-hop neighborhood can be allowede frotivation is to increase the
a) spatial reuse, hence the overall bandwidth utilizatiod l) fairness for the non-real-time
transmissions that do occur in the network. Consider thelsimode chain configuration in
Figure E.2 where nodd, B andC are part of a reservation, nod2 has knowledge about the
reservation and nod& and F' have not. The circular lines marks the receive zone of every
node. First, let noded be the source and node be the destination. If nod& would be a

Figure E.2: Noded, B andC are part of a reservation. Nod2 has knowledge about it, node
FE and F' have not.

receiver, that is nod® overhears a CTS only, this transmission is allowed. It will imterfere
with the reception at nod€'. Respectively, If nodd is a transmitter, nod® must stop this
transmission.

Assume the direction of the reservation is switched to thposjpe and nodé€’ is the source
and nodea is the destination, nod® would know about the reservation from hearing an RTR
or one DATA frame only. Here, if nod& starts a transmission (node overhears an RTS or
RTR), nodeD can allow this transmission. Nodewhich is a receiver is on three hops from the
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transmitting nodev. It all depends on which message nddéas received reservation informa-
tion from and which new message nabeoverhears. All cases are shown in Table E.2. When a

Newly received/overheard Knowledge from existing reservations

1 RTR/DATA | 2 RTR/DATA | CTR/ACK
RTR allow not allow not allow
2RTR not allow not allow not allow
CTR 2nd res. sufferg 2nd res. sufferg allow
RTS allow not allow not allow
CTS NRT suffers NRT suffers allow

node knows about a reservation from one RTR only, that isoihighe source side, several simul-
taneous transmissions can be allowed. On the end destirsatie, all new transmissions where
the node overhears a CTR (only) or a CTS can be allowed. A#retmust be stopped. Using
these rules in a jamming mechanism can increase the netwdidrmance and also fairness for
other non-reserved transmissions.
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