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Zusammenfassung

Die Gruppe der IEEE 802.11 Protokolle ist heute die führende Technologie im Wireless Lo-

cal Area Networks-Bereich (WLAN). Das wachsende Interessefür WLANs in den vergan-

genen Jahren hat züUberlegungen, die Single-Hop-Umgebung zu einer Multi-Hop-Umgebung

auszubauen. Damit könnte die Netzabdeckung verbessert werden als Knoten auserhalb ihrer

Zielreichweite könnten einen dazwischen liegenden Knoten als Relais benutzen.

Heute wird von WLANs nicht nur höchste Qualität in den Anwendungen, z.B. E-Mail oder

Web-Browsing, erwartet, zusätzlich wurde auch dieÜbertragung von Echtzeitanwendungen zu

einem wichtigen Thema. Anders als beim best-effort Verkehrerfordern Echtzeitanwendungen

eineÜbertragung mit niedriger und konstanter Verzögerung oder konstantem Durchsatz. Leider

unterstützt das konkurrenzbasierte Distributed Coordination Function (DCF) Zugriffs Protokoll,

das in der Technologie von IEEE 802.11 benutzt wird, jedoch nicht solche Quality-of-Service

(QoS); unregelmäigkeiten bei der übertragenden Instanzkann zu einem niedrigen Durchsatz

und einer hohen und varierenden Paketrate führen. Diese Erscheinungen treten bereits bei einer

Single-Hop-Kommunikation auf, verstärken sich aber nochbei Übertragungen über mehrere,

nicht-synchronisiert arbeitende Hops.

Es gibt zwei Hauptansätze für QoS im DCF: Echtzeit-Ströme mit höherer Priorität als andere

(Ströme) zu übertragen oder Ressourcen für sie zuzuordnen. Das Konzept vom Mechanismus

der Priorität wurde in IEEE 802.11e standardisiert, das Enhanced Distributed Channel Access

(EDCA) Protokoll. Leider kann QoS nicht garantiert werden;die Durchschnittsübertragung ist

noch immer konkurrenzbasiert.

Eine Reservierung basierende Methode beseitigt Unregelm¨aigkeiten der konkurrenzbasierten

Übertragung und stellt so potentiell end-to-end QoS sicher. Der Nachteil dieser Methode ist die

Notwendigkeit für Verwaltung der Ressourcen in jedem Knoten und bei Datenübermittlungen

zwischen den Knoten. Mein Hauptansatz ist das eine Reservierung basierende Methode ist

die tauglichste für die Sicherstellung von QoS. Diese Ansatz war meine Motivation ein Re-

servierungsprotokoll für 802.11 basierte Multi-Hop-WLANs zu entwickeln. Das Protokoll wirkt

in der MAC-Schicht, wo es periodisch auftretende Zeit-Slots in den Knoten dezentral reserviert
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und heisst Distributed end-to-end Allocation of time-slots for REal-time traffic (DARE).

Hauptsächlich neuartig am DARE-Protokoll sind die folgenden, völlig verteilten Kompo-

nenten: eine Konfiguration mit End-to-End- Reservierungen, Unterstützung der Mobilität, die

Verbreitung von ReservierungsInformationen mit niedriger Signalauslastung, die Koordinierung

von Mehrfachreservierungen mit unterschiedlichen Zeit-Slots und die Verbreitung von

Reservierungsinformationen über zwei Hops entfernte reservierteÜbertragungen.

Das DARE-Protokoll ist mit DCF und EDCA vergleicht. Die Simulationsergebnisse zeigen

zunächst, dass DARE bezüglich zeitlicher Verzögerungen zuverlässiger ist als DCF oder EDCA;

es bleibt absolut konstant bei denÜbertragungen. Bei EDCA und DCF treten deutlich grössere

Schwankungen und durchschnittliche Zeitverzögerungen bei der End-to-End-Paketübertragung

auf. Allerdings hat EDCA in Netzwerken mit niedriger Auslastung einen etwas höheren Durch-

satz als DARE.Aber wenn sich die Verkehrsauslastung erhöht, verringert sich bei EDCA der

Durchsatz und ist sehr viel geringer als der bei DARE. Die Zusammenfassung der Ergebnisse

von Zeitverzögerung und Durchsatz ergibt klar, dass DARE die bessere Methode ist, QoS in

verteilten 802.11 basierten drahtlosen Multi-Hop-Netzwerken anzubieten. Sogar in dynamis-

chen Netzwerken, in denen DARE gezwungen ist, einen Grossteil seiner Bandbreite zur Wieder-

herstellung von Reservierungen und Verschiebung von kollidierenden Reservierungen aufzuwen-

den, bewährt sich DARE gegenüber EDCA und DCF.

iv



Abstract

Wireless Local Area Networks (WLAN)s are today common for access to Internet; well-known

and used is IEEE 802.11 standardized technology. Some drawbacks of the standardized dis-

tributed medium access scheme, Distributed Coordination Function (DCF) has resulted in con-

siderations made to extend the DCF from single-hop communications to multi-hop. Multi-

hopping has the potential to reduce energy consumption and increase throughput and cover-

age. The drawback is lack of Quality-of-Service (QoS) support, which already with single-hop

communication was bad, but extending a communication between two peers to multi-hop sig-

nificantly reduces the possibility to offer reliable transmissions. The contention-based medium

access performed at each hop with the DCF results in large uncertainties as to when a packet

arrives to its end-destination. There are two general approaches for extending the DCF with QoS

functionality: 1. Allocate resources for a flow and 2. Assigna flow higher priority than other

flows. My hypothesis is that for strict QoS guarantees, a reservation-based approach is the better

one. This has been my motivation to design a new medium accessprotocol; based on the DCF,

periodic time slots for QoS-demanding real-time applications are reserved. TheDistributed

Allocation of time slots for Real-time traffic(DARE) is unique as it totally distributed sets up an

end-to-end reservation before the transmission of data begins, repairs broken reservations, sup-

port many periods and time slot sizes and distribute piggy-backed information even to a two-hop

radius from a receiver. This thesis describes the DARE protocol and also presents results from

comparisons of DARE, DCF and the IEEE 802.11 E standardized priority-based QoS medium

access protocolEnhanced Distributed Channel Access(EDCA). Using simulations, this thesis

shows that DARE offers constant end-to-end packet delay fora flow, very low average packet

delay in the whole system and constant throughput. EDCA and DCF depend strongly on the

total network load; average packet delay for a real-time flowincreases rapidly with the sur-

rounding load. DARE outperforms both DCF and EDCA when many flows are present, even

in networks with frequent topology changes where reservations must be repaired. Thus, the

reservation-based DARE protocol is the most suitable approach for extending DCF with QoS.
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Chapter 1

Introduction

With the evolution from fixed networks with stationary desktops to networks with mobile users,

moving along with their equipment i.e. lap-tops, the requirement on Internet access has changed.

Users demand easy access and stable connections wherever they bring their computer. The

access infrastructure technology has therefore also developed; from cabled Internet connections

in fixed locations to the popular wireless Internet access infrastructure. Wireless access networks

can simpler be deployed in network areas where fixed infrastructure is not possible, or areas

where temporary access is required such as exhibition halls.

Further, wireless access networks are popular to use in combination with cellular networks

to e.g. increase capacity [1]. Typically, such Wireless Local Area Networks (WLAN) are simple

to set up, requires no large administration and are relatively cheap, infrastructure-wise. This has

also lead to an increasing interest in using WLANs in home environments.

One popular technology is the IEEE 802.11 standardized, Carrier Sense Multiple Access with

Collisions Avoidance (CSMA/CA)-based class of protocols [2]. Today this is the leading tech-

nology used in WLANs, in fact, the standardization of this rather simple contention-based wire-

less access technology has much led to the increased popularity of WLANs. Other approaches

that exist, such as HIPERLAN/2 require more planning and a central node that controls all trans-

missions; such an approach is too complex to gain large interest in homes, temporary locations

and hot spots.

This explosive increase in popularity has resulted in continuative work by IEEE 802.11 to

develop new functionality for the original standard mediumaccess mechanism. Extensions for

higher data rates have been released in IEEE 802.11g [3] and security aspects in IEEE802.11i [4,

5]. Not yet standardized is to extend the single hop environment into a multi-hop one. First of

all, this could increase coverage – nodes out of reach of its destination could use an intermediate
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node as relay. Also, a node could use another one for relayingeven when it can reach its des-

tination, which could lead to a reduced total network energyconsumptions and possibly more

simultaneous transmissions [6]. A typical multi-hop network is shown in Figure 1.1. A source

Source

A

B

Y

V
W

X

Z

Dest

Figure 1.1: Illustration of a wireless multi-hop access network.

nodeSource transmits over relay nodesA, B to the final destinationDest. Other nodes in the

area can also use the same relay nodes, e.g. nodeY andW .

In parallel to the development of the future multi-hop WLAN is the evolution of application

types used in the network. Today, WLANs are not only expectedto handle best effort applica-

tions, e.g. email or web browsing, but in addition support for transmissions of real-time appli-

cations has become an important issue. One example is Voice-over-IP: Due to the availability of

easily downloaded software, this service has become very popular. The usage of suchreal-time

applications will most probable grow even more; one exampleis video conferencing and other

real-time streaming applications that are getting more andmore popular.

Different from best effort traffic, these real-time applications require a transmission with

low and non-varying packet delay or constant throughput, i.e. they require Quality-of-Service

(QoS). Unfortunately, the basic contention-based Distributed Coordination Function (DCF) [7]

access protocol used in the IEEE 802.11 technology, while supporting best effort traffic well,

fails to support QoS [8]. While this is the case even with a single hop communication, cascading

multiple non-synchronized hops results in summing up theseeffects [9, 10] – at each hop of the

end-to-end path, a separate contention-based medium access procedure is performed.

To increase the reliability of transmissions, the IEEE 802.11 standard also specifies a central
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MAC scheme, the Point Coordination Function (PCF). One nodecontrols all transmissions in a

network and allocate/distributes transmission instancesfor the nodes in the network. However,

the PCF function has not met the expectations and does not perform well [11].

Some considerations have been given to use a mechanism not included in the standard it-

self; QoS routing or reservations on the network layer are some examples. Such approaches

can improve the transmission quality for the real-time applications, but they cannot give strict

guarantees. Even if a transmission instance is reserved fora flow on network layer, the medium

access is still contention-based and it is fully possible that the reserved transmission is inter-

rupted by another node. Therefore, an extension/modification of the DCF itself is needed.

One possible improvement is to give packets originating from real-time applications a higher

priority when accessing the shared channel. This concept has been standardized in IEEE 802.11e,

the Enhanced Distributed Channel Access (EDCA) [12] protocol. EDCA defines four different

traffic categories: voice, video, best effort, and background. A node handles the packets in dif-

ferent queues, such that a packet from a queue with higher priority is sent before a packet from

a queue with lower priority. In a single hop environment withmoderate network load, EDCA

can offer better average delay and throughput than DCF [13].However, the performance of

EDCA decreases rapidly with increasing load [14]. Also IEEE802.11e specifies a central MAC

scheme, the Hybrid Coordination Function (HCF). But, as described with the PCF above, this

mechanism fails to improve reliability in multi-hop networks.

The alternative QoS approach, motivated in principle by circuit switching (wired technol-

ogy), is to perform an end-to-endreservationfor each real-time flow. While this approach

potentially assures end-to-end QoS, some challenges existin wireless networks that results in

drawbacks such as need for resource management in each node and inter-node signaling. First

of all, thebandwidthof a wireless network is typically rather scarce, hence any solution must

be effective in its way of using the resources. Then, a major issue is that a distributed wireless

network has no well-defined collision domain. A node not evenintending to communicate with

another node can cause severeinterferenceat this node when starting a transmission. Wireless

nodes have no knowledge about exact conditions of the network and it is difficult for them to

make accurate decisions. Further, nodes can bemobile, or at least leave and enter the network in

an unpredictable manner. This can cause multi-hop paths to break and reservations break before

an application session is over. Finally, the multi-hop paths can cross, or intervene with each

other in the same neighborhood. This can results incongestionif the different transmissions

are not handled (scheduled) properly. No transmission should be allowed if it reduces the QoS

of other transmissions such that their requests are no longer met. Such functionality is diffi-

cult in a network where each node must somehow make an intelligent decision based on local

information.
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A reservation protocol that considers the challenges aboveis today not available for IEEE

802.11 networks [15]. This lack has been my motivation to develop a protocol in this do-

main, which is well suited for multi-hop 802.11-based WLANs. The protocol operates in the

MAC layer, where it reserves periodically occurring time slots in the nodes in a completely

distributed manner and is calledDistributed end-to-end Allocation of time slots for REal-time

traffic (DARE).

To be more specific, before a real-time transmission can begin, DARE reserves time slots in

all nodes along an already existing route between the sourcenode of a real-time flow and its final

destination node. It then schedules the real-time data packets between the nodes, transmitting

them in the reserved time slots. In essence, the protocol extends the spatial reservation con-

cept of 802.11 — achieved by the exchange of Request-to-Send(RTS) and Clear-to-Send (CTS)

messages — to a multi-hop, end-to-end perspective.

Further, DARE protects the allocated time slots from interference by informing nodes lo-

cated near the real-time path, using a piggy-backing technique. The adjacent nodes will thus

abstain from transmitting during the reserved time slots. Additionally, an optional feature where

a reservation is protection at a wider range around receivers than in the direct neighborhood

(two-hop protection) is included.

The DARE protocol is not limited to one period or time slot size; different flows can have

different requirements. The required functionality demands some inter-node signaling at reser-

vation set-up, which is kept local and as simple as possible.DARE also handles the repair of

broken reservation paths and release of unneeded reservations.

Data packets coming from non-real-time applications use the CSMA/CA approach of DCF,

either with or without the exchange of RTS/CTS messages. Data packets from real-time ap-

plications, however, use DARE and are transmitted during the reserved time slots. The result-

ing medium access protocol is a combination of CSMA and Time Division Multiple Access

(TDMA).

1.1 Thesis contributions

The basis for this thesis is my hypothesis that a reservation-based medium access protocol for

IEEE 802.11 networks is the best option for strict QoS requirements. This is motivated by the

first part of this thesis, which covers an analysis over the different possible solutions for QoS,

and more importantly, a discussion of why these solutions are not efficient enough. The analysis

covers all different protocol levels (according to the OSI-layer model) and in different domains
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(frequency or time).

There are several challenges for a distributed reservationprotocol, as mentioned above, which

should be considered in the QoS mechanism to achieve best results; interference, mobility and

bandwidth constraints are some of them. These challenges lead to some requirements for a

reservation-based QoS mechanism. To find the best solution,existing and well-known mecha-

nism are compared to the requirements; all of them failing atleast one of them, which motivates

my main research goal: Design of a new distributed reservation protocol, which supports both

best effort and real-time traffic in wireless multi-hop networks. My hypothesis is that this can

be achieved by using a combination of carrier sensed based medium access for best effort traffic

and periodic time slot reservations for QoS demanding applications.

The contributions of this thesis is the development of a reservation protocol, analysis of its

features and performance comparisons with the DCF and EDCA.

The reservation protocol has the following unique properties: 1. End-to-end aspect. The

reservation protocol treats a flow from source to destination as one transmission rather than the

DCF, which considers each hop as one separate transmission.2. Repair of broken reservations

if nodes that are participating in a reserved multi-hop transmission are leaving the network. 3.

Support of different periods and time slot lengths, no pre-defined frame structure is needed and

different applications that have different requirements on the period of the packet transmission

can co-exist. For this, a special scheduling mechanism is derived.

1.2 Structure of thesis

This thesis is structured as follows: Chapter 2 describes background information of 802.11 net-

works and relaying, Chapter 3 describes the system model andChapter 4 describes the available

QoS mechanisms and concludes with the best option for a new medium access protocol. Chap-

ter 5 describes constraints and requirements for the new reservation-based protocol, as well as

related work. Chapter 6 describes basic features and presents a first simulative investigation of

the new reservation-based protocol, DARE, and also compares it to the DCF in a simple de-

terministic scenario. Chapter 7 describes maintenance of set up reservations, which includes

how to acknowledge reservations as alive, repair mechanism. Chapter 8 describes an optional

feature of the DARE protocol – extended protection of a reservation two hops around a receiver.

This chapter also contains a simulative investigation of how effective the optional feature is.

Chapter 9 summarizes the design part for one real-time flow with a simulative comparison of

DARE and EDCA. After this, Chapter 10 describes the problem of multiple reservation, deriva-
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tion of the scheduling mechanism, protocol implementationand probability that reserved time

slots overlap and must be re-scheduled. It also discusses limitation to the number of flows that

can be reserved. Chapter 11 describes the main evaluation ofthe DARE protocol. The DARE

protocol is also compared with the DCF and EDCA for many real-time flows and varying net-

work parameters. Finally, Chapter 12 concludes this thesisand makes suggestions for further

studies.
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Chapter 2

Background

This chapter describes background information needed for the considered problem and discus-

sion (and conclusion) of suitable solution in this thesis. First, the required parts of the IEEE

802.11 technology is described in Section 2.1. Then, Section 2.2 describes multi-hopping in

802.11 based networks, which concludes with why it is problematic to achieve QoS support.

Finally, Section 2.3 describes some of the QoS approaches that exist for wired networks and

why these are not appropriate for wireless multi-hopping 802.11-based networks.

2.1 IEEE 802.11 System description

2.1.1 System architecture overview

An IEEE 802.11-based WLAN consists of one- or several Basic Service Set(s) (BSS). A BSS

consists of a set of nodes that communicate via an Access Point (AP). The nodes are not station-

ary and they can move around while communicating. IEEE 802.11 also describes Independent

Basic Service Sets (IBSS), which in a way is a BSS without an AP. Any node can initiate a net-

work, by transmitting periodic beacon frames [7]. As more nodes join this network, all involved

nodes take turn to transmit these beacon frames. Nodes communicate directly with each other,

no AP is involved. These network types are not further described here. The geographical area

covered by one AP is called the Basic Service Area (BSA). Several BSSs can be connected with

any type of Distributed System (DS). Before any node can start a communication, it must be

associated with one AP, and it can only be associated with oneAP at the time. Within one BSS,

one Coordination Function (CF) controls the medium access to the shared wireless channel, i.e.

a Medium Access Control (MAC) protocol. The CF can be either centralized or distributed. In a

BSS with central CF, the AP schedules all transmissions and decides when all nodes are allowed
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BSS BSS

DS

AP
AP

BSS BSS

DS

AP
AP

Figure 2.1: Basic WLAN structure.

to transmit. In a BSS with distributed CF, the nodes compete for access – no transmit schedule

exists.

Figure 2.1 shows a general WLAN system architecture. The protocols used by all 802

variants, including Ethernet, have a certain common structure. An overview of the protocol stack

is given in Figure 2.2. The data link layer is divided into twosub-layers, the Logical Link Control

(LLC) and MAC layer. The LLC layer is not unique for 802.11, itis the same for all 802.x

standards, originating from Ethernet, 802.3 [16]. This allows for a seamless bridging between

wireless IEEE networks to wired IEEE networks. The LLC layeris not further described here.

The physical and MAC layer are specific for the 802.11 standard and described in more detail in

the following two sections, Section 2.1.2 (physical layer)and Section 2.1.3 (MAC).

LLC

MAC

802.11
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802.11a
OFDM

802.11b
HR-DSSS

802.11g
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802.11
FHSS

Upper Layers

LLC

MAC

802.11
DSSS

802.11a
OFDM

802.11b
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802.11g
OFDM

802.11
FHSS
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Figure 2.2: Overview of 802.11 protocol stack.

2.1.2 802.11 Physical layer

The 802.11 standard specifies three different transmissiontechniques: Infrared, Direct Sequence

Spread Spectrum (DSSS) and Frequency Hopping Spread Spectrum (FHSS). In addition, two

other techniques are specified in 802.11a [17] and 802.11b [18]: Orthogonal Frequency Division

Multiplexing (OFDM) and and High Rate Direct Sequence Spread Spectrum (HR-DSSS). Also

an OFDM technique for another frequency band than 802.11a was introduced in 802.11g [3].

Each of the five permitted transmission techniques makes it possible to send a MAC frame from

one node to another. FHSS uses 79 different frequency channels, each 1 MHz wide in the

2.4 GHz frequency band. A pseudorandom number generator is used to produce the sequence
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of frequencies hopped to. As long as nodes are synchronized and use the same seed for the

random generator, they will hop to the same frequencies simultaneously. With DSSS each bit

is transmitted as 11 chips using a Barker sequence and phase shift keying as modulation. The

first of the high speed WLANs, 802.11a uses OFDM to deliver up to 54 Mbps in the wider 5

GHz frequency band. 52 different frequencies are used to split a signal into many narrow bands,

simultaneous transmitted. The modulation used are based onboth phase shift keying and on

QAM. HR-DSSS was introduced in 802.11b and is used to achievea transmission rate up to 11

Mbps in the 2.4 GHz frequency band. The modulation Complementary Code Keying (CCK) is

used. Although this is slower than 802.11a, the range that can be achieved with 802.11b is a

large advantage. An enhanced version of 802.11b was approved by IEEE in November 2001,

the 802.11g which operates in 2.4 GHz band as 802.11b, but uses OFDM modulation technique.

In theory it can operate up to 54 Mbps.

The physical layer can be divided into three sub-layers. ThePhysical Layer Convergence

Procedure (PLCP) adds a PLCP header and a preamble to the MAC frame. They are used at the

receiver for demodulation and delivery of the packet. The Physical Medium Dependent (PMD)

sub-layer divides the finished PLCP frame into different parts before transmission. This is done

as different parts of the packets are transmitted with different transmission rates (modulations).

For instance, the MAC header is always transmitted with the basic rate of 1 Mbps. Last, the

Layer Management Entity (LME) manages all physical sub-layer functions.

2.1.3 802.11 MAC layer

This section describes the MAC layer of 802.11. In the first subsection, an overview and back-

ground of the MAC protocol is given. Then, the following subsections describe the different

parts of the distributed CF in more detail. First the carriersensing mechanism is described, fol-

lowed by the different waiting times specified in [7]. Following this is a section over a back off

mechanism used whenever a node senses the channel busy. Finally, the MAC frame formats are

presented.

Overview

The MAC sub-layer of 802.11 standard is responsible for the channel allocation procedures,

frame formatting, error checking, segmentation and reassembly. The basic MAC function is

the Distributed Coordination Function (DCF), which is a distributed contention-based access

scheme. The Point Coordination Function (PCF) [7] can be used on top of the DCF to achieve a

centrally controlled transmission schedule. Further, specified in IEEE 802.11e is the Enhanced

Distributed Channel Access (EDCA) [12], that allows for service differentiations. Also here,
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a central approach is available, the Hybrid Coordination Function (HCF). Another protocol is

standardized in IEEE 802.11i [4], which specifies some MAC adjustments for security and in

IEEE 802.11h [19] Dynamic Frequency Selection (DFS) and Transmit Power Control (TPC) for

the 5 GHz band are specified. In this thesis the DCF is considered as the basic medium access

scheme.

When the DCF protocol was designed, the working group for 802.11 chose Carrier Sense

Multiple Access with Collision Avoidance (CSMA/CA) as the basis for the DCF. Using a CSMA

algorithm, all nodes sense the channel before transmissionand when busy, they do not transmit.

Additionally, the Collision Avoidance algorithm introduces an additional waiting time before

transmission, even if the channel at first is sensed idle. TheCSMA/CA base as such minimizes

costly retransmissions of collision-based packet losses,which in networks with undefined colli-

sion domains can be frequent. A CSMA/CA approach as base, this problem is to some extend

prevented as the transmitter of any communicating nodes canabstain from transmission if the

channel is sensed busy.

However, terminals can behiddenand not able to sense an ongoing transmission, which can

degrade system performance [20, 21]. This is illustrated inFigure 2.3, where node A is outside

the communication range of node C. When node C transmits to node B, A will not sense the

A B CA B C

Figure 2.3: Node A is hidden from transmission from node C to B.

channel busy and can with a transmission ruin reception at node B.

To minimize the effect of hidden terminals, the DCF has a specified handshake procedure,

first introduced in the MACA protocol [22]. The transmittingnode transmits a request for a

transmission of a data packet to the intended receiver, which responds only when the requested

transmission is ok. The handshake messages are called Request-To-Send (RTS) and Clear-To-

Send (CTS). The RTS/CTS exchange serves two purposes: Firstthe exchange enables the re-

ceiver to prevent collisions and second the exchange also informs nodes surrounding the com-

municating pair of nodes about the upcoming transmission sothey can abstain transmission.

The RTS and CTS are small [7], hence a collision with two RTS messages is not as costly as
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when two data packets collide and must be re-transmitted. However, when packets are small,

the RTS/CTS exchange introduces unnecessary overhead; TheRTS/CTS exchange is optional.

A side effect of the CSMA/CA with an RTS/CTS exchange is the exposed terminal problem,

illustrated in Figure 2.4. Here, B wants to send to A, hence itlistens to the channel. It overhears

A B C DA B C D

Figure 2.4: Exposed terminal problem: Two possible simultaneous transmissions, B to A and C
to D, are prevented.

a transmission from node C to node D and abstains from transmission. Node D and A are so far

apart that theoretically the two transmissions could occursimultaneous but this is prevented by

the sensing mechanism.

After a successful transmission the receiver acknowledgesthe reception of the data packet

by transmitting an acknowledgment (ACK) back to the transmitter. If a transmitting node does

not receive an ACK, it retries after some additional waitingtime (explained more below). After

x unsuccessful retransmissions, a node considers the transmission unsuccessful and drops the

packet. The variablex is in [7] specified to 4 for large packets and 7 for small. However, both

the packet size and the retrial count are tunable.

Carrier sensing mechanism

DCF applies both physical and virtual carrier sensing. Physical sensing is when any node ac-

tually senses the physical channel for ongoing transmissions. Virtual sensing means decoding

overheard messages and reading information from them to getan idea of how long the trans-

mission is ongoing and the node must abstain from transmission. Each node keeps a Network

Allocation Vector (NAV) with information about how long they must wait. The advantage with

this approach is that a node must not continously sense the channel physically; it retries after

the NAV has expired. The algorithm is described using the example shown in Figure 2.5. Here,

node A wants to send to node B, node C is a node within range of A and node D is out of range

of node A but within range of node B. A senses the channel and when idle it sends an RTS to
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Figure 2.5: Transmission flow and virtual sensing mechanism.

node B requesting permission to transmit. When node B receives this message it here decides

to grant the request and replies with a CTS. When A receives the CTS it transmits the data to B,

which upon a correct reception answers with an ACK.

Node C overhears the RTS and sets its NAV according to the information specified in the

RTS and avoids transmission for as long as the NAV is set; the RTS contains information about

the duration of the upcoming data transmission. Also the CTScontains this information (minus

the time for transmission of the RTS), hence node D that is only within range of node B can also

set its NAV and avoid transmission for the time requested.

Inter Frame Space

DCF defines three different intervals that are used in between frames, each for a specific purpose.

The shortest interval is the Short InterFrame Space (SIFS).This is used at any intended receiver

in between the reception of RTS and transmission of the CTS, and between data reception and

transmission of the ACK. By allowing nodes to use the shortest waiting time in between these

actions, the transmission of an ACK and CTS always have higher priority on an idle channel than

other actions. Next is the DCF InterFrame Space (DIFS), which is the defined time a node must

wait before initiating the data transmission after it has sensed the channel idle. This means before

the transmission of the RTS, or when the RTS/CTS exchange is not used, before the transmission

of the data packet. The last interval is the Extended InterFrame Space (EIFS), which is used by

any nodes that suffer from an unsuccessful transmission before the retransmission. This is the

largest interval and gives all involved nodes extra time to learn what is going on in the network.
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Back off mechanism

When a node senses the channel busy before transmission, it starts a backoff mechanism. This

mechanism works as follows: From a range of natural numbers called the Contention Window

(CW), a node picks one. This number defines the number ofaSlotT ime it must wait before

transmission, whereaSlotT ime is a specified physical layer “time slot” parameter [7]. For

eachaSlotT ime that the node senses the channel idle, the random number is decreased with

one. When the back off counter reaches zero, and the channel is still idle, the nodes wait an

additional time of DIFS. If the channel is still idle after the DIFS, the node can transmit.

If the channel at any time during the back off is busy, the nodefreezes its timer and continues

the count down only after the channel has been idle for minimum a DIFS.

The CW is defined by a minimum and maximum value,[CWmin, CWmax]. Whenever a

node must retransmit a packet theCWmax is multiplied with 2. Since a retransmission only

occurs after an unsuccessful transmission, i.e. collision, the CW is enlarged; a larger range de-

creases the probability that two nodes choose the same number, hence decreases the probability

of further collisions. There is a maximum number ofCWmax and when a node reaches this

limit, the CWmax is no longer increased.

Figure 2.6 gives an example of how the 802.11 DCF works with the back off mechanism.

At the beginning of this example node A, node B and node C have their NAVs set due to a
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Figure 2.6: Timing of the 802.11 DCF.

transmission between node E and node D. Assume that both nodeA and node C have a packet

to send. After D and E have finished their transmission, node Aand node C start to contend for

accessing the channel. At first, both nodes have to wait for DIFS, then they start their random

backoff. Assume that node A has to wait for 5 slots whereas node C has to wait for 7 slots.
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As a conclusion node A sends an RTS to the receiver, e.g. node B, after backing off during

5 aSlotT ime. Node C detects that the channel has become busy, so it freezes its backoff and

defers. Nodes A and B now start the RTS-CTS-DATA-ACK exchange. Upon the reception of the

RTS nodes C and D set their NAV until the end of the transmission procedure between nodes A

and B, i.e. they can overhear node A. Node E sets its NAV upon the reception of the CTS, i.e. it

cannot overhear node A but it can overhear node B. After the transmission procedure is finished

node A (assuming node A wants to transmit again) and C start tocompete for the channel again.

After waiting for DIFS node A generates a new random number ofslots it has to wait because it

wants to start a new transmission. In contrast to that, node Conly has to wait for the remaining

two slots; the backoff for this packet was seven slots but node C has already waited for five.

DCF MAC frame format

The different DCF message types are the RTS, CTS, data and ACK. All messages have three

frame fields in common: Duration, Frame Control and Frame Check Sequence (FCS). The Du-

ration field contains the duration in time of the intended transmission (including transmissions

of RTS/CTS packets). All nodes in the neighborhood capable of decoding the messages will

receive information about the transmission length. The duration is of different size in all mes-

sages, e. g. the RTS Duration is the longest; it contains the total duration of the transmission

with RTS, CTS, data and ACK, whereas the data frame has only the duration of the data frame

and the ACK. The frame control and FCS are used to control the frame and to assure delivery of

a packet is without errors.

Figure 2.7 shows the RTS frame format. Additionally to the three common fields, the RTS

Frame
Control

Adress 1 FCS

2 6 62

Duration Adress 2

4

Frame
Control

Adress 1 FCS

2 6 62

Duration Adress 2

4

Figure 2.7: RTS frame format with sizes in bytes.

has two address fields which is the MAC addresses to the receiver (Address 1) and the trans-

mitter (Address 2). The CTS illustrated in Figure 2.8 also has the Address 1 field, but no MAC

transmitter field; is not necessary in the CTS. The receiver of the CTS is the transmitter of the

RTS and the data frame; the Address 2 field is not required.

Figure 2.9 shows the data frame. The data frame have the Address 1 and Address 2 fields as

the RTS packet. In addition the data packet has two more address fields, Address 3 and Address

4. These fields are used for identification of the BSS.

The ACK has the same appearance as the CTS and is not shown withan additional picture.
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Frame
Control

Adress 1 FCS

2 62

Duration

4

Frame
Control

Adress 1 FCS

2 62

Duration

4

Figure 2.8: CTS frame format with sizes in bytes.

SeqFrame
Control

Adress 1 FCS

2 6 62 2 66

Duration Adress 2 Adress 3 Adress 4 Data

0-2312 4

SeqFrame
Control

Adress 1 FCS

2 6 62 2 66

Duration Adress 2 Adress 3 Adress 4 Data

0-2312 4

Figure 2.9: DCF data frame format with sizes in bytes.

2.2 Relaying in 802.11-based networks

Relaying, or multi-hopping, is a potential option to increase capacity, extend coverage and im-

prove energy efficiency in wireless networks [6]. It can be conducted in networks with varying

degrees of infrastructure such as pure AP-based networks, fixed relaying nodes, or pure ad-hoc

networks. Also, relaying can and has to be controlled in the sense of both routing and medium

access, either in a distributed or centralized fashion [23]. This section discusses the different

options to implement multi-hopping in wireless networks. It covers the following different top-

ics: 1. What to relay, meaning repeat at physical layer or digitally decode and forward. 2. Who

should perform the relay, fixed relay nodes or the participants themselves. 3. In which domain

should the relaying occur, frequency, time or code.

2.2.1 What is relayed?

Relaying can be done on the basis of either an electro-magnetic impulse (repeated analogously)

or a digital entity (store and forward). Using an electro-magnetic impulse, an intermediate node

forwards the packet directly on the physical layer. It amplifies the incoming signal with hardly

any delay, which is a large advantage. Also, there is no requirement for decoding or any other

processing. However, a downside with this method is that packet errors are also amplified.

As an digital entity, an intermediate node decodes the wholepacket before forwarding it.

Thus, an intermediate node receives, decodes, and possiblyalters the packet before forwarding.

The packet goes up in the protocol stack to find the next node. This is a more complex solu-

tion as processing in intermediate nodes is needed. Some advantages with this solution is that

analog errors can be compensated and that e.g. routing decisions for this packet can be taken in

intermediate nodes.

Some analysis have been made as to which method is the most suitable one for distributed
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wireless networks [24]. The conclusion is that for small path loss coefficients (below 3/2),

analogue relaying is the better method. However, in wireless networks this is rarely the case; the

path loss coefficient is much higher. Even in Line-of-Sight models where no fading occurs, the

path loss coefficient is 2. Thus, the digital “store and forward” method is assumed to be used for

relaying.

2.2.2 Who relays?

Relaying can be done by dedicated relay nodes or by the users themselves. Using dedicated

nodes makes it possible to have some sort of cell-planning. It is possible to put up more relay

nodes where the traffic is heavier. It is also possible to increase the coverage of the network by

putting a relay node in side streets, etc. A problem with thisis that it is hard to know where to

put the relay node; mobile users move around in an unpredictable manner. Research in this area

has been done by, e.g., RWTH Aachen, where they call their relaying nodesmediastations[25].

The dedicated nodes can also be interconnected by wires, which means that these nodes do not

need to use the already limited air interface.

Relaying done by participants is a simple approach; nodes themselves forward packets on

behalf of others and no extra processing is needed. Disadvantages with this solution are that the

nodes need to use battery power for transmissions other thantheir own. However, this approach

is the simpler one as no fixed infrastructure is required and the only one considered in this thesis.

2.2.3 Relaying in which domain?

Relaying can be performed using three different multiplexing techniques: Time-, Frequency- or

Code- Division Multiplex (TDM, FDM, CDM).

• TDM: The multiple packet transmissions that are required for relaying are serialized in

time. As an intermediate node receives a packet destined foranother at a certain time

slot, it forwards it in a following slot. This is the simplestsolution and it is supported by

current technology, i.e. IEEE 802.11.

It is possible to give priority for applications with QoS demands, by scheduling traffic and

letting high priority packets be transmitted first.

• FDM: Forwarding is done using different frequency channels. One example is to use

separate frequency channels for relay packets and for own packets. There are several

benefits with this concept, but it is also difficult to implement. Frequency planning is

required for the best re-usage and utilization.
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• CDM: Forwarding is done by means of using several codes for transmission. Possible

ways of implementing different codes in ad hoc networks are:Code per terminal, code

per originator or code per flow. A disadvantage of this mechanism is that intermediate

nodes must have knowledge about codes not used for their own transmissions, which is

very difficult. Another issue is how to distribute codes in best way to avoid interference.

The most simple approach in the DCF is to use a TDM-based forwarding scheme. This

fits with the general contention-based access scheme DCF as it operates in the time domain. A

relaying node treats a relay packet as any other packet and nomajor changes in the network are

required.

2.2.4 Impact of relaying in DCF

Several possibilities for relaying in wireless 802.11-based networks exist. Here, the nodes them-

selves relay packets (no fixed relay nodes) and treat the relay packets as any other packet; they

decode each packet, let it travel up the protocol stack (layer 3) and forward according to its local

routing table. This implies that a relay packet must contendas any other packet at each node,

when DCF is in use. For the end-user this means that there are uncertainties as to when a packet

arrives; the packet delay can be large and varying. Althoughthis is also the case for single hop

environments, the variation of the delay is more severe whencommunication over multiple hops

occur. For some applications that demand a low and stable delay, it is hard to guarantee an

end-user reception that has good quality; there is noQuality of Service (QoS)support [8, 9, 26].

Examples of applications that could suffer are video-streaming (multimedia services) and nor-

mal voice (phone calls), i.e. real-time applications. Thus, some QoS enabling mechanism should

be used in conjunction with the DCF. QoS has its background inwired network technology and

the known algorithms are discussed in the following section.

2.3 QoS support in wired networks

QoS is known in its principle from wired network technologies. The first technology that could

give guarantees to a transmission between two communicating peers is circuit switching, e.g.

the telephony system. Here, switches along the multi-hop path were totally reserved for the

complete session time. Different is the access mechanism inwired IP-based networks. Here, the

MAC protocol was designed for packet oriented data traffic where each packet is treated sepa-

rately; the IEEE 802.3 standardized Ethernet [16] is still the most used MAC protocol today. To

offer QoS in such CSMA/CD-based networks, ideas from the circuit switching techniques were

included, resulting in that service differentiation and bandwidth reservation could be supported.
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There are many existing approaches how this QoS support was implemented. Here only two

are discussed, which are somewhat of de facto standards for QoS in wired networks: Integrated

Services, IntServ [27] and Differentiated Services, DiffServ [28].

IntServ [27] is an architecture for QoS support that uses theResource reservation protocol

(RSVP) [29] for signaling to reserve bandwidth for a flow. Three classes of service are defined:

guaranteed service, in which delay is limited and zero packet loss is guaranteed; controlled load

service, the aim of which is to provide the same services regardless of the network load; and the

best-effort service which has no guarantees.

The reservation is maintainedsoft stateand needs at each node a periodic refresh. Further,

the reservation is receiver-oriented; the actual bandwidth requested is determined by the receiver.

The reservation set-up starts with apathmessage that is transmitted from the source node over

established unicast- or multicast routes. This includes among other things traffic characteristics

of the following application flow. If this message arrives ata router that does not understand

the RSVP protocol, it is simply forwarded without any interpretation at this router, hence no

resources are reserved. Upon arrival at the destination node this will make a reservation-based

on the traffic characteristics described in the path message. The destination node generates aresv

message that contains aflowspec, which states the actual required QoS. The resv message is sent

back along the same path to the source node. Each node along the path can reject a request.

The RSVP protocol is open for alternations and many variantsexist, e.g. Mobile RSVP

(MRSVP) [30] that gives additional support for mobile terminals.

DiffServ [28] is different from IntServ as it does not reserve any bandwidth, instead it uses

different priorities for different flows. By assigning flowsto several service classes whose pack-

ets are treated differently at each router, some flows have higher precedence over other flows,

with lower priority. The source of a flow marks all packets using the Type-Of-Service (TOS)

field of the IP header according to the class of the data. As packets arrive to any router on their

way to the destination node, a packet with a higher priority label will be handled before a packet

with a lower TOS priority label. One evident advantage with DiffServ is that involved nodes

need no resource management functionality. They forward the packets according to the class

given in the packet. A major disadvantage is that there are nostrict QoS guarantees.

Both approaches can improve the quality of a transmission inwired networks. Typically,

a larger wired network consists of several well-defined sub-networks and by implementing any

QoS approach in all of the sub-networks, bandwidth guarantees can be met. In all sub-networks,

the wired communication between two nodes occur either overa point-to-point link or over a

shared medium. Over a point-to-point link, any QoS approachis straight forward; the sending

node is in complete control of the channel and decides which packet that should be transmitted at

which instant, without interruptions from other users. In the shared medium, it is also possible to
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agree on a determined share of bandwidth: All nodes within the domain are able to communicate

with each other directly and whenever a node transmits data to another, all other nodes are aware

of that. Thus, a wired network with a shared medium is a well defined, closed collision domain

– A successful collaboration between all nodes is possible.Therefore, IntServ and DiffServ can

be successfully implemented in any wired network.

Applying IntServ in wireless ad hoc networks is difficult; the wired and wireless networks

have not the same characteristics ( no closed collision domains, mobile nodes, fading, ...) and as-

sumptions made for QoS support in wired networks do not hold in the wireless ones [8]. Further,

the RSVP has a large signaling load, which is not suited for wireless ad-hoc networks where re-

sources are scarce. Also, reservations made above the network layer cannot be guaranteed as no

predefined transmission schedule with repeating time slotsexists; nodes cannot identify collision

domains such that a transmission schedule can be maintained.

Applying DiffServ in wireless ad hoc networks is possible and packets with higher TOS

field could be sent to the MAC layer before other packets within one node. However, two nodes

contending for access have the same probability of channel access; no precedence is given to a

packet with higher TOS number at one node towards a packet with lower TOS number at another

node. In highly loaded networks, the DiffServ approach willtherefore not be able to give higher

priority for some traffic types.

To conclude, new approaches for both bandwidth reservationand service differentiation is

needed, designed particularly for distributed wireless multi-hop ad hoc networks.
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System description

This chapter describes the system for which QoS should be supported. The system consist of

nodes that are connected to an outside network (not considered here). Some nodes function

as gateways out and are called Access Points (AP)s. These aredescribed more in Section 3.1.

Other nodes transmit using the APs to an outside network and they can all relay transmission for

each other and are described more in Section 3.2. Further Section 3.3 describe protocols used for

transmissions and Section 3.4 describe the different traffic types that exist. The transmissions

occur over a channel with characteristics described in Section 3.5. The performance of these

transmissions are determined using a set of system metrics,described in Section 3.6. In the

system, Quality-of-Service (QoS) is required for some traffic types. These requirements and

also available QoS mechanisms are described in Section 3.7.Finally, Section 3.8 presents a

definition of a time slot, which is crucial for QoS in this system.

3.1 Access Points

In the network, one or several AP(s) exist. These AP(s) serveas gateway(s) to external networks,

such as the Internet. Each node in the network is at one point in time associated with one AP only.

The APs are fixed in location and have no other intelligence apart from serving as gateways; they

cannot decide upon transmissions of other nodes, e.g. schedule transmissions as in a centrally

controlled network. The AP functions as any other node; theymust contend for access as every

other node. There is no priority given to the links closer to the AP. No other fixed infrastructure

exist, i.e. no fixed relay nodes.
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3.2 Nodes

The nodes in the network are equipped with the IEEE 802.11 DCF[7] as basic MAC functional-

ity. Apart from the DCF, each node is capable of using IEEE 802.11e standardized EDCA [12].

The nodes are at a point of time associated with one AP only. A set of nodes generate traffic

out of the network and are called source nodes. Their destination node in this network is the AP

with which the source nodes are associated. Some source nodes will have a direct communica-

tion to the AP and some are over multiple hops, via other nodes, thus each node is able to relay

transmission for other users. Routes over multiple hops arecalled chains or paths.

After a node has finished its session, it switches off. A switched off node is no longer

available for relaying other nodes’ transmissions, hence paths can break.

Further, all nodes are assumed to have non-drifting internal clocks.

3.3 Communication protocols

A routing protocol that finds a suitable route between the source and destination node (over

multiple hops when needed) is available. When a path breaks,the routing protocol can initiate a

route repair locally or from the source node.

The intermediate nodes do not differentiate between a relaypacket or its own packets. All

packets are stored in a queue (or several when EDCA is used, see below) and treated in a first

come first serve method.

The basic medium access protocol used by default by each nodeis the DCF. The DCF

functionality is described in more detail in Section 2.1.3.Further, all nodes are capable of using

the standardized priority mechanism EDCA as one mechanism for QoS. The EDCA is more

described in Section 4.3.1. All packets belonging to the same priority class is within each node

handled the same; intermediate nodes do not differentiate between its own packets and packets

generated at other source nodes.

3.4 Traffic model

The source nodes generate both real-time and best effort (background) traffic. Both these traffic

types cause flows from a source node to its destination node (AP). A real-time flow consists of

periodic transmissions of fixed sized packet, i.e. real-time packet. For one flow, the period and

packet size is fixed. Different flows can have different sizedpackets and periods. Each flowi

transmits a packet of fixed sizebi everypi second during a session time ofti seconds.
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A data flow consists of bursty traffic, here modeled by lettingthe packets be generated at

a data source node according to a Poisson process. This meansthat each data flowj generates

packets with sizebj with exponential inter-arrival timesδj , also here duringtj seconds. The

probability density function for an exponential arrival timet is defined according to:

fr(t, λ) = λ · e−λ·t, t ≥ 0 (3.1)

whereλ > 0 is the parameter of the distribution called therate parameter.

The traffic is only between cells; intra-cell traffic is assumed non-existing. All communi-

cation is therefore to the AP, which forwards messages out ofthe cell to another network or

cell.

3.5 Channel model

The channel is defined as the radio interface between two communicating nodes. The channel

is assumed symmetric, hence has the same characteristics inboth directions between the two

communicating nodes. There are three different power levels defined for a channel: 1. Com-

munication level, 2. Sensitivity level and 3. Interferencelevel. The communication level is the

received power level required for a node to be able to receiveand decode a packet properly. The

sensitivity level is the power level a node must sense to identify that the channel is busy. The

interference level is the level at which the interference istoo high for a successful reception. If

the received power level is above the communication level, but the ratio between the received

power level and interference power level is lower than a threshold, the reception is unsuccessful

and a packet considered lost. This threshold is the Signal-to-Interference (and Noise) (SINR)

value. These packet errors can also be modeled analyticallywith an error probability, described

more below.

All transmissions suffer from path losses, which determines the actual signal strength at a

node. Many simultaneous transmissions in the network can sum up to a value corresponding to

the sensitivity- or interference level, measured at one node. The communication level is always

measured from one transmission only.

The received signal strength of any transmission can be predicted using a path loss model.

Two models are used here: 1. Free space model or 2. Two-ray ground reflection model. The

free space propagation model assumes the ideal propagationcondition where there is only one

clear line-of-sight path between the receiver and transmitter. The received signal power can be

calculated according to:

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(3.2)
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wherePt is the transmitted signal power,Gt andGr are the antenna gains of the transmitter and

the receiver respectively.L is the system loss andλ is the wavelength1.

The two-ray ground reflection model considers both the direct path and also a ground reflec-

tion path. It is shown that this model gives more accurate prediction at a long distance than the

free space model [31]. The received power at distance d is given by:

Pr(d) =
PtGtGrht

2hr
2

d4L
(3.3)

whereht andhr are the heights of the transmit and receive antennas respectively.

As mentioned above, a packet is considered erroneous, or lost, when the SINR is below a

certain threshold. However, packet losses can also be modeled analytically where the packet

error model of the channel follows the 802.11 physical layerstandard. For a channel with 1

Mbps data rate, Differential Binary Phase Shift Keying (DBPSK) is used as modulation which

has an bit error probability ofBER = 1
2e

−
E

b

N0 , whereEb

N0
is the SINR. Using the equations for

received signal strength above, BER and from this, Packet Error Rates (PER) can be analyzed.

For other error models for the physical layer of 802.11, see [7, 32].

3.6 System metrics

The metrics for the evaluation is delay, variation of delay (jitter), throughput and packet error

rates. These are described in more detail in the following paragraphs.

Delay This thesis considers delay as the end-to-end delay of one packet; from source node to

its destination. This means the time between of when a packetis received at the MAC layer at

the source node from higher layers, until the whole packet isreceived at the MAC layer at the

destination node and it is ready to be sent up in the protocol stack towards the application layer.

Jitter Jitter is the statistical variation of the packet inter arrival time. It has been defined in

RFC 1889 [33] as the mean deviation of the packet spacing change between the sender and the

receiver. In this thesis, however, the Probability DensityFunction (PDF), or histograms, and

the Cumulative Distribution Function (CDF) of packet delays are used. These will give the

probability that a packet arrives with a certain delay or theprobability that a packet has a delay

that is lower than a certain time. From the PDF and CDF, it is possible to distinguish how the

packet delay varies, and is sufficient for the purposes at investigations here performed.

1L, Gt andGr are commonly set to 1 in simulations
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Throughput Throughput is defined as bits per second received at the application layer of

the end-user(s) in the network. The real-time and background traffic throughput is considered

separately. First, real-time throughput is defined. Assumen = N real-time flows exist, each

generating traffic according to parameters defined in Section 3.4: One packet withbn bits is

transmitted everypn second. Each flow is active fortn time. This generates a system throughput

Thr in bits per second as:

Thr =

n=N∑

n=1

bn · tn
pn

tn

Similar, throughput for data traffic can be calculated. Assume same parameters as above,

butpn is not used. Instead assume thatkn packets are successfully received for each flow during

their individual session timetn. Thus, the total network throughput for data traffic is

Thr =

n=N∑

n=1

bn · kn

tn

Packet error/loss rate The packet loss rate in the system is defined as the percentageof the

transmitted packets that are lost. This covers packets thatare lost due to collisions or too high

interference, i.e. Signal-to-Interference-and-Noise Ratio (SINR). Packets dropped at a node due

to route failure, queue overflow or any other losses before transmitted are not considered.

3.7 QoS in the system

The definition of Quality-of-Service is in this system divided into two parts, where the first part

is per flowand the second one is for thewhole network. QoS per flow means that all packets

belonging to one flow arrive with minimum variation in transmission time at the destination

of each flow. In fact, here totallystrict QoS-guarantees is required, hence each real-time flow

should have a totally non-varying packet delay. The variations of packet arrival is here investi-

gated as described in the previous section, under jitter. Secondly, the throughput per flow should

be constant for the whole time a flow is active. It is not possible to state an exact limit of the de-

lay and minimum allowed throughput for a flow; obviously thisdepends on the application type.

However, if number of hops between source and destination node, and the traffic model (packet

size and period) are known, it should be possible to quite accurately predict the end-to-end delay

and throughput.

The second aspect of QoS covers the whole system performance. First, the average system

packet delay should be low. Different flows can have different end-to-end packet delays as dif-

ferent flows might be transmitted over paths with different number of hops. Also, different flows
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can have different fixed sized packets. The average delay covers all successful packet arrivals at

all destinations in the system. Secondly, system throughput should be as close to offered load

as possible. The system throughput is defined in the previoussection. As with per flow QoS,

also for network QoS it is impossible to state exact allowed limits on average delay and system

throughput – it depends on the applications (packet size andperiods) available in the system.

In this system, as defined according to previous sections, there are some possible mechanisms

for QoS-support that are available. First of all, as the IEEE802.11 standard is only defined

from LLC layer and below, it is possible to use a QoS-mechanism above these layers. For this,

no changes to the 802.11 standard itself are needed. Secondly, the system supports usage of

mechanism that require changes to the MAC layer and the physical layer. All nodes in the net-

work are able to support alterations to the 802.11 protocol suite itself. The possible solutions are

investigated in more detail in the next chapter.

3.8 Time slot definition

A time slot is defined as the transmission time or reception time of one packet only. A time slot

can therefore be of varying sizes, depending on which type ofpacket that is transmitted (data,

ACK,...) and also depending on which size the data packet hasfor different real-time flows.

For one flow, the time slot belonging to a data packet is alwaysof one size only since for one

real-time flow, the data packet size is non-varying.

The transmission time of a packet is noted asSt throughout this thesis. Obviously the trans-

mission and reception slots of one packet have the same length. Further, also used isSa, which

is the transmission/reception time of an acknowledgment.

When an intermediate node reserved a time slot for a flow in theDCF with no RTS/CTS

handshake, this really means that it reserves 2St+2Sa, oneSt for receiving, oneSa for acknowl-

edgment back to the transmitter, oneSt for forwarding the data packet and finally oneSa for

receiving an acknowledgment.
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Chapter 4

QoS support in 802.11-based networks

This chapter investigates the different options that existfor QoS, and evaluates which approach

is the most suitable one for the QoS definition in Section 3.7 (strictly reliable and predictable

transmissions). The mechanisms are classified according tothe OSI protocol layer model as

follows:

• Solutions on network layer or above. This covers reservation-based mechanisms, where

periodic transmission instances are reserved for a flow, andQoS-routing mechanism,

where the goal is to find a path between source and destinationnodes where the require-

ments for the actual application have the largest possibility to be met.

• Solutions in the 802.11 standard itself. This is further classified in two categories:

– Solutions on physical layer. This basically covers rate adaptation mechanisms, where

the rate can be adopted according to different criterias, e.g. transmission status (suc-

cessful or unsuccessful).

– Solutions on MAC layer. The DCF can be modified to include either service dif-

ferentiations, where different types of application flows have different priorities,

or reservation mechanisms, where resources are allocated for a flow. The latter is

classified according to the domain in which they operate; frequency or time can be

reserved to achieve QoS.

Using this classification, the advantages and drawbacks of each mechanism are here dis-

cussed. First, mechanisms above the actual IEEE 802.11 standard are presented; routing, net-

work layer and above in Section 4.1. Then the modifications tothe 802.11 standard are pre-

sented. This covers the physical layer in Section 4.2 and MAC(LLC) layer in Section 4.3. This
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chapter is concluded with a suggestion of which type of mechanism that is the most suitable one

for QoS as it is defined in this thesis (Section 3.7).

4.1 Network layer and above

The first QoS approaches for wireless networks came from wired technology and was modified

for the characteristics of wireless networks; a common approach was to introduce some QoS

support above the MAC layer (see Section 2.3). One idea is QoSrouting for mobile ad hoc net-

works. Mainly, the idea is to find appropriate routes for QoS demanding applications by “routing

around” congestion or nodes which cannot fulfill a certain QoS requirement [34, 35, 36] . Typ-

ically, well-known ad hoc routing protocols (see Appendix B) are modified to serve as a QoS

mechanism. The CEDAR protocol [34] can recognize unicast routes that are able to support a

certain amount of bandwidth for a flow. The protocol consistsof three different key compo-

nents: 1.Core Extraction, where some distributed nodes are elected to form a “core”. These

core nodes maintain local topology information of all nodesand perform all route calculations

for nodes in their direct neighborhood. 2.Link State Propagation, where link state information

is propagated by the core nodes throughout the network. Information about links which have

large amount of bandwidth available is propagated far away in the network whereas information

about links which has low or no bandwidth available is kept local. 3.Route Computation, which

is the last component where the actual route is computed using information retrieved from the

link state propagation. First a core path between any sourceand destination pair is found, which

gives thedirection. The source then uses this direction to find the node that is furthest away and

defines a partial route to this node. The source node transmits to this intermediate node. Upon

reception, this intermediate node will function as a sourcefor the next interaction and finds a

new partial route in the direction of the core path. This repeats until the destination is reached.

Using only information about links where the actual QoS requirements can be met (see 2.), the

most optimum path can be found.

With a QoS routing approach it is possible to provide routes that are more likely than others

to satisfy a bandwidth demand. But, as also the authors of state [34], it is not possible with such

an approach to guarantee any bandwidth; ad hoc networks are highly dynamic and transmissions

are susceptible to interference and hidden/exposed terminals (presented in Section 2.1.3), which

prevents any guarantees.

The other options are resource reservations and service differentiation on network/IP layer (or

above), which are well-known from wired network technology. But, as described in Section 2.3,

mechanisms such as DiffServ or IntServ will not work well in awireless ad hoc network. Some
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mechanisms have been proposed that are based on the above mentioned mechanisms, but in

addition consider aspects specific for wireless ad hoc networks. In [37, 38, 39], mapping of

the QoS parameters used in DiffServ (TOS field in IP header) orRSVP (required bandwidth

reservation on application layer) to the MAC layer is investigated. Integrating DiffServ-defined

priorities into the MAC layer is possible, but an appropriate service differentiation mechanism

on the MAC layer is required to which the priorities of DiffServ can be mapped. For RSVP

signaling it is more difficult – a cross layer design is neededfrom the MAC layer up to the

application layer. This is a very complex procedure and limits the number of possible usable

protocols in the network.

Some modifications of the DiffServ, IntServ (RSVP) for better support in wireless networks

have been suggested such as theINSIGNIAprotocol [40] or theASAP[41] protocol. The IN-

SIGNIA protocol include additional fields for QoS requests in the IP header. Any node can

request a predefined bandwidth, either a MIN or a MAX level. Ateach hop of the path between

the requesting source node and its destination, a bandwidthis reserved according to the level

given in the IP header at the source node. If a node cannot grant the MAX value, it decreases

the requested bandwidth to the MIN value and sends the request on. If a node cannot accept the

MIN value, the request is denied. All other nodes that already have reserved the MAX amount

for this flow change the reservation to the minimum level accepted through out the whole chain.

The Adaptive reServation And Pre-allocation protocol (ASAP) [41] uses the basic function-

ality of INSIGNIA but offers soft state reservations and notonly hard state. It is a two phase

set-up of reservation; a Soft Reservation (SR) is first made and this bandwidth can be used by

other traffic but cannot be reserved by another flow. The SR is followed by a Hard Reservation

(HR) state; no other traffic is allowed anymore. The source transmits a SR message and each

node creates a flow entry in a reservation table according to what bandwidth is requested, if the

request can be fulfilled. The request can be any value within the range of MIN and MAX. If

any node participating in multi-hop transmission path cannot fulfill the request, it updates the

soft bandwidth field of the SR message with the amount of bandwidth it can reserve. It then

forwards the message. This is repeated at each intermediatenode. At the final receiver a HR

message is generated with bandwidth reservation information equal to the soft bandwidth field

of the latest SR. All nodes along the path adopt their entriesin their reservation tables according

to this value. When the source receives the HR message it can start the transmission with the

reserved bandwidth.

The SR messages are in-band signaling, inserted in the IP header as the INSIGNIA protocol.

The HR messages are out-of-band signaling, thus a separate message is sent along path from

destination towards the source node. The HR message is also used whenever there are changes

in the network as to the available resources; they are transmitted in the opposite direction of the
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flow to update the reservation. After set-up, SRs are also periodically inserted in the IP header

to collect QoS information. Using this information, the source node can also scale down its

transmission rate if the allocated resources can no longer be maintained.

One evident drawback with the INSIGNIA and ASAP protocol is that if a request cannot

be met, it makes little sense to reserve anything at all; reception at an end-user might not be

with fully acceptable quality. Another option would be to block the request, tell the source node

to try later (busy tone like approaches) and use the resources for another flow, requesting less

bandwidth. The most critical drawback, though, is that the CSMA/CA-based MAC scheme in

802.11-based networks cannot guarantee a reservation madeon higher layers; the actual access

mechanism is still contention-based. This leads to that theDCF medium access mechanism itself

should be modified.

4.2 802.11 Physical layer – link adaptation

The physical layer of all 802.11 standards supports severaltransmission rates, one example is

802.11b, which can transmit data with rates 1, 2, 5.5 and 11 Mbps (see Section 2.1.2). These

different possible transmission rates can be used adaptive, i.e. alternating the transmission rate

when needed to keep the throughput for a flow over a certain threshold. Also, the mechanisms

strive to give the maximum possible throughput for a flow, meanwhile keeping the packet error

rate below a certain threshold; typically a higher transmission rate leads to higher probability of

packet errors. One mechanism isPER-prediction[42], by which the transmission rate is alter-

nated according to a predicted Packet Error Rate (PER). Whena source node predicts that the

PER is increasing, the transmission rate is decreased. Another mechanism introduced by Pavon

et al. in [43] uses Received Signal Strength (RSS) along withthe number of retransmissions,

in order to predict the channel and receiver conditions. A node adapts the transmission rate

based on received signal strength from packets sent by an AP.All nodes have fixed transmission

power, hence the condition at the node can be predicted. Any node chooses a transmission rate

for a packet based upon this RSS level, frame size and number of retransmission for this packet.

All nodes start with the slowest transmission rate and whenever the RSS is over one of 12 dif-

ferent thresholds, it switches to the transmission rate associated with that threshold. Upon an

unsuccessful transmission, a node decreases the rate for the retransmission. A similar mecha-

nism is Code Adapts To Enhance Reliability (CATER) [44], which uses Bit Error Rate (BER)

for rate estimates. Another option is to use the transmission acknowledgments [45] and alter the

transmission rate according to the success or failure of a packet transmission – upon successful

packet transmissions, i.e. reception of acknowledgments,the transmission rate can be increased.

Predicting the channel state, and a direct reaction to a received signal strength or acknowl-
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edgment requires that the receiver informs the transmitterabout the channel state. Using the

acknowledgment is a simple option since this packet is anyhow transmitted. Also, since this

requires no new medium access for a separate channel state message, signaling overhead is

minimized.

Generally, all these mechanism can increase the throughputperformance in a single hop

environment. Once the packet is transmitted, a higher rate results in a higher throughput. But,

there are some drawbacks. First, the possible distances between communication pairs for a

successful transmission can decrease with increasing transmission rate, hence decreasing the

possible network coverage. Also, a higher modulation rate is more sensitive to packet errors.

A major drawback is that rate adaptation is not effective in multi-hop communications; each

node of a multi-hop path performs a randomized medium access, which reduces the gain from

higher transmission rate. The end-to-end delay can still belargely varying. Further, the header

of a data packet must be transmitted using the basic data rateof 1 Mbps [7]. Real-time packets

are typically rather small, hence the gain of using a higher transmission rate on the payload can

be small. Also, when RTS/CTS is used, these messages must also be transmitted with this basic

rate. Therefore, the link adaptation is not the best solution for strict QoS guarantees, or for

applications sensitive to delay variations. For this, a modification of the MAC layer is needed.

4.3 802.11 MAC layer – extending the DCF

There are two basic methods to extend the DCF: 1. Service differentiation, which gives priority

to some type of applications over others and 2. Reservation mechanism, which allocates band-

width for a transmission flow. These two methods are described and analyzed in the following

two sections.

4.3.1 Service differentiation – priority mechanisms

A simple method to implement QoS support on the MAC layer is toinclude service differentia-

tion in the DCF. By defining the channel access parameters of the DCF differently for different

traffic types, priority separation of the traffic types is achieved. The parameters that can be al-

tered are: CW size, backoff algorithm and interframe space (see Section 2.1.3). Tuning these

parameters enables high priority packets to have higher probability of winning access to the

channel than low priority packets. This is true for both the contention within a node and for

the contention between two nodes. Typically, within a node,the different priority classes have

different virtual queues and a packet from a high priority queue is handled before a packet in

a queue with lower priority. Contention against packets at other nodes are differentiated using
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Access Category voice video best effort background DCF

CWmin 7 15 31 31 31

CWmax 15 31 1023 1023 1023

AIFSN 2 2 3 7 2

Table 4.1: Back off and AIFSN values for EDCA and DCF.

shorter backoff and interframe space, which results in thatthe high priority packet has shorter

waiting time than the lower prioritized packet, thus the probability of access is larger.

The IEEE 802.11 standard E, Enhanced Distributed Channel Access (EDCA) [12] is the

most known priority mechanism. The EDCA is based on the DCF and the medium access is

performed with sensing and back off as described in Section 2.1.3. Different is that EDCA

separates between four Access Categories (AC) by alternating both the interframe space and the

CW size: Voice, video, best effort, and background traffic. Voice has the highest and background

traffic the lowest priority. Each category has its own queue within a node. Packets from the

queue with the highest priority are transmitted first. When this queue is empty, packets from

the second highest priority queue are transmitted, and so on. Furthermore, each category has a

different contention window and backoff times. Table 4.1 shows the minimum and maximum

values of the contention window (CWmin, CWmax). Voice packets have the lowest backoff

interval (from 7 to 15); best effort and background packets have the same backoff interval as

DCF (from 31 to 1023).

The time period that a node has to sense a channel to be idle before it is allowed to transmit,

is calledArbitrary Inter Frame Space(AIFS) in EDCA. It is determined according to

AIFS = AIFSN · aSlotT ime + SIFS

where the numberAIFSN is defined by the access category (Table 4.1),SIFS andaSlotT ime

is defined in Section 2.1.3. By assigning packets with high priority a small AIFSN, the waiting

time before transmission becomes smaller.

Other mechanisms are Distributed Fair Scheduling (DFS) [46] and Distributed Weighted

Fair Queue (DWFQ) [47]. DFS differentiates the backoff length according to the packet size

and traffic class. Generally a larger packet has longer backoff time, but the length of a packet is

weighted with a factor according to the traffic class. DWFQ alternates the CW size according

to the actual throughput and expected (requested) throughput. If the requested throughput is

higher than the actual one, the CW size is decreased. Such an adaptive approach is also used in

QPART [48], which alters the CW and waiting time according tothe throughput, as described
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above, and also the delay; if the requested packet delay is lower than the actual delay, the CW

and waiting times are decreased. Other algorithms that dealwith scheduling and priority-based

medium access are described in [49, 50, 51, 52, 53]. Typically, they all have the same basic idea,

but differ in the way a packet is weighted.

A priority/scheduling mechanism does not need any explicitsignaling, the service differ-

entiation is handled separately within each node. Althoughthey have the potential to perform

better than the DCF and give some real-time QoS-requiring applications better support than the

best effort class, the medium access is still contention-based; the uncertainties of access can still

result in largely varying packet delays and throughput. This is especially true when network load

increases, or when single hop communication is extended to amulti-hop one [13, 54, 55]. Thus,

another mechanism is needed, which removes the medium access scheme itself and allows nodes

to keep a non varying transmission schedule; allocation of resources for flows are required.

4.3.2 Reservation mechanisms

For strict QoS guarantees that are independent of the surrounding traffic load, a reservation-

based MAC layer is needed. In CSMA/CA-based networks, thereare generally two options for

resource reservation: reservation of frequency or time. The following sections describe these

two options in more detail.

Reservation of frequency channel

One common approach to enable reservation of frequency channels for a certain transmission is

to use a dedicated signaling channel to distribute channelsfor transmission of data. Typically,

all nodes listen to this signaling channel and when a node wants to initiate a transmission it

agrees with the intended recipient upon another frequency channel to use for the actual data

transmission, hereby allocating it for their transmissiononly [56, 57, 58]. Common is to use the

RTS/CTS exchange for the agreement on the dedicated signaling channel [59]. Although not a

reservation mechanism, another option is to dedicate one frequency for busy tones. Any node

that is busy with reception/transmission simultaneously transmits a busy tone on the dedicated

channel, hereby informing nodes in the neighborhood not to disturb [60, 61].

The IEEE 802.11 standard a and b have multiple frequency channels available [7], but un-

fortunately, most user equipment today are not fully equipped to implement such methods. Typ-

ically they have only one half-duplex transceiver, hence a node can only transmit or receive at

one time and only at one frequency. Using multiple frequencies is therefore today not possible.
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Reservation of time

The second possibility is to reserve a certain amount of timefor a future packet transmission.

This can be done either centrally or distributed. With the central approach, one node (AP)

controls the whole network and assigns time to other nodes for their respective transmissions.

For this, all nodes must be synchronized and pre-defined timeslots, i.e. when the transmission

should start and when it must end, must exist. If not, one nodecannot control all other nodes

time slots. With suchglobal synchronizationthe transmissions in the network follow a fixed

schedule; typically a fixed air frame divided into predefinedtime slots [62, 63, 64, 65]. Such

approaches are pure TDMA systems, like in existing cellularnetworks. The obvious advantage

is their simplicity to allocate resources for all the participants. But, it is difficult for the central

controlling node to distribute time slot information over multiple hops.

In a distributed network with no central control, it is difficult to maintain global synchro-

nization; maintaining a fixed structure of time slots which start and end at globally defined time

instances is tricky. One possible method to achieve the global synchronization is to use Global

Positioning Systems (GPS). This is used in the Distributed Packet Reservation Multiple Ac-

cess [66] (D-PRMA) protocol. Each node has GPS equipment that enables a fixed time divided

air interface with frames and time slots. These time slots are then divided in smaller time slots,

so called mini slots. To gain access to the whole slot, a station has to win the contention in the

first mini slot. It can then use the rest of the time slot for itstransmission. The same time slot

is also reserved for this node’s transmission and can be usedin all following frames. This is

only true for transmissions that consist of real-time packets. A transmitter with data can only

transmit in the time slot where it won the access contention.If the first mini slot does not lead to

a winner, the contention continues in the next mini slot. If anode wins contention in one of the

mini slotsexceptthe first one, it can only start its transmission in the next frame. The contention

is performed in the same way as the DCF with RTS and CTS messages.

Although the authors state that due to a growing and cost decreasing development of GPS,

slotted-channel-based MAC schemes become available and most interesting for mobile ad hoc

networks, it is not a realistic assumptions that all nodes carry it. Although the approach is

interesting and very promising a reservation mechanism cannot rely on globally synchronized

network. A reservation mechanism must function in distributed networks where the participants

themselves manage and schedule transmissions; it must function distributed. For clarification,

also here nodes must be synchronized in that sense that no clocks are drifting, but time slots are

not defined globally. Thus, the suggestion of this thesis is that a distributed time slot reservation

protocol is the best option for QoS-support in DCF-based networks.
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4.4 Summary

This chapter has described different existing mechanism for QoS support and also analyzed

which type of approach is the best one for strict QoS requirements. First of all, a QoS mecha-

nism for wireless 802.11-based networks should be implemented in the 802.11 standard itself.

Approaches above (network layer and above) are here not satisfying. A solution on the physical

layer, e.g. link adaptation, can increase the throughput, but it cannot offer strict QoS guarantees;

the transmission rate is enhanced, but the actual transmission instance is still uncertain as the

medium access is still contention-based. Therefore, the MAC layer must be extended. There are

two basic options to enhance the quality of a transmissions using the DCF: 1. Give the QoS-

requiring transmission higher priority or 2. Allocate resources. A priority mechanism is still

contention-based; no transmission instances are guaranteed. This results in that packet delay

can still be varying and large. A reservation mechanism is based on the nodes ability to reserve,

schedule and co-operate when time slots are reserved. Thus,one drawback with this approach is

that inter-node signaling and resource management at each node are needed. However, the ad-

vantage is overwhelming: a reservation mechanism can offerstrict QoS guarantees. If signaling

load can be kept low, it is the most suitable solution. Thus, my suggestion for extending DCF

based networks with QoS support is to use a distributed time slot reservation protocol.
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Chapter 5

Distributed time slot reservations in

802.11-based networks

The previous chapter looked at the different possible solutions that exist for a general distributed

wireless multi-hop network. The conclusion was that a distributed periodic time slot reservation

protocol is the most suitable one for these networks. Although many such approaches exist, it is

still a challenging research issue, especially in multi-hop networks [15, 54], still lacking is e.g.

a full end-to-end aspect of the reservation set up and lack ofmobility support.

The goal of this chapter is to define requirements for the design of a new reservation-based

MAC protocol for 802.11-based networks. To complete the design in an effective way, some

constraints to the general system description is needed. The system under studyis defined in

Section 5.1. Then, the requirements (or constraints) for a reservation protocol in this system

under study are described in Section 5.2. These requirements are compared to some of the

already existing mechanisms in Section 5.3, concluding with that no existing mechanism can

cover them all.

5.1 System under study

Before discussing the requirements for the reservation protocol itself, some assumptions for

further narrowing of the system is here presented. Althougha solution for the whole universe

would be nice, this is hardly possible. Thus, I have chosen tobound the system described in

Chapter 3 for my design of the reservation protocol. Thesystem under studyconsists of nodes

and APs using a set of communication protocols, all described in Chapter 3. The first basic

assumption is that the DCF is possible to modify; it is fully feasible to extend it with a QoS

mechanism.
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The number of APs and nodes are limited. Further, the area is bounded and it is not possible

to communicate outside the border of it. The APs are not directly reached by all nodes; some

nodes must communicate over multiple hops. The number of hops between source node and AP

is limited [67]. Further, the communication ends at the AP. No considerations are taken to what

happens with packets after this node. Thus, packet deliveries are measured after their arrival at

the AP. Further, interference range is assumed not much larger than twice the communication

range and the bandwidth is limited; no over-provisioning isavailable.

Then, one constraint is included for mobility in the system.Mobility is modeled with nodes

switching on and off in one location. No nodes move around while still communicating.

The channel is assumed not to suffer from any fading.

Further constraints are for the traffic: The periodic real-time transmission has no silent peri-

ods. Typically, voice traffic, e.g. Voice-over-IP, consists of talk bursts where the communicating

pair of nodes take turn in transmitting period packets. Thisis not considered here – A source

node of a real-time application transmits one packet at eachperiodic interval until the session

is over. As mentioned in Section 3.4, the periods that different application flows use can be

different, but each flow has only one period. Here, this is further limited; the periods used are

always from a certain set such that a common divider of all periods is available.

At last, no considerations are taken to other types of traffic; although background (or best

effort) traffic is existing in the network, the major goal here is to give real-time traffic sufficient

support.

5.2 Reservation requirements

This section describes some requirements for a distributedreservation mechanism in the sys-

tem under study, as defined above. These include limited bandwidth, interference, mobility,

multi-hop paths, multiple paths crossing in a node, reservation reject and release and traffic

requirements. They are described in that order in the following subsections.

5.2.1 Limited bandwidth

When two nodes communicate, the CSMA/CA-based access scheme force all nodes in the neigh-

borhood of these two nodes to abstain transmission during the whole communication. Even if

another pair, intending only to communicate with each other, can communicate, they are not

allowed to; the broadcasting nature of the wireless channelprevents such simultaneous trans-

missions. Therefore, all extra signaling that is meant for two nodes only, agreeing upon a time

slot reservation will affect all nodes in the direct neighborhood, preventing others from trans-
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missions. If the signaling load is high, it might result in low system throughput. Thus, signaling

load must be kept as low.

5.2.2 Interference

After a successful time slot reservation is set up, the contention-based medium access is re-

moved; a node transmits directly during a reserved time slotwithout sensing the channel first. If

another node that is in such location that it can cause severeinterference would transmit at any

time during this time slot, there would be a collision. The region for which such interference

can occur around a receiver is called the neighborhood. Consider Figure 5.1 where one reserved

path between source node A and destination node D and anotherpath from source node E to

destination node H exist. Node F could possibly interfere with both paths, when transmitting.

Thus, a suitable spread of reservation information to nodesin the local environment is required.

F

E

B CA D

G H

F

E

B CA DB CA D

G H

Figure 5.1: Node F must be aware of two reserved chains and avoid transmissions during all
reserved time slots.

5.2.3 Mobility

Nodes that are mobile can introduce additional problems fora reservation protocol; a reserved

path can break as any node participating in the chain moves out, or switches off. Illustrated

in Figure 5.2 is a case where a path is broken due to a node leaving the network (node C).

If possible, a new node takes over (node E) and forms a new pathbetween the source and

destination. Such functionality must be included in the reservation protocol.

5.2.4 Multi-hop wireless paths

Different from a single-hop environment, the multi-hop communication paths involve nodes that

do not actually participate in the data exchange (on application level). The more nodes involved

in a communication path, the more problematic is a successful reservation. Some parts of a chain

might have more communications occurring in the direct neighborhood than others, hence it is
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B CA D

E

(a) original

BA D

E

(b) new

Figure 5.2: The original path with node C (a), and the path when node C has left and E taken
over (b).

possible that the reservation is only successful at some hops of the path. Thus, the reservation

protocol must consider the whole path at the set-up.

5.2.5 Multiple crossing reservations

When multiple reservations exist, these might cross in one node, or be set up in the direct neigh-

borhood of each other. Thus, the reservation protocol must include a suitable scheduling mech-

anism that enables successful reservations, managed by each node locally. Figure 5.3 illustrates

two examples where such functionality is required. In (a), two paths cross in a node C, whereas

F
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E

G

F

B CA D

E

G

(a)

F

G

E

H

B

C

A

D

F

G

E

H

B

C

A

D

(b)

Figure 5.3: Reservations (a) crossing and (b) in the neighborhood.

in (b) the paths are only in the neighborhood, but node F and B can interfere with each others

transmissions. This is an especially tricky functionalityas the scheduling mechanism is required

to support transmissions with different periods and packetsizes.

5.2.6 Reservation reject and release

If a reservation cannot be set up it must be rejected. This includes all cases where a suitable time

slot cannot be found, e.g. at initial set-up and repair of broken reservations. For cases where
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packet losses occur due to overlapping time slots, or unexpected interference, a reservation must

also be released (failure handling).

5.2.7 Traffic requirements

Different applications can have different transmission characteristics. For instance, voice and

video might require period reservations with different time slot sizes and periods. Another ex-

ample is Voice-over-IP, which uses a CODEC to generate periodic fixed sized packets at the

application level. This packet size and period can vary withdifferent CODEC [68, 69]. To not

limit the new protocol to one CODEC, the reservation protocol should be able to handle differ-

ent sized time slots with several possible periods. Further, non-reserved traffic must be able to

co-exist with reserved traffic in the distributed network.

5.3 Related work

Several reservation-based extensions to the DCF exist. This section describes some of these

mechanisms and compare the mechanisms with the requirements described in the previous sec-

tion, and most importantly describe why these mechanisms are not enough.

QPART The QoS Protocol for Ad hoc Real-time Traffic (QPART) protocol is presented in

[48]. This protocol defines two different possible QoS requirements for an application flow: ei-

ther a minimum throughput or maximum end-to-end packet delay. QPART is a mix of a priority-

and reservation-based protocol; applications that require some QoS for their transmissions have

priority over other applications that are not as sensitive to either the delay or throughput and at

the same time, new requests are blocked or some flows are released if the required QoS can-

not be met within a node. If a flow must be released, the flow thathas been established last is

released first; the longer a flow has been active in the network, the higher is its priority.

The tunable parameter within each node is the contention window size, which is adapted

constantly with the actual load in the network; The requested delay/throughput is compared

with the actual achieved one.

QPART consists of two components: the QoS scheduler and the QoS manager. The QoS

scheduler differentiates between the different flows in a node where each flow has its own queue

on the network layer. The QoS Manager handles the release andrejection of flows and also

monitoring the level of congestion. This information is used in both the QoS manager and the

contention window adaptor in the QoS aware scheduler. Therefore, the flows are controlled on

both network and MAC level, hence a cross-layer designed protocol.
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This approach is successful in the sense that it is possible to fast adapt to the traffic of the

network. Yang and Kravets show that they can keep the delay under a certain level and the

throughput over a level. However, the packet delay is varying – jitter could be a problem. The

QPART protocol is not a full reservation protocol in such a sense that a periodic time slot is

reserved; it is still contention-based and it fulfills most of the requirements described in the

previous section. The only one missing is maintenance of broken paths. But, since it cannot

guarantee a strict packet delay, this approach is not suitable here.

MACA/PR In [70], Gerla and Lin describe a periodical packet reservation technique, Multiple

Access Collision Avoidance with Piggyback Reservations (MACA/PR). This is an asynchronous

network solution based on DCF.

MACA/PR is equipped with a bandwidth reservation techniqueand a QoS routing protocol.

The QoS routing algorithm is responsible of finding the most optimum existing and available

path it can before a periodic reservation for packet transmissions is performed. More detailed

information about the QoS routing algorithm can be found in [70]. After the route is found, the

first packet in a stream initiates the reservation of a transmission window for following packets

with a predefined global period. The reservation is set up using the RTS/CTS exchange. Before

transmission of the first packet, or rather the RTS packet, the source node checks in a reservation

table for a free periodic slot. In the first available one, it imitates the RTS/CTS exchange; it

starts listening to the channel. If the channel is idle, it transmits its RTS to the receiver. The

receiver answers with a CTS, which, when reaching the sourcenode, completes the reservation

phase. The source node will from now on use the same slot for all its transmissions, until it has

no more to send. If the receiving node is an intermediate node, after it has received the packet,

it performs the same steps to reserve a periodic time slot as the source node did.

To inform surrounding nodes about the reservation, all datapackets and acknowledgment

carry reservation information in their headers. Using thisinformation, nodes that overhear the

transmissions make entries in their respective reservation tables. Whenever a new node enters the

network, it listens to the channel for a whole period to hear all ongoing transmissions. Further,

to make completely sure that the new node will not interfere with an ongoing, reserved real-

time transmission, all reservation tables in the systems are exchanged, initiated by the new node.

MACA/PR as a MAC protocol sets up a real-time connection onlyover a single hop. Each hop

must be reserved separately.

Gerla and Lin first compare their scheme with a totally asynchronous network, where not

unexpectedly MACA/PR performs very well ( throughput and delay is compared). Then the

scheme is compared with a totally synchronized TDM network,where MACA/PR is outper-

formed. However, the conclusion is that MACA/PR has a good overall performance and is a
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good, cost effective compromise between the two above mentioned single-hop networks.

Compared to the constraints in Section 5.2, MACA/PR is not a good alternative. The first

constraints of limited bandwidth is not considered; the exchange of reservation tables demands

high signaling load. Mobility and reservation repair is notconsidered. The traffic requirements,

different periods and time slots, is not fulfilled. Also, theflow reservation is done on a single-hop

basis and a packet is not guaranteed a reservation at all hopsbetween the source and destination.

Blackburst Blackburst [71, 72] is a technique by Sobrinho and Krishnakumar, which mini-

mizes and bounds delay of real time traffic. First of all, besteffort traffic is still transmitted

using the DCF. A real-time station that wants to transmit starts its access procedure by first jam-

ming the channel with a energy burst, so called Blackburst. The length of the jamming burst

is determined by the time that the station has waited for its transmission. After transmission of

the Blackburst, the station listens to the medium to see if some other station is sending a longer

Blackburst. This implies that this station has waited longer and therefore that it transmits first.

Whenever a packet is transmitted, the node schedules the transmission for the next packet. This

is done using a predefined period, which is the same for all nodes and all packets.

Their investigation shows that the transmission of Blackburst before transmitting is an ef-

ficient way of allocating the network periodically. However, it produces a lot of unnecessary

signaling overhead. In [72], a method for increasing the efficiency and decreasing overhead

of the Blackburst algorithm is described. A node that won theBlackburst contention and is

transmitting include an invitation for the node that has waited longest after the transmitting one.

Therefore, stations only transmit a Blackburst for their first packet. Then they use, as described

above, the same fixed interval for all packet transmissions.This works well when only real-time

traffic is present. But, if a node leaves an empty “time slot” exists in the transmission order. If

a data transmission with normal DCF occurs in this time slot,the scheme no longer works as

all following transmissions must be moved forward in time. The authors have investigated the

behavior of the Blackburst mechanism under the assumption that all stations hear each other.

Using the enhancement, the constraint of limited bandwidthis fulfilled, as long as the scheme

works and no node leaves the network. Missing is the interference aspect; they have assumed

that all nodes hear each other, hence the black burst preventcollisions. This restriction is not

acceptable. Further, no special considerations is done to multi-hop paths, the traffic requirements

or path repair. In the basic black burst mechanism, each packet of a flow contend for access with

transmissions of black burst. This means that the delay can be very varying and high. This

mechanism, and other similar ones, is not the optimum one.
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DBRP, DBASE Papers [73, 74] describe MAC protocols Distributed Bandwidth Reservation

Protocol (DBRP) and Distributed Bandwidth Allocation/Sharing/Extension Protocol (DBASE),

that use broadcast messages, so called Reservation Frames,to allocate resources. The first voice

station that enters the network gets the responsibility of broadcasting these RFs. Each station

keeps a reservation table with information about ongoing reserved transmissions. A voice station

that wants to transmit, first listens to the channel during a predefined time period. If this new

station hears a RF, it knows that there are other active real-time nodes in the network. It must

then wait and listen until the periodic cycle is over (until next RF) in order not to disturb any

ongoing reserved transmissions. It also listens to hear if there is an empty slot. If so, and if it has

something to transmit, it starts an access procedure for this time slot using traditional DCF-based

back off (in case other nodes wants this time slot as well) andRTS/CTS, where the RTS/CTS set

up the reservation between the transmitter and the intendedreceiver. An allocated time slot that

is unused for a certain time period is considered vacant and others can use it for transmissions.

Best effort data is transmitted via IEEE 802.11 DCF.

With this scheme a node reserves periodic time slots, i.e. itreserves for its whole flow. But,

the reservation is on a hop-per-hop basis, no considerations are taken for the whole path. The

most obvious problem is how to handle the broadcasting of RFsin a larger multi-hop network;

it is difficult to assign which stations should forward the RF. If possible at all, the overhead is

large and also, there will be some time synchronization problem – a node cannot receive an RF

and forward it simultaneously. The traffic constraints in Section 5.2 is not fulfilled as only one

period exist. Neither is repair of broken paths (mobility) hence this approach is not the best one

in distributed wireless multi-hop networks.

DRRP In [75], the authors describe the Distributed Reservation Request Protocol (DRRP).

This protocol uses the basic mechanism of IEEE 802.11e but further enhances the performance

for QoS-demanding traffic with a reservation of future resources (IEEE 802.11e standardized

transmission opportunity (TXOP)). The authors piggy-backs the request for a periodic reserva-

tion on a data packet as it is transmitted. They include information as to when the next instance

is and how it repeats periodically. Further, the reservation request includes a priority. This

priority is used when two transmissions ask to reserve the same time slot. The one with the

highest priority wins. Surrounding nodes retrieves information regarding the transmission from

the overheard data packet. They also include information inacknowledgments for some nodes

that cannot overhear the transmitted data packet.

This protocol does not reserve end-to-end and there is no repair mechanism if a reservation

is broken (mobility caused). The protocol do not consider protection in a wider range than

the direct communication neighborhood. However, the reservation information is handled in
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the optimum way – signaling overhead is minimized with the piggy back technique. Thus, the

DRRP protocol is not the optimum one.

The above described protocol all lack some, or several of therequirements. Thus these are

not satisfying approaches for the system considered here. Also other mechanisms [76, 77, 78,

79, 80, 81] that are not discussed more in detail hereall lack some of the requirements described

in the previous section. Thus, a new protocol is needed, which fulfills all the requirements and

constraints in Section 5.2. This protocol is described in the following section.

5.4 Summary

This chapter has presented the requirements for a distributed reservation protocol in 802.11-

based networks. These requirements were compared with somewell known existing DCF-

integrated reservation mechanisms. To minimize the probability that a path might not be fully

reserved a reservation should be performedend-to-endbefore transmission of data begins. Ex-

isting mechanisms however, tend to reserve each hop separately – most common here is to use

the RTS/CTS exchange. Further, the reservation should be performed for thewhole flow, which

minimizes the signaling load and guarantees a non-varying quality during the whole application

transmission. Some existing approaches tend to reserve a transmission instance for an upcoming

packet as one packet is transmitted.

Reservation information should be spread with minimum signaling load; using a piggy back-

ing technique is one successful method. Some approaches useless efficient (signaling load)

methods such as a complete exchange of a reservation table ortransmissions of energy burst

that indicate which node should transmit. Further, a wider range than the direct neighborhood

is needed, at least as an extension or additional feature. This is not approached by any related

reservation protocol.

What is largely missing is some support of mobility. In the system under study, mobility is

modeled with node switching on/off, resulting in that reserved paths can break. For best user

satisfaction, a broken reservation should berepaired, hence a user must not do anything to re-

initiate the communication. Also,failure handlingsuch as overlapping time slots are lacking.

Most protocols assume a network where every node can hear each other.

The reservation protocol should be able to support different reservation requirements, i.e.

different periodsand time slots. The existing periodic reservation protocols do only have one

pre-defined period and time slot size.

The rest of this thesis presents the new reservation-based MAC protocol that takes all the

above mentioned aspects into account. This QoS enabling protocol is calledDistributed end-to-
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end Allocations of time slots for REal-time traffic(DARE) [82, 83, 84, 85, 86].
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Chapter 6

DARE Basic functionality

This chapter describes first of all the concept of the new DAREprotocol with a qualitative proto-

col description in Section 6.1. Then, the basic functionality of the DARE protocol is presented.

This includes such functionality that one periodic time slot reservation can be set up over a

multi-hop path, and that the reserved periodic transmissions are successful. First, all nodes need

a reservation table, which is described in Section 6.2. Then, the set-up messages are defined

and the mechanism itself is described in Section 6.3. Further, nodes surrounding the reserved

chain must avoid transmission during the reserved time slots. The basic protection of the re-

served chain is described in Section 6.4. After the reservation is set-up a periodic transmission

schedule is generated. This transmission flow is described in Section 6.5. Nodes involved in the

reservation can also participate in non-reserved transmissions, i.e. non-real-time, or background

traffic. These transmissions follow the DCF medium access scheme. For the different traffic

types to co-exist, some modifications to the DCF are needed. These are described in Section 6.6.

Then, the difference in signaling load for the DARE and DCF isdescribed in Section 6.7. At the

end, a simple simulative comparison of DARE and DCF for one real-time transmission flow is

described in Section 6.8.

6.1 Concept of DARE – qualitative description

The DARE protocol is a totally distributed access protocol.Nodes schedule time slots based on

locally collected information. For this, each node have clocks which are non-drifting and are

able to reserve periodic time slots for the real-time flows. Atime slot is defined in Chapter 3

as the length of time a node needs for either transmitting or receiving a packet. In case of

multi-hop communication, each node of the path will reservetime slots for one real-time flow.

Any relaying node therefore reserves minimum one time slot for receiving and one time slot for
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transmitting, both with same size. The slot allocation is illustrated with an example where three

nodes are part of a multi-hop chain with a reservation for packet transmission everyp period.

Figure 6.1 shows allocated slots for sendings and receivingr at nodesn − 1, n andn + 1. For

simplicity, a reference point 0 when noden − 1 transmits to noden is set.
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Figure 6.1: Reserved slots without shift.

Relay nodes, or hosts in the direct neighborhood of a reserved path that are not participating,

abstain from transmission during the time slots where they could interfere if transmitting. This

is, in contrast to wired networks, necessary as they could cause severe damage even if they do

not intend to communicate with any node part of the reserved path.

Further, all relay nodes are able to reserve time slots for several flows. In case of conflicting

reservations, a relay node can shift its own transmission. Consider again the example given

above and assume further that noden has other obligations part of another flow, see Figure 6.2.

The packet from noden−1 arrives at a) and a direct transmission would overlap with the already

shift

n
t

a

s ssn
t

a

s ss

Figure 6.2: Shift at noden.

existing reservation (grey). Noden shifts the transmission until after the already reserved time

slot. As a result, all packets for this flow are delayed withshift.

Typically, protection in the direct receiver neighborhoodis not sufficient [87]. Thus, all

nodes are able to support minimum up to a two hop protection; all participating nodes reserve

time slots for receive or transmit at other nodes part of the same chain, when necessary. Similar,

all non-participating nodes that are in the neighborhood are informed about possible slots they

must abstain two hops back in the reserved path.

When a communication is finished, all nodes released their reservations for the real-time flow

which is no longer in use. If a relay node leaves the network and this results in a broken path,
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all reservations no longer in use on this path are also released. A new reservation is established

along the new path. To detect if a path is broken, all transmissions of reserved data packets must

be acknowledged.

Since bandwidth is limited, the reservation protocol should be simple with as low signaling

overhead as possible; the reservation signaling is as much as possible integrated in the DCF

standard.

6.2 Reservation table

Each node has a reservation table where it keeps all its active reserved time slots for transmis-

sions and receptions. This is used to schedule the differentreserved time slots such that the

correct action is taken during them, e.g. the correct packetis transmitted during the time slot

reserved for the flow it belongs to. A reservation entry can beof three different types: Transmit-

ting, receiving and avoiding. During a transmit slot, a nodetransmits a packet. During a receive

slot, a node receives a packet. During an avoid slot, a node abstains from transmissions so a

nearby reservation is not disturbed.

Each reservation entry can have two different status,preliminaryandfixed. When a request

is initiated within a node it makes an entry with preliminarystatus. When the request has been

accepted throughout the whole path and a node can acknowledge that the reservation is ok, it

changes the entry to fixed status.

The preliminary status does not give any strict guarantees of a reserved transmission in-

stance, it is used if a node receives a second request before it has fixed the first one. The node

then considers the preliminary entry with higher priority.Further information kept in the reser-

vation table are: Time slot length, period, receiving and transmitting nodes’ MAC addresses (due

to that a node can overhear several nodes that are participating in the reservation), and source

and destination addresses.

6.3 Reservation set-up

DARE protocol sets up a periodic time slot reservation end-to-end before the transmission of

data begins. In a sense, the RTS/CTS exchange of DCF is extended to cover the whole multi-

hop path. This section describes the set-up of the periodic time slot reservation. Section 6.3.1

describes the set-up messages followed by Section 6.3.2, which describes the set-up function.
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6.3.1 Set-up messages

Before explaining how the set-up works in detail, the set-upmessages are introduced. These

messages are:

Request-To-Reserve (RTR): Generated by source to initiate the reservation set-up.

Clear-To-Reserve (CTR) : Generated by final destination to confirm the reservation request.

Update-Transmit-Reservation (UTR) : Generated by any node upon receiving an RTR with a

conflicting reservation request which the node itself cannot change. This is sent to a node

that must make adjustments to a preliminary reserved time slot.

Figure 6.3 shows the frame structure of the RTR. The UTR and CTR have the same structure

(but in the UTR, the fields have different purposes explainedlater on in this section). The RTR
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Tra
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T1T2

88

D

8

Dest SrcFlag
Frame
Control

Len Per Rec FCS

8 88 48 3216

Tra

32 3248

Duration

8

T1T2

88

D

8

Figure 6.3: DARE RTR message format. Field sizes in bits.

is extended from the RTS and some fields are re-used in DARE. These are the ones needed for

control information and are shown as white fields (describedin Section 2.1.3). The additional

information fields needed for the reservation set-up are shown in grey and contain the following

information (from right):

Src Source node address of the application flow.

Dest Destination node address of the application flow.

Per Period of the reservation.

Len Length of the requested periodic reservation time slot.

T1 Relative time stamp for slots reserved at the nodes transmitting the RTR.

T2 Relative time stamp for slot reserved at node preceding the node transmitting the RTR.

D Delay introduced due to DCF.

Flag Indicator of which type of message it is. Value range: 0 to 6.

50



6.3. RESERVATION SET-UP

The Src andDest address fields have several purposes. First of all, they are required to find

the next hop of the path. Different from the RTS/CTS exchangeof DCF, where the exchange

occurs single-hop wise, the RTR is forwarded all the way to the final destination. Further, these

fields are needed for all nodes participating in the reservation to identify to which flow a certain

reserved time slot belongs. ThePer andLen information fields contain the numerical values of

the time slot and the period for the requested time slot.T1 andT2 contain information about

slots reserved at preceding nodes of the chain. These are needed for two-hop protection issues.

When a node receives an RTR, it uses T1 to identify the time slot reserved for reception at

the node one hop back. Similar, it uses T2 for the time slot reserved for reception two hops

back. This is more described in Section 6.4. TheD field contains the extra delay that the DCF

introduces at the transmission of the RTR, CTR and UTR, see Section 6.3.2. TheFlag field

is used to identify which type of packet is it. It has separatevalues for the RTR (Flag = 2),

CTR (Flag = 3) and UTR (Flag range 4-6), and is also included in the data packets to separate

real-time (Flag = 1) from non-real-time (Flag = 0) traffic.

The CTR has the same information fields as the RTR and is not further explained here.

Compared to the CTS of the DCF, which carries less information than the RTS, here all fields

are needed in both the RTR and the CTR. The source and destination addresses are needed to

identify to which reservation the CTR belongs, and to find thenext hop of the path. All time slot

information fields are also required as a time slot might havechanged from the initial requested

values, see Chapter 10. Also, this information is used by nodes overhearing the CTR (or the

RTR) to abstain transmission during the reserved instances.

The UTR also contains the same information fields as the RTR/CTR, but some have a dif-

ferent purpose. The UTR is used at a node that cannot accept a reservation for a receive slot;

it transmits this message back in the chain to the node that must alter its transmission slot so

no conflicting time slots are reserved.Src andDestare the same. The time information fields

T1 andT2 contains new suggested transmission slots for the receiverof the UTR. TheFlag can

have three different values, depending on which node that must make alterations to its reserva-

tion. This is described in more detail in Section 10.7.

6.3.2 Set-up mechanism

The RTR/CTR end-to-end exchange implies that no hop is reserved before the whole path has

agreed to the reservation requirements. This is different from the DCF, where the RTS/CTS

exchange only “reserves” a transmission instance per hop wise. This is illustrated in Figure 6.4,

which shows the set-up of DCF (left) and DARE (right).

The reservation set-up starts as the source node receives the first real-time data packet of
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Figure 6.4: Basic set-up concept for DCF (left) and DARE withthe periodic time slots shown
on the time axis (right).

a flow at the MAC layer. The source node generates an RTR and fills the fields with the pa-

rameters described in Section 6.3.1. The flag has the value 2 for an RTR. All parameters are

known to the MAC layer such as the final destination address, next hop MAC address and re-

quested period and time slot length. The source node checks for a suitable transmission time

slot, which is not conflicting with other entries in its reservation table and transmits the RTR

accordingly. This RTR is transmitted using the DCF. Therefore, directly before the transmis-

sion, the additional delay introduced by carrier sensing isincluded in the packet so next node

knows the actual transmission instance for the upcoming data packets (theD field of the RTR

packet). If the receiving node can fulfill the reservation request, it makes an entry for a receive

slot in its reservation table with preliminary status (see Section 6.2). If it is non-conflicting with

another reserved time slot, it forwards the RTR. If it is conflicting, the transmission of the RTR

follows the same procedure as at the source node; the node finds another suitable transmission

instance and delays the transmission of the RTR. This is described more in Section 10.7. This

forwarding is comparable to the transmission of the CTS in the RTS/CTS exchange of DCF; the

node forwards the RTR after waiting SIFS. Thus, the RTR is directly forwarded and has higher

priority that any other non-reserved transmission (after channel is sensed idle, a node must wait

DIFS, which is longer than SIFS).

When a node hears the next node of the chain forwarding the RTR, its own RTR transmission

is acknowledged. If a transmission of an RTR is unsuccessful, it is retransmitted according to

the retransmission procedure of the DCF: If an RTR is not acknowledged after a certain time,

the transmission is considered unsuccessful and retransmitted.
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If all nodes of the chain can fulfill the requested reservation, the RTR reaches the final des-

tination and all nodes have a preliminary entry in their reservation tables. The final destination

generates a CTR, which has the Flag value 3. This message is forwarded via the same interme-

diate nodes back to the source. The routes between source anddestination must be symmetric,

i.e. the routing protocol must provide such symmetric routes. To assure this, mechanisms like

symmetric route pinning [88] can be used. However, this is anissue for the routing protocol;

the DARE protocol assumes that this is provided. The arrivalof the CTR at each node changes

the status of the reservation table entry tofixed. Also the CTR is transmitted using DCF. The

RTR/CTR exchange leads to reserved receive and transmit slots as described in Figure 6.5.

Source A B Dest

RT-DATA

t

RT-DATA

RT-DATA

RT-DATA

RT-DATA

τ

Reservation Setup

....

∆ Receive slot 

of Node A

Transmit slot

of Node A

Receive slot 

of Node A

Receive slot 

of Node B

Transmit slot

of Node B

Figure 6.5: The end-to-end RTR message generates preliminary reserved receive and transmit
slots.

If a node cannot fulfill the request, the RTR is not forwarded.This means that preceding

nodes will not receive a CTR and the reservation status will never be fixed. Although the pre-

liminary status does not mean that a time slot is fully reserved, it can affect other reservation

requests. Therefore, the reservation must be released; a time out function is used. When a node

sends the RTR to the next node in the chain, it starts an RTR timer. If no CTR is received before

this times out, the reservation is released. The correct time out value for the RTR is challenging

as any RTR is transmitted with the DCF and it is difficult to predict the number of hops of a
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path. This is a parameter that can be changed according to traffic requirements (network plan-

ning). Another option would be to dynamically adopt the timeout value according to the result

of the transmission. The value can also be determined after the time it takes for the RTR to be

acknowledged. Assume that a node overhears the next node forwarding after timet. If t is large,

this would indicate that the medium is rather congested and alonger time out value is needed.

In this thesis, this value is set to 12 periods, assuming paths is not much longer than 6 hops and

that no node must wait longer than 1 period for its transmission.

The full set-up mechanism with scheduling of several reservations is described and illus-

trated with state diagrams in Section 10.7.

6.4 Basic reservation protection

After a reservation is set up, it must be protected from othernodes in the neighborhood, whose

transmissions could interfere and cause collision-based packet losses. There are two basic meth-

ods how this can be done: Explicitly inform nodes with a separate reservation information mes-

sage or use existing messages that are anyhow transmitted and piggy back the information (im-

plicit information). To explicitly inform nodes e.g. with an exchange of reservation tables or

reservation information is difficult. A node must know when it enters into an area where it

needs to be re-informed and initiate this information exchange. Another drawback is the high

signaling load that the separate medium access with DCF causes for the transmissions of these

messages. An implicit reservation information dissemination requires no additional medium ac-

cess as the messages used are anyhow transmitted. Since all nodes are equipped with basic DCF

functionality, they always listens to the channel and can retrieve information from messages they

can decode. Therefore, the DARE protocol uses piggy backingfor dissemination of reservation

information.

The RTR, CTR and UTR all have reservation information in their headers, used for set-

up of a reservation. This information can easily be used by the surrounding nodes that overhear

these messages and anyhow decode them, to retrieve sufficient information. Unfortunately, these

messages are only transmitted once for each flow; if a node enters the area of the reservation after

it is set-up, it must retrieve information elsewhere. Therefore, other packets used in the reserved

flow must piggy-back reservation information as well. An obvious choice here is the real-time

packets, which can distribute reservation information periodically, thus all real-time data packets

carry reservation information in their headers. Also, an explicit acknowledgment used at the last

hop keeps reservation information ( see Chapter 7). The information in the data packets is shown

in Section 6.5.

As stated in the requirements and constraints in Chapter 5, there is a need in a CSMA/CA-
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based network to spread information to a wider extent than inthe direct neighborhood of two

communicating nodes. In [89] it is shown that spreading the reservation in two hops around a

receiver is sufficient protection. Two hop protection is with DARE divided into two parts: 1.

Within the reserved chain and 2. To nodes surrounding a chain. Consider Figure 6.6. Protection

part 1 is illustrated with node F, which is within the communication range of the reservation

(circle around node C) and avoids reserved slots up to two hops away (all nodes participating in

the flow also avoid up to two hops away). Protection part 2 is illustrated with node G, which has

no information but is two hops away from the reservation and could interfere.

F

B CA D

G

F

B CA DB CA D

G

Figure 6.6: Two cases of protection: Node F avoids time slotsup to two nodes away. Node
G is two hops away from the reservation and could interfere but does not overhear reserved
transmissions.

The second protection is an optional feature of DARE and moredescribed in Chapter 8. Two

hops within a chain is straight forward to implement. All participating nodes are receivers of

set-up messages and data packets, which can easily be used tospread information about time

slots reserved at nodes two-hops away. As described in Section 6.3.1, the set up messages

contain two parametersT1 andT2. T1 is the relative starting point of the receive slot at the

node transmitting the RTR. This means, that any node that overhears or receives the RTR can

distinguish not only its own receive (avoid) slot, but also the one reserved at the node transmitting

the RTR. This value is sufficient information as both the timeslot length and period is given in

Len and Per fields and have not changed. Similar is true for theT2 field, with the difference that

any receiving (overhearing) node can distinguish the receive slot that the node preceding the one

actually transmitting has reserved. Possibly three preliminary reserved time slots entries in the

reservation table can be an result when an intermediate nodereceives and RTR.

55



CHAPTER 6. DARE BASIC FUNCTIONALITY

When forwarding an RTR, any node enters the information fromthe reservation table in the

T1 and T2 fields. This guarantees that all nodes abstain reserved time slots at nodes up to two

hops back in the reserved chain. Also, nodes that are not participating in the reservation but are

in the direct neighborhood avoid all slots. The reservationmust also be protected in the other

direction. This is enabled by letting nodes learn from overhearing the next node in the chain

forward the RTR and/or using the information in the CTR.

6.5 Transmission flow

After the source node has received the CTR, it starts the transmission of real-time data packets

in the next upcoming reserved time slot. The data packets aretransmitted directly in the reserved

slot, with no contention-based medium access. This resultsin that the end-to-end delay of all

packets belonging to one flow is the same; all variations thatcan be critical for real-time traffic is

removed. Consider again Figure 6.4(b), which illustrates the transmission flow of a two hop path.

The reserved transmission instances are shown on the time scale to the left. As can be seen, the

source waits for the next reserved time slot after it has received the CTR. The acknowledgments

shown in the figure (iACK and eACK) are described in Chapter 7.

DARE data packets that are lost are not retransmitted; a lostpacket is typically less severe

for the reception quality of a real-time application than a delayed one is. Also, another rationale

behind this is that collisions are rare because the reservation information spreads to possibly

interfering nodes “quickly enough” (see Section 6.4).

The data packet is shown in Figure 6.7. Many of the information fields are identical to those

Flag
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Figure 6.7: DARE data packet format. Field sizes in bits.

of the RTR, CTR and UTR with one exception: the D field is not in use since no additional

DCF caused delay exist for reserved real-time data packet transmissions. The white fields of the

DARE real-time data packets are identical to those of a DCF transmitted data packet, which are

described in Section 2.1.3. The Flag has the value 1.

6.6 Modification to DCF for non-reserved traffic

Nodes participating in real-time reservations can also receive and transmit non-real-time traffic.

Figure 6.8 describes a non-real-time traffic transmission using the DCF functionality in between
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two reserved packet transmissions. The intermediate node must know how to separate and han-

dle non-real-time traffic. Therefore, the structure of the DCF MAC frames must be slightly

Source Intermediate Destination
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CTR

Real-time data

Real-time data

Real-time data

Real-time data

Another transmission

Data

RTR

RTS

CTR

CTS

ACK
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Figure 6.8: Non-real-time traffic transmission in between DARE reserved packet transmissions.

altered for non-real-time traffic, to achieve a similar appearance and common understanding be-

tween all nodes. All nodes must be able to separate between the different data frames that occur

in the system.

First of all, the DARE non-real-time data frame is extended from its normal DCF appearance

with the Flag field from the real-time data packet. This flag isset to 0 for non-real-time packets.

With this flag, any node can distinguish which type of messagethat it has received/overheard. If

the flag is 0 it knows that the MAC frame is a DCF type and can readit as that. If the flag is set

to 1, the node knows that the MAC frame is DARE real-time type and can read it and separate

all the different fields accordingly. Hereby, the DCF frame can keep its original format (accept

for the Flag field) and signaling overhead is kept low.

Additionally, the acknowledgment of a DCF transmitted datapacket must have this Flag

field as well. This is because the last hop of a reserved path, areal-time packet is acknowl-

edged explicitly, and these acknowledgments contain reservation information as the real-time

data packet. Further, DARE offers an optional feature, where reservation information is spread

even further around the reserved chain, described in Chapter 8. Here the RTS/CTS exchange
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preceding a transmission of a non-real-time packet can be used for dissemination of reservation

information. If this feature is requested, the RTS and CTSs of all non-real-time packet transmis-

sions are modified to keep the same reservation information as the real-time data packet shown

in Section 6.5.

6.7 Signaling overhead

This section compares the signaling load with DARE and DCF. The DARE reservation set

up introduces some additional signaling compared with DCF.A packet transmitted using the

RTS/CTS exchange, has lower signaling load than the RTR/CTRexchange. The overhead per

set-up is:

hops · (size(RTR) − size(RTS)) + hops · (size(CTR) − size(CTR))

The RTR is 232 bits large and the RTS is 160 bits, resulting in adifference in size of 72 bits.

The difference between the CTR and the CTS is larger as the CTSis only 112 bits – 120 bits.

This results in a signaling overhead of 192 bits for each hop of the path. If the UTR is used

for re-scheduling of some time slots, the signaling overhead is much larger; a corresponding

message type is not used at all in the DCF. Each UTR results in minimum 232 extra bits plus

the DCF transmission overhead. When the reservation is set up, each real-time data packet

contains an additional 112 bits of information in the header. For a 1 Mbps channel, this results

in approximately 0.1 ms of extra transmission time per hop.

However, when more than one packet is transmitted in a flow,eachdata packet transmit-

ted with DCF is typically preceded by an RTS/CTS exchange foreach hop, which results in

minimum 160 bits of signaling overhead for every packet compared with DARE. Additionally,

the contention-based access results in a much larger signaling overhead than that of the DARE

protocol. Also, if the RTS/CTS exchange is not used, typically for small packets, the DIFS and

SIFS (and probably some back off) alone are typically largerthan the signaling introduced by

each data packet, at each hop by DARE.

6.8 Basic features – Simulation study

This section describes a simple simulative investigation,where DARE is compared with the

DCF for one chain with some background traffic. The goal is to get an idea of how the basic

functionality compares to DCF and if the approach is at all useful. If DARE cannot even sup-

port one real-time transmission better than DCF, it will notbe a good option in larger dynamic
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network where real-time load is high.

6.8.1 Simulation model

The simulator used is NS-2, shortly described in Appendix A or in the manual [90], which also

defines all other physical parameters not mentioned here.

One three-hop real-time transmission path to an AP, reserved by DARE, exists. TheSt

matches a transmission of a 512 bytes packet using the basic data rate with 1 Mbps. This results

in approximately 4.8 ms transmission time on the channel. The packet transmission is periodic

with period 100 ms. No other traffic is going through the stations involved in this transmis-

sion. The reservation neither breaks nor is it released. Further, some non-real-time nodes exist

transmitting packets also with 512 bytes size, with an exponentially distributed inter-arrival time

directly to the AP. Parameters for the distribution (i.e. rate parameter) is chosen according to

NS-2 default values and can be found in the manual. In model 1,one up to eight non-real-time

stationary stations, and in model 2, one non-real-time station that moves in from a long distance

at a speed of 2.5 m/s to the area with the reserved real-time transmission (Figure 6.9). For model
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Figure 6.9: One three hop path from source A to the AP. In a) Model 1 with up to eight non-real-
time stations (NRT) and in b) Model 2 with one non-real-time station, that moves in on reserved
transmission with a speed of 2.5 m/s.

1, each non-real-time station has a load of 100 kbps. For model 2, the load of the non-real-time

stations is varied, 100 kbps–800 kbps.

Each parameter combination is simulated 5 times, each time for 1000 seconds simulated

time. The comparison case is DCF with RTS/CTS exchange. AODVis used as a routing proto-

col.

6.8.2 Simulation results

The DARE and DCF are compared with throughput, end-to-end packet delay and packet loss

rates, described in Section 3.6. Also, the performance results of non-reserved traffic is shown.
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The throughput results in Figure 6.10 and Figure 6.11 show that DARE offers the same real-

time throughput, irrespective of the non-real-time trafficload. DCF achieves for real-time traffic

under high loads in model 1 only one tenth of the DARE throughput. For the highest non-real-

time load case, the system in model 1 is saturated. For model 2, the value is better. The high

load case of model 2 is not saturated as only one node performsmedium access according to the

DCF.
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Figure 6.10: Throughput per node for real-time and non-real-time traffic, model 1.

For non-real-time traffic, DARE provides, at a larger numberof nodes, a reduced throughput

compared to standard DCF. There is a trade-off for the non-real-time traffic with reservation

mechanisms for real-time traffic.

But more important for real-time traffic are the delay results. Figure 6.12 shows histograms

of packet delays for both DCF and DARE from model 1 (for 5 non-real-time stations). The

distribution of these packet delays is considerably narrower – constant 0.0145 seconds (three

hops, each approximately 0.0048 seconds transmission time) for DARE than DCF, hence less

jitter, which better supports real-time transmissions.

The average real-time delay for real-time packets is shown in Figure 6.13 and Figure 6.14.

The average real-time packet delay is constant for DARE in both models, 0.0145 seconds. The

average real-time delay for DCF is larger. In model 1, for 8 non-real-time stations, the average

real-time delay is 1000 times larger than with DARE, 1.65 seconds. For model 2 and 800 kbps

non-real-time load, the average real-time delay for DCF is 10 times larger. The difference be-

tween these two models is the number of access procedures, which in model 1 introduces a larger

packet delay. This is also described earlier for the throughput results.
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Figure 6.11: Throughput per node for real-time and non-real-time traffic, model 2.
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Figure 6.12: Real-time packet time delay distribution for model 1, 5 non-real-time stations in a)
DARE and b) DCF(note the different scale of the x and y axis).
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Figure 6.13: Average real-time packet time delay vs. non-real-time station load in model 1.
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Figure 6.14: Average real-time packet time delay vs. numberof non-real-time stations in model
2.
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The delay results have to be considered together with the packet loss rates, as one main

claim was that oblivious nodes can be informed efficiently about existing reservations. The

packet loss rates for model 1 in Figure 6.15 show that the real-time packet loss rate using the

DARE is indeed 0% for all numbers of non-real-time stations.It is higher for DCF, which has

more collisions and MAC time-outs that generate packet losses. For the 8 non-real-time station

scenario, the real-time packet loss rate for the DCF is approximately 11%.
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Figure 6.15: MAC packet loss rate vs. number of non-real-time nodes in model 1.

For model 2, the packet loss rate can be seen in Figure 6.16. The packet loss rate for DARE

is 0% for both non-real-time and real-time transmissions. For the DCF, this rate is for real-time

traffic up to 2%. This figure shows the loss rates after the non-real-time station has overheard

a real-time packet and set its timer for avoiding the reservation. Before this happens, some

real-time packet losses occur, which is up to 1.5% for the maximum non-real-time load.

6.9 Summary

This chapter has described the basic functionality of the DARE protocol, which enables a peri-

odic time slot reservation to be set up over a multi-hop path.Using end-to-end set-up messages

RTR/CTR, the source requests a reservation using the RTR at all nodes up to the destination.

The reservation is confirmed with the CTR, traveling the sameway back to the source. Further,

surrounding nodes that are not participating in the reservation learn about it by overhearing the

DATA or ACK packets. The signaling overhead is low, in fact the DCF using the RTS/CTS
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Figure 6.16: MAC packet loss rate vs. non-real-time load formodel 2.

handshake has higher signaling load than the DARE protocol for each real-time data packet.

A simulation-based study of one real-time flow shows that theDARE protocol serves its pur-

pose: The end-to-end delay is low and stable and the real-time throughput is higher than that of

DCF. This study has shown that the basic functions of the DAREprotocol is a good foundation

for a reservation-based QoS-enabling approach. In the following chapters, the more advanced

functions of the DARE protocol are described.
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Chapter 7

Reservation maintenance

When a session between source and destination is finished, the reserved time slots are no longer

in use. Clearly, such unused allocated bandwidth should be released for other active sessions

and transmissions. Hence, any reservation must be acknowledged by all involved nodes as

active/inactive. If the network experiences topology changes, e.g. due to nodes switching on

and off or move, the transmission path between source and destination may break. Such breaks

must be repaired. If a node can no longer reach its subsequentnode in the path, its data link

layer will indicate the link break to the network layer. While the transmission route itself is

then repaired by the routing protocol, i.e., an alternativeroute is found, also a distributed repair

procedure for the reservations is needed. For this, nodes need to detect a break of the path,

repair the reservation in a distributed manner and release outdated reservations. The reservation

acknowledgment is discussed and described in Section 7.1. This feature is then used to detect a

broken path and initiate a reservation repair, described inSection 7.2, and to release old/unused

reservations, described in Section 7.3

7.1 Reservation acknowledgment

The basic requirement to initiate a path repair is that a nodemust somehow notice that the link

to the subsequent node in the path is broken. When a session isover, all nodes involved in a

reservation for this flow must acknowledge that the session is over. Therefore, the reservation

must be acknowledged. One method is to let nodes transmit periodic alive messages letting all

nodes in the direct neighborhood know that the reservation is still active [63]. However, since

real-time packets are transmitted periodically, it is simpler to use these periodic transmissions

for alive purpose. Also, this results in less signaling as nonew message needs to be transmitted.

So, if the periodic packet transmission/reception is acknowledged at each hop the nodes know
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that the reservation is active – also the nodes in the direct neighborhood that are avoiding the

reservation can by periodically overhearing a packet transmission acknowledge the reservation

as active.

For the packet transmission acknowledgment there are several options. One option is to use

explicit acknowledgments(eACKs) that notify a node whether its message did or did not reach

the next hop. Each time a node receives real-time traffic in the corresponding time slot, it returns

an eACK to the preceding node. This is used in the DCF, and is also the most common approach

to acknowledge a transmission. The eACK could be included inthe allocated time slot or follow

the standard DCF procedure. As each hop is acknowledged, thesignaling overhead increases

(even if cumulative eACKs are used).

Another option is to usenegative acknowledgments(nACKs), which are sent by nodes that

do not receive any data in the allocated time slots [91]. The advantage of this approach is its

lower signaling overhead. The major drawback is that the information must reach the node

preceding the “hole”, which calls for higher transmission power, if possible at all.

A more elegant solution is provided byimplicit acknowledgments(iACKs) [92]. If a node A

has sent real-time traffic to a node B, node A can overhear nodeB’s transmission to its successor

node C in the next time slot, thus can be ascertain that its transmission has been received by node

B. There is no signaling overhead for this approach. However, this solution may be unsuccessful

if power control is used, e.g., if node B uses such a small power that node A cannot overhear the

transmission. Furthermore, as the final destination node does not forward any message, the last

hop of the path cannot be implicitly acknowledged.

In conclusion, as long as there is no power control, the best option seems to be a combi-

nation of iACKs and eACK: For each intermediate hop, up to thelast hop, the transmission is

acknowledged by overhearing the subsequent node forwarding the packet; the channel is as-

sumed bidirectional, hence has the same characteristics inboth directions between two nodes

(see Chapter 3). In the last hop, an eACK is used. This eACK on the last hop also takes the

function of informing potential interferers located adjacent to the destination node; information

regarding the time slot duration and periodicity is included. This is shown in Figure 7.1 where a

real-time packet (RT-DATA) is acknowledged by overhearingat each hop, except the last where

an explicit acknowledgment is used.

7.2 Repair of broken reservation path

When an intermediate node of a reserved transmissions path leaves the network a hole in the

path results. The node preceding this hole will by not receiving acknowledgment for its packet

transmission notice that the path is broken. First, the route itself must be repaired. Depending
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Figure 7.1: The transmission of real-time data packets (RT-DATA) is acknowledged implicitly
and explicitly.

on the routing protocol this can be done either locally or source-initiated. When a new route

is established, the reservation can be repaired or a new set-up along the new path. To get an

idea of whether or not it makes sense to repair a reservation,or if the route repair results in

too many lost/delayed packets, first both local and source-initiated route repair is investigated

and described in Section 7.2.1. Depending on these results,the options for reservation repair is

described in Section 7.2.2.

7.2.1 Route repair

Upon classifying the path as broken, a node can initiate a route repair mechanism. Typically, a

responsible routing protocol can either repair the path, orimitate a totally new path from source

to destination as long as there are other nodes in the neighborhood or network such that possible

new paths exist. The procedure starts with that routing messages are exchanged in the network,

which leads to finding a new route. Some available routing protocols for distributed wireless ad

hoc networks are described in Appendix B. If the route repairis time consuming, a reservation

repair might not be suitable; a totally new reservation set-up might be more efficient. Here, a

simulation-based investigation of both local and source initiated route repair gives an idea of

how the route update procedure impacts the packet transmissions of a flow. Using NS-2 [90],
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the deterministic scenario shown in Figure 7.2 is simulated. Initially, there is a real-time path

D S BA 

Intial route

Source-initiated 

repair route

Local repair

route

0 100 m

Figure 7.2: Simulation scenario with a local or source-initiated repair.

from node S via node A and node B to node D. Every∆ = 0.1 s, node S sends a packet of size

s=512 bytes. An on-demand routing protocol, such as AODV [93], is assumed employed in the

ad hoc network. Thus, both local and source-initiated repair is possible.

First, a local route repair is forced; after 2.1 seconds nodeB leaves the network. The node in

the direct neighborhood of node B takes over. Then, a source initiated route repair is simulated;

after 2.1 seconds node A leaves the network and a totally new path from source node S to

destination node D is found. Figure 7.3 shows the sequence ofthe packets received by D. Upon
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Figure 7.3: Sequence of received packets using either local(left) or source-initiated (right) re-
pair.

outage of node B, the route is repaired locally. Here, a single packet is lost, a single packet
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is delayed, and the path is reestablished aftertr = 0.2 s (packets are buffered during the route

update). Upon outage of node A, the route is repaired from thesource. Here, it takes a little

longer to repair the path, resulting in a slight delay of an additional packet. These results assume

that the AODV routing messages are given precedence over theactual data packets and are sent

in the reserved time slots. This priority explains the delayof real-time packets (which are sent

as soon as possible after the routing packets); the lost packet is due to a timeout, not due to a

collision. With only one packet lost, one (two for source-initiated route repair) packet delayed

and an average time of 0.2 seconds, a repair of the reservation makes sense. Obviously, when

the period of the real-time transmission is smaller, more packets are delayed (or dropped) during

the repair time. However, an average of 0.2 seconds silent time is more acceptable than when a

user must re-imitate a communication.

7.2.2 Reservation repair

If the routing protocol has performed alocal repair, the best option for the DARE protocol is

that reservations are repaired locally as well; some nodes that were part of the old route are

still part of the new route, and neither the periodicity nor the time slot length have changed.

Each node that is located in the communication range of the node initializing the repair is a

potential candidate to be employed as a new relay node in the new reservation path. Each of

these nodes has overheard the real-time transmission and isthus already avoiding the reserved

time slots. Thus, it is very likely that these nodes can allocate resources in the hitherto avoided

time slots. If so, there is no need for a new reservation setup. Any node with time slots reserved

for overhearing/avoiding the reserved transmission (which has no other reservations with which

these time slots would cause a conflict) can simply “take over” from the leaving node. If there

would be a conflict with other reservations, the time slots must be shifted. The shifting algorithm

is more described in Section 10.7.

If the routing protocol has performed asource-initiated repair, a completely different route

could have been established. In this case, the only option for the DARE protocol is to release

the old reservations and set up a completely new reservationfrom the source. On the one hand,

such a source-initiated repair always yields an optimized path, compared with local repair. On

the other hand, it might cause problems if nodes along the newroute might not be able to fulfill

the requested reservation. The reservation along the old path is released according to the method

described in Section 7.3.

During the repair process, higher priority to the messages of the routing protocol are given,

by transmitting them in the reserved time slots. This shouldaccelerate the route repair process.
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7.3 Release of unused reservation

There are two possible main methods to release any reservation: 1. Use explicit release messages

and 2. Use a time out function. On the one hand, an explicit release message is more time

efficient as the involved nodes that should release the reservations are directly told to do so. On

the other hand, it is not guaranteed that all nodes can be reached. Consider a scenario where

a node not directly involved in a reservation, but avoiding time slots in order not to interfere,

moves away from the direct neighborhood of the reservation.This is illustrated in Figure 7.4

where nodex has reserved time slots for avoiding the reservation from overhearing transmission

from node C. Nodex then moves away from the communication range of node C and canno

S B C

x

D

x

S B C

x

D

x

Figure 7.4: Node E moves out of reach from reserved path S-B-C-D.

longer be reached by any of the nodes participating in the reservation, hence cannot receive a

potential release message. Nodex must release its reservation by a time out function. Therefore,

this is the method used in DARE. When a reservation has not been used for a certain time length

it is considered inactive and released and the time slot can be used for other transmissions. The

time out function in DARE is based on the transmission, reception or overhearing of a reserved

transmission. When a node is missing reception during a reserved receive slot forn consecutive

slots, the reservation is considered old and inactive. Thisgenerates a release of all existing

reserved slots (transmission, reception or avoiding) in the reservation table for this flow. Similar

is true for lack of successful transmission inn consecutive reserved transmission slots and for

surrounding nodes, when they do not overhear during their reserved overhearing slots forn

consecutive slots. In some applications where silent periods occur reservations might be falsely

released. Therefore, the source node has an option to transmit dummy packets. However, this is

not studied further in this thesis.
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7.4 Reservation maintenance – Simulation study

This section describes a simulation-based investigation in a dynamic network where reserved

paths break and are re-established. The idea is to investigate the repair mechanism in detail,

and how fast changing networks affect the performance. DAREis compared to DCF with one

real-time chain in a network with many nodes; the goal is to analyze if the repair mechanism is

efficient enough.

7.4.1 Simulation model

In this simulation model,n = 100 nodes are placed randomly with the positions sampled from

a uniform distribution on a square area with sides=700 m. The simulation is performed using

NS-2, which has a 802.11 DCF module implemented. All nodes use the maximum transmission

power of 100 mW when transmitting. The resulting communication range is aboutr0 = 230 m

(see Appendix A), this setup guarantees that the resulting network is connected with high prob-

ability [94], i.e., each node can communicate with each other node either via a direct link or via

multihop routing.

Two nodes are randomly chosen to act as the source and destination for the real-time traffic.

All remaining 98 nodes generate background traffic, destined to the same destination as with

real-time traffic. All routes are found using AODV as routingprotocol. Both traffic types have a

packet size of 512 bytes, in real-time flows transmitted every 100 ms and in background traffic

with exponentially distributed inter-arrival times (exponential distribution parameters used are

NS-2 default ones, see manual [90] for more information). The total load of the background

traffic is at most500 kbit/s. This rather low total load is chosen because it is well-known that

DCF has poor performance for high loads [9]. Further, my investigation in Section 6.8 also

results in the same conclusion.

To study the impact of topology dynamics, each non-real-time node switches off after some

random time, which is sampled from a negative exponential distribution with a given expected

valueE{Ton}. It switches on again after another random time, sampled from the same distribu-

tion with the expected valueE{Toff}, and so on. For simplicity,E{Ton} = E{Toff} = µ. The

total simulation time of one scenario is3600 s,50 random scenarios are investigated from which

the performance values are averaged. The same experiments are repeated using conventional

DCF.

71



CHAPTER 7. RESERVATION MAINTENANCE

7.4.2 Simulation results

The simulation results are shown with real-time delay, throughput and packet losses (defined in

Section 3.6). Figure 7.5 shows the average delay. The use of DARE reduces the average delay

compared to DCF. For both protocols, the average delay increases, asµ decreases. Smallµ

causes frequent topology changes which induce more route update procedures (and here more

packet buffering).
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Figure 7.5: Average end-to-end delay of real-time packets.

A deeper insight into the delay behavior can be obtained by studying the percentage at which

certain end-to-end delay values occur, see histograms in Figure 7.6. DARE produces a discrete,

sharply separated set of equidistant delay values. The different values correspond to different

path lengths between the source and destination node. If thesource and destination nodes can

communicate within one hop, the communication takes4.8 ms; if they are two hops apart, it

takes9.6 ms, and so on. It seems that longer on/off periods cause higher delays to occur with

higher probability.

Figure 7.7 shows the corresponding CDF of the delay, defined as the percentage of received

packets with a delay lower than a certain value. For example,more than80% of the packets

experience a delay lower than0.025 s (for allµ).

The delay histograms using DCF are shown in Figure 7.8. The histogram is not discrete,

but the delay values are distributed around equidistant peaks. Again, the time value at which

a peak occurs corresponds to the number of hops between source and destination. A one-hop

communication takes about5.5 ms. The delay variation increases with the number of hops. For

example, the peak for a four hop communication (at about0.02 s) is much wider than the peak

for a two hop communication (at about0.01 s). The corresponding CDF of the delay is depicted
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(d) µ = 1200 s

Figure 7.6: Histogram of end-to-end delay for real-time packets using DARE.
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Figure 7.7: CDF of end-to-end delay of real-time packets using DARE.
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in Figure 7.9, in comparison to that of DARE.
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Figure 7.8: Histogram of end-to-end delay of real-time packets using DCF.
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Figure 7.9: CDF of end-to-end delay of real-time packets.

In summary, the use of DARE for real-time traffic leads to better delay characteristics than

the use of DCF: the end-to-end delay is on average lower and more stable.

The packet loss rate and throughput of DARE and DCF are shown in Figure 7.10. The

average packet loss rate (left) using the DARE protocol is higher than that using DCF. The

difference is about30% at smallµ and about25% at largerµ. The reason for this difference

is as follows: Using DARE, the nodes of the reservation path perform no channel sensing but

transmit immediately during the time slots. Some of the non-real-time nodes are located at such a

distance to the reservation path that they are too far away tosuccessfully receive the reservation

information, but still close enough to interfere the real-time transmission. This is due to the
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fact that the transmission range between two nodes is in general lower than the interference

range between them. The NRT nodes cause losses of real-time packets whenever they transmit

only during a reserved time slot. These types of losses do notoccur using DCF for real-time

transmission, since here each node senses the channel before trying to transmit and backs off

in case the channel is busy. In addition, if a collision wouldoccur with DCF (if nodes start a

transmission exactly at the same time), the packet is retransmitted, which improves the packet

loss rate but increases the end-to-end delay as discussed above. One possibility to reduce the

packet loss rate for DARE is to spread the reservation information to an increased distance

around each sender (see Chapter 8).
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Figure 7.10: Average packet loss rate (left) and throughput(right).

In both protocols, the impact ofµ on the packet loss rate is as follows: Asµ increases,

i.e., nodes switch on and off less frequently, less real-time packets get lost. One reason for this

is that highµ causes less topology changes. Another reason is that the nodes perform a route

search procedure every time they switch on. As the routing messages have priority over the

reserved real-time transmission, the NRT nodes transmit during the allocated time slots, causing

interference-based packet losses.

Figure 7.10 (right side) shows the throughput of both protocols. DARE has a slightly lower

throughput than DCF, approximately5% lower for short on/off periods, and2.5% lower for

long on/off periods.

7.5 Summary

To acknowledge that the reservation is still active, each packet transmission is acknowledged

via iACKs at every relay node and an eACK from the final destination node. A node declares

the path broken aftern successive unsuccessful transmissions, receptions or overhearing. The
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routing protocol handles the route repair. For a source-initiated route repair, DARE performs

source-initiated reservation repair on the MAC layer. For alocal route repair, it performs a local

reservation repair. During the repair procedure, the messages of the routing protocol has highest

priority and the real-time packets can be deleted or buffered. Reservations that are no longer

needed are released, using a time out function. Aftern unused time slots (initial simulations

have shown thatn = 4 is a reasonable value), the reservation is released. All different time slot

types can be used for this purpose; lack of successful transmission, lack of overhearing and lack

of receiving generates a release of all different slots belonging to the actual reservation. Further,

this can be used for any node to force a reservation to be broken so that a route update procedure

is initiated (used for failure handling).

A simulation-based study shows that the repair mechanism ofDARE is effective and well

working in highly dynamic networks; even in networks where nodes switch on and off and

reservations must be repaired due to broken paths, the DARE protocol has a lower averaged and

more stable end-to-end delay. However, DCF has slightly higher throughput due to DARE’s

higher packet error rate. The reason for this is some lack of two hop protection around the

reserved chain. This is an optional feature in the DARE protocol and described further in the

next chapter.
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Chapter 8

Two hop neighborhood protection

For any time slot based reservation to function successfully, surrounding nodes must abstain

transmission during the reserved time slots. As described in Section 6.4, DARE uses a piggy

back technique where information of reserved time slots areincluded in the set-up messages,

data packets and acknowledgments. All nodes include not only the time slots where they ac-

tually receive or transmit, but also time slots reserved at nodes preceding in the chain, due to

a larger interference range than communication range [87].In the basic protection scheme all

nodes participating in a reservation, and the nodes in the direct neighborhood of a reserved path,

avoid time slots reserved up to two hops away. What is missingare nodes that cannot over-

hear reservation information, but can still interfere. Figure 8.1 illustrates a situation where a

reserved transmission is ongoing between node A and node C. The area where it is possible to

read reservation information from data packets and acknowledgments is grey. Node D is within

this area and has overheard transmissions from node C; node Dknows and abstains the reserved

time slots. Node E is outside of this area, hence has no knowledge about the reservation. The

interference range resulting from node E’s transmission islarger than the receiving range from

the reserved chain. As a result, node E could interfere with reserved reception at node C.

This chapter discusses extended protection around the multi-hop real-time transmission

chain. The obvious advantage of such wider reservation protection is lower packet losses at

a reserved transmission. However, increasing the range also results in less concurrent transmis-

sions, hence the range of protection must not be too large; anover-protected network results in

too low utilization of the available bandwidth. In [89], an analysis is made where it is shown that

spreading the informationtwo hops around any receivergives the optimal result. In Section 8.1,

an analysis of the gain resulted from such two-hop protection for a given packet error rate is

analyzed. Section 8.2 presents a method for such spread in the DARE protocol and Section 8.3

describes a simulation of this optional feature.
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Figure 8.1: Reserved transmission from node A to node C. NodeD has knowledge about the
reservation whereas node E has not.

8.1 Analysis

This section presents an analysis of the gain from extendingthe dissemination of reservation

information to two hops around a receiver [63].

8.1.1 Assumptions

For this analysis, some assumptions regarding channel, transmission rate and power levels are

required. Some are defined in Chapter 3 and here repeated and some additional assumptions are

in this section defined. The basic 1 MBps modulation modus of 802.11 with differential binary

phase shift keying (DBPSK) is assumed. The receiver sensitivity is set to−87 dBm, which is

common for currently deployed transceivers [95]. All nodestransmit with maximum power of

100 mW. Theradio rangen is defined as the maximal interference range of a node; its value is

implicitly given by the range where the received power equals, or is greater than, the background

noise, chosen as−111 dBm [87]. Further, a Line-of-Sight pathloss model is assumed. The

communication ranger is defined as the distance in which a node can successfully receive a

packet in case of no interference. All nodes have uniform communication range and use the

frequency of2.4 GHz. The path loss coefficient is 3 and maximum acceptable PacketError

Rate (PER) is set to5 %, commonly used as limit for a successful real-time transmission [96].

The packet size is varied: 64, 512 and 2300 bytes are investigated.

8.1.2 Scenario

The scenario which is used for the analysis is shown in Figure8.2. Assume that nodeB has

successfully scheduled a data transmission to nodeA, distanced between them. Message sent
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Figure 8.2: Basic scenario for protection analysis, distance on axis given in meters (m).

by nodeA can be correctly received within the solid line and messagessent by nodeB within

the dotted line. Therefore, all nodes within these regions are aware of the reservation and can

successfully avoid it; they cause no interference. The distanced can be any value in the range

(0, r). One possibly interfering node C exists at a distances from node A, which is within the

range(r, n). Outsiden, which is the noise level, no interference will be generatedat nodeA

from nodeC.

Using this rather simple scenario, I will show thateven with only one interfererthe receiver

suffers from unacceptable packet losses when nodeC is located outside of the communication

range and starts a transmission during the time slot. The interference from nodeC at some

distancess outside of the communication range leads directly to a packet loss.

8.1.3 Calculations

The goal is to calculate the possible gain two hop protectionintroduces. The steps towards this

analysis is: 1. Calculate communication ranger, 2. Calculate PER at nodeA for all d ands and

3. Show the gain that protection within 2r from a receiver gives. For all individual calculations

in this section, formulas from link budget calculations areused [32].

The communication ranger for our model is calculated using:

Pr(d) = Pt

λ2

(4π)2 · dα

wherePr andPt are the receive and transmit power respectively,λ is the wavelength andα is

the path loss coefficient. The values given in Section 8.1.1 results inr = 45 m.

Then the PER at nodeA with varied interfering distances = 45, 75, 90, 120 and145 m to

nodeC is calculated. These values are chosen to be larger than the communication radius, thus

nodes at these distances are not aware of the reservation. For this, the following equation is used:

PER = 1 − (1 − BER)size

79



CHAPTER 8. TWO HOP NEIGHBORHOOD PROTECTION

whereBER = 1
2e

−
Eb

N0 is the Bit Error Rate for DBPSK modulation.Eb

N0
is calculated from:

SINR =
Eb

N0
· R

BW
=

PRBA

PRCA + N0

wherePRBA is the received power atA by nodeB, PRCA is the received power atA by the

interferer nodeC, BW is the bandwidth andR is the transmission rate. This PER was calculated

for all possibled = (0, r), increased with 1 m for each calculation. The resulting PER curves

are shown in Figure 8.3. The results fors > 90 m are omitted because the PER was0 % in these

cases.

0 10 20 30 40
0

20

40

60

80

100

d [m]

P
E

R
 [%

]

512 

2300 

64 

s= 45 m s= 75 m 

s= 90 m 

Figure 8.3: PER versus distanced for s = 45 - 90 meters and packet sizes of 64, 512 and 2300
bytes.

A more closer look of the 5% border is shown in Figure 8.4. These curves show that for all

packet sizes, the criticals where the PER is larger than 5 % is within 2r for almost all distances

d between the two communicating nodes. Using these results, for eachd = (0, r) the s that

corresponds to a 5% PER is extracted. This is the minimum allowed distance that the interferer

C can have from nodeA. Figure 8.5 shows the dependency of the minimal allowed interfering

distances versus the distance of the communicating peersd. The two straight dotted lines mark

the distances wheres = r and2r respectively.a andb are described in the next section. For

all ds where nodeC is closer to nodeB (distances is too small), the PER is larger than 5%,

hence unacceptable. This result shows that the minimum required s falls betweenr and2r for

the majority of the cases, which suggests that it is sufficient to protect the receiver in a two-hops

range. There is only a tiny interval42 m < d < r which requires three-hop protection.
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Figure 8.4: 5 % zoom of PER with and packet sizes of 64, 512 and 2300 bytes.
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Figure 8.5: Acceptables for a PER of 5 % and packet sizes of 64, 512 and 2300 bytes.
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8.1.4 Probability of interference within two hop range

In this section, the probability ofCs location is investigated. The goal is to look at the possible

gain with an introduced two hop protection around the receiver A. For this, two distances are

introduced: 1)a is the part of the unacceptables outside2r. 2) b is the part ofs that is betweenr

and2r. The partsa andb of the unacceptables distances for all packet sizes result in problematic

annulus areas, each spanned by eithera (2r > s > n) or b (r < s < 2r). For these annulus the

interfering node does not retrieve information about the transmission that will take place.

Assume that the nodes are randomly distributed uniformly. The probability that a node is

within a certain region is simply the area of that region divided by the total area. Figure 8.6 shows

the probabilities that the interfererC is within each annulus. It implies that the probabilities of

a packet error is larger than 5 % for any node in this region, i.e., the node is located outside the

communication range of nodeA, while still in the two-hop radius or even outside of the two-

hop radius. Three lines for the probability are shown: Firstthe PER is larger than 5 % and the

interferer is outside the communication ranger, shown in the figure asProb[PER > 5%|s > r]

(total probability). Second the PER is larger than 5 % and theinterferer is outsider but within

2r ( Prob[PER > 5%|r > s > 2r] ). Third the PER is larger than 5 % and the interferer is

outside2r (Prob[PER > 5%|s > 2r]). The acceptables is within 2r as long as the distance
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Figure 8.6: Probabilities that an interfering node is located within one of the annulus’ and caus-
ing a PER larger than 5 %.

between the receiver and the transmitter is not larger than 42 meters. These results remain valid,

independently from the packet size. Furthermore, the probability that a node at this position

has ans which is within a two-hop communication radius is much larger than the probability

that the node is located outside2r. Hence, by introducing a two-hop protection the number of

possible interferer (which could cause a PER larger than 5 %)can be significantly reduced, see
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8.2. PROTOCOL IMPLEMENTATION

Figure 8.6. Fords larger than 42 meters, the probability that one interfereris located such that

PER < 5% is reduced with up to 80%.

8.2 Protocol implementation

There are two major options for implementing two-hop protection in the DARE protocol: im-

plicitly inform using a piggy back technique as with the basic protection or explicitly spread

information using new reservation information messages. As with the basic protection, signal-

ing load should be kept as small as possible, hence a piggy-backing is a good technique. Since

the nodes that should be informed do not overhear any transmission from the reserved real-time

chain itself, nodes that are aware must forward this information. Assume a node not aware of

the reservation starts a transmission of non-real-time data to a node that is aware of a reserved

transmission in its direct neighborhood. Here, one simple method would be to use the RTS/CTS

messages that these nodes exchange before transmission of the data packet. The receiver of the

RTS with reservation information include this in the CTS sent back to a node that is non aware

of the reservation. If the data packet is small, so no RTS/CTSexchange occurs, the information

can be included in the acknowledgment. This is not further considered here.

The information that is carried by the CTSs includes the timeslots reserved up to one hop

away, which results in two hop protection at the receiver of the CTS. Consider the scenario

shown in Figure 8.1. Node D includes information about time slots that are reserved at node C.

Clearly, node E must not avoid all the time slots that D needs to avoid.

More problematic is a scenario where node E starts a transmission to another node that has

no reservation information. This is at present not a featureof the DARE protocol, but an idea

for how this could be realized is described in Appendix E.

8.2.1 Adding information onto CTS packets

Including the information in the CTS packet introduces overhead compared to the standard DCF

CTS packet format [7]. If information about one reservationshould be included the overhead

consists of six new fields: Flag, Period (how often reservation repeats), Length (how long time

each instance), Next instance (when the next reserved time-slot is relative to the station trans-

mitting the CTS) and Source and Destination address for identification. The sizes of these extra

fields are similar to those explained in Section 6.3.1. This results in that a DARE CTS is 96

bits larger than a CTS. Since these messages are rarely transmitted, this overhead is acceptable

and it does pay off for the increased performance of real-time flows, which is investigated in

Section 8.3.
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8.3 Enhanced protection – Simulation study

For the evaluation of the extended protection, the same model as in Section 7.4.1 is used. Here,

a short summary of this simulation model is given: 100 nodes are uniformly located in a square

area with a side of 700 meters. One real-time path between a source and an AP exists, other

nodes transmit background traffic to the same AP. 512 bytes packets are considered for both

traffic types, in real-time flows transmitted every 100 ms andin background traffic generated

with exponentially distributed inter-arrival times. The transmission rate is 1 Mbps and 50 NS-2

simulations each with 3600 s simulation time is run. Background nodes switch on/off to simulate

a dynamic network with exponentially distributed expectedon/off times: 60, 300, 600, 900 and

1200 seconds.

The results are presented with throughput and packet loss rate. The delay results are not

affected by the increased protection and are the same as in the investigation performed in Sec-

tion 7.4.1. These are here not again presented. Throughput and packet loss rates are shown

in Figure 8.7 and Figure 8.8 where results for DARE with CTS information (DARE CTS),

DARE without CTS information (DARE) and DCF are shown. The packet loss rates with

CTS information is a lot lower than the DARE without it. For fast dynamic network, i. e.

E{on} = E{off} = 60 s, the packet loss rate is decreased with approximately 45 %,from 6 %

to approximately 3.5 %. For all values, DARE with the CTS information is lower than the DCF.

This is an important feature as some applications have upperlimits to the PER for good quality
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Figure 8.7: Average packet loss rate versus Eon/Eoff.

receptions. The analysis described in previous chapters require a PER smaller than 5%. With

the information in CTS feature, this can be achieved. Average throughput in Figure 8.8 follows

the packet loss rates and is increased when including information in the CTS, about the same as
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Figure 8.8: Average real-time throughput versus Eon/Eoff.

the throughput for DCF.

8.4 Summary

Protecting a reservation further than in the direct neighborhood can decrease packet loss rates,

thus increase the throughput. In the DARE protocol, one simple method to implement such ad-

ditional protection is to use the RTS/CTS exchange preceding a non-real-time data transmission

and piggy back reservation information on the CTSs. This hasproven to function well; in a large

random simulative investigation, the packet loss rate can be reduced with up to approximately

45 %. For some QoS-demanding applications the packet loss rate is, aside from the end-to-end

delay and jitter, an important metric. For these applications, including information in CTSs for

surrounding transmissions is a successful method of protecting the real-time transmissions and

improving the end-user’s quality of reception. However, the approach is complex and requires

extra signaling and can drain the network capacity if not used with care. The DARE protocol

functions well without is as well, but for some application types with requirements on the packet

loss rates it can be very useful. Therefore, this is an optional feature of the DARE protocol.
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Chapter 9

Evaluation – one real-time flow

comparison with EDCA

The last chapters have described the design of the differentDARE components, also with sim-

ulative investigations for each component comparing DARE with the DCF. These results have

been useful to identify the efficiency of the DARE protocol and its ability to better support

QoS than the DCF forone real-time flow. However, since the motivation and hypothesis of the

DARE protocol is that a reservation-based approach is better than the other main category of

QoS enhancing mechanisms in DCF, thepriority mechanisms, a comparison of them is of large

interest before moving into design issues for scheduling ofmultiple flows. The priority mecha-

nism EDCA is a good reference to use for comparison since it isstandardized by IEEE 802.11

working group E. The crucial issue of a comparison with EDCA is simply: If EDCA performs

better than DARE for one real-time flow, the DARE protocol is not the better approach, hence

no purpose of a further design of the protocol with multiple flows.

This chapter describes a simulative comparison of a networkwith one real-time flow, trans-

mitted with DARE and the EDCA. Section 9.1 summarizes the simulation set up, Section 9.2

describes the simulation results and Section 9.3 summarizes this section.

9.1 Simulation model

The simulation model used is the same as the investigation inthe previous two chapters, see

Section 7.4.1. Worth repeating is the network dynamics: Each node apart from source and

destination switch on and off with exponentially distributed expected mean values,E{on} =

E{off} = µ. Further, the two-hop protection option described in the last chapter is not used.

There is one difference in background load: Three differentload values for the background
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traffic is used:λ = 5 kbps, 10 kbps, and 100 kbps. These values are enough to showthe impact

background traffic has on the real-time traffic performance.The simulations of EDCA are per-

formed with the highest priority (AC = voice) for the real-time flow and lowest priority (AC

= background) for the background traffic (see Table 4.1). Formore parameters of the EDCA

simulation, see [97].

All above simulation choices are made to give EDCA the largest advantage in the compar-

ison: The dynamic network (high signaling load for reservation repair), highest EDCA priority

for the real-time flow, low background traffic and the lack of two-hop protection really puts

DARE to the test.

9.2 Simulation results

9.2.1 Average packet delay and packet loss rates

Figure 9.1 shows the average end-to-end delay of real-time packets overµ for three different

values of the background traffic (λ = 5 kbps, 10 kbps, and100 kbps per NRT node). Using
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Figure 9.1: Average end-to-end delay of real-time packets versusµ.

EDCA, the background traffic has a huge impact on the delay. With 100 kbps load, the average

delay is almost three times as large as with 5 kbps. The delay using DARE is independent of

the background traffic. For both protocols, if nodes switch on and off more frequently (lowµ)

more delay is introduced, which is caused by more frequentlyperformed re-routing procedures.

If much background traffic is transmitted, EDCA suffers froma much higher delay than DARE.

For medium background traffic load, both protocols show similar delay values. Only if the

88



9.2. SIMULATION RESULTS

background load is very low, EDCA is superior to DARE. The reason for the latter result is that,

in the simulations, EDCA does not employ any exchange of RTS/CTS messages. This lack of

coordination, however, can lead to high packet losses if small CW intervals are used, as it is then

very likely that the backoff timers of two or more nodes expire at the same moment.

Thus, also the packet loss rate is analyzed, which is shown inFigure 9.2. As can be seen,
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Figure 9.2: Packet loss rate versusµ.

DARE has a lower packet loss rate for all values of the on/off time and all background loads.

Packet losses with DARE are mainly caused by interference from nodes that are more than one

hop away from the real-time transmission path. Some of this interference is avoided, but not

all (two-hop protection feature not used). Since retransmission of lost packets often makes little

sense in real-time applications, the high packet loss ratesof EDCA imply that data do not reach

the final destination node.

In summary, if the background traffic load is small, EDCA has slightly lower average time

delay but higher packet loss rate. For high background loads, however, DARE has a much lower

average time delay and lower packet loss rate. EDCA has a tradeoff between the packet loss

rates and the time delay, which does not exist for DARE.

9.2.2 Distribution of packet delay

The end-to-end delay of a packet depends on the number of hopsh on the path between the

source and destination node. In this scenario, the source and destination node are randomly

picked on the given area. Hence, the number of hops is a randomvariable. Simulations with
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the given parameters have shown that the value range ofh is between1 and 6, where most

source-destination pairs haveh = 2 and3.

Using DARE, the transmission duration isSt = 4.8 ms. Since no random access is needed,

the transmission via one hop takes about this time. The totalend-to-end delay is the sum of

the delays of each hop. If the path between source and destination remains unbroken during

transmission, the end-to-end delay will behSt. If the path breaks, the delay can also be higher

than hSt because packets are here buffered during the repair process. This behavior is well

reflected in the DARE simulations results shown in Figure 9.3.
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Figure 9.3: End-to-end delay of real-time packets.

The CDF of the end-to-end delay is a step function with step width St. The delay CDF for

µ = 600 s can be interpreted as follows: About20% of all real-time packets are transmitted via

only one hop (h = 1), hence their delay is5 ms. About50% of all real-time packets experience

a delay that is at most10 ms, about70% have at most15 ms, and so on. The result is similar

for µ = 900 s with slightly increased occurrence of lower delays causedby less frequent path

breaks. If the number of hops is known, the packet delay is quite predictable; a sudden change

of the packet delay only occurs for the first packets upon repair of a broken path. In total, the

experienced jitter is very low. As the background load is decreased toλ = 10 kbps and finally

λ = 5 kbps, the performance of EDCA improves but is still inferiorto DARE (except for some

particular delay bounds around20 ms if µ = 600 s). The delay behavior of packets using EDCA

is completely different. Due to the random nature of the medium access in EDCA, the delay can

now take values from a continuous value range. Hence, the CDFis no longer a step function.

For much background traffic, EDCA achieves a much lower performance than DARE. In the

simulation withλ = 100 kbps andµ = 600 s, for instance, a delay below20 ms is achieved by
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Figure 9.4: Delay of real-time packets afterh hops. The results forλ = 5 kbps and10 kbps are
very similar.

about50% of all packets, compared to more than80% using DARE. Also the jitter in the delay

using EDCA is higher and increases with increasing number ofhops.

In a final simulation, the delay for all real-time packets at agiven hop distanceh from the

sender is investigated. Figure 9.4 shows results forh = 1, 3, and5. Using DARE, almost100%

of the real-time packets arrive at the first hop within4.8 ms and at the third hop within14.4 ms.

About 95% of the packets arrive at the fifth hop within24.2 ms. Hence, almost all packets

arrive at a well-defined time, thus no jitter occurs. Using EDCA, there are some few packets that

arrive faster than with DARE. The majority of packets, however, arrive later. For example, with

λ = 100 kbps background load andµ = 600 s, the delay of80% of the packets is still higher

than24.2 ms at the fifth hop.
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9.3 Summary

The simulation study performed in this chapter compared forone real-time flow the two main

approaches for QoS in DCF-based networks: reservation-based approach versus service differ-

entiation. In a sense, this is an evaluation of how the inter-node signaling needed for reservations

compares to the signaling overhead introduced by the contention-based priority mechanism. To

make it even more interesting, the comparison is performed such that the priority mechanism

used, the IEEE 802.11 E standardized EDCA, is given the most advantages compared to DARE;

this comparison is performed in a scenario where reservations are repaired frequently, no two

hop protection of DARE is used and EDCA’s highest priority class is used for real-time traffic.

To summarize the results, DARE has the capability to give real-time flows a more stable end-

to-end delay with low average. A major advantage is that DAREcan guarantee a fixed delay per

real-time flow even if the background traffic is very high. EDCA can bound the average end-to-

end delay, but the delay is dependent on the surrounding background traffic load.

Even in scenarios where paths break often and the reservation repeatedly has to be re-

established, DARE outperforms the less complex priority mechanism EDCA both in delay and

packet losses (thus also throughput). DARE is an effective QoS approach for one real-time flow;

it makes sense to continue the design with scheduling and support for multiple flows.
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Chapter 10

Scheduling of multiple reservations

Multiple reservations in a network with a non-defined collision domain and no central control

that globally schedules the transmissions is challenging.The past chapters have described all

components of the DARE protocol apart from how to handle multiple reservations. As described,

the functionality of the DARE protocol is controlled locally; only nodes participating in the

transmission and the direct neighbors are involved. At the set up, this can result in that nodes

in the same neighborhood reserve time slots that might overlap, which can cause collisions and

unsuccessful reserved transmissions. If this cannot be controlled and avoided, the benefit of a

reservation for a transmission is lost. The goal of this chapter is to find a simple distributed

solution where time slots are locally scheduled so the packet loss rate is kept low. First of all,

the problem and possible solutions are introduced in Section 10.1 and Section 10.2. This section

concludes with a suggestion for a time shift function where overlapping slots are shifted in time,

locally at a node. For this node to be able to find the correct shift, an expression for when

time slots overlap is derived in Section 10.3. This is used inSection 10.4 for an assertion, which

defines how a possible time shift can be computed. Section 10.5 describes how the shift function

should be used and Section 10.6 investigates the probability that time slots directly overlap, i.e.

how probable a direct shift is. Section 10.7 describes the DARE protocol implementation of the

shift function, which is evaluated with simulations in Section 10.8. Section 10.9 describes some

limitations to the number of accepted reserved flows and finally, Section 10.10 summarizes this

chapter.

10.1 Problem description

When no central controlling unit exists and the users themselves allocate periodic time slots

for several reserved paths, the time slots of different paths might overlap. This could lead to a
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collision and has to be avoided. Depending on the periods of different flows, the impact that

overlapping time slots have is different. If the periods of two paths with overlapping time slots

are equal, the collisions will take place in all slots. If theperiods are different, which can be

possible if e.g. different CODECs (G. 729 [68] and G.711 [98]are some examples) are used in

the nodes’ equipment, only some of the time slots might overlap. An example for this is shown

in Figure 10.1, where two paths have overlapping time slots.

t

t

periodicity of path 1

periodicity of path 2

slot length 1

slot length 2

overlapping slots

Figure 10.1: Example where time slots overlap.

When a node already has one, or several co-existing, reservation(s) and it receives a request

for a new one, it must decide based on local information whether or not to accept the request.

The possible solutions that these nodes have are described in the next section.

10.2 Possible solutions

Nodes that receive a request for a time slot reservation thatis conflicting with an already existing

one have the following options for handling this situation:

Fixed transmission schedule The most common solution for scheduling of time slots is to use

a repeating transmission schedule that is divided into pre-defined time slots in a TDMA-based

manner. All nodes can assign one (or several) time slot (s) for a transmission flow. This enables

the nodes to keep a schedule of periodic reservations which is quite simple to maintain. Several

time slot assignments methods exist [62, 64, 65]. The disadvantage of such an approach is first

of all that all nodes must be centrally synchronized; all time-slots in the system must start and

end at the same time. This is not an option here as the network is totally distributed. But, even if

this would be possible, such an approach is not the optimum when different transmission flows

require different time slot sizes and periods. The different time slot sizes could lead to overhead

when a requested time slot is smaller than the fixed time slotsin the transmission schedule; a

full time slot has to be reserved although the actual time used for transmission is smaller. The

different periods are problematic as a flow might not need a time slot in every frame; the unused
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time slots might not be possible to assign to another flow. A different approach is needed that is

totally distributed and that can handle different time slots and periods.

Allow overlapping time slots The easiest solution for all nodes is to allow overlapping time

slots. This is only suitable if the packet loss rates are acceptable for the application. Furthermore

this solution only makes sense if the periods are different;equal periods with time slot overlap-

ping results in a packet loss rate of 100%. As the solution should be independent of the periods,

this is not a solution which will be considered.

One path abandons If a slot is known to overlap with a slot of another path, one packet that

was supposed to be sent in the overlapping time slots is discarded. If the time slots repeatedly

overlap, there are two options: 1) One flow discards all the packets meant to be sent in these

time slots or 2) the transmission flows takes turn, e.g. in a round robin scheme, to discard a

packet. Both options can only be used when the periods are very different so the resulting rate

of dropped packets is not too high. Therefore, this solutionis not further considered here; the

solution should be independent of both period and time slot sizes.

Time shift Upon receiving a conflicting time slot request, a node shiftsone periodic reserva-

tion in time so that all reservations successfully co-exists and no overlapping time slots exist

at all. The transmission flows that are shifted will suffer from some extra end-to-end delay for

all the packets, but all packets arrive at the receiver at thesame time (no variations/jitter) . All

nodes must be able to calculate a suitable transmission instance for conflicting time slot request

and suggest a new reserved instance. This implies that some extra signaling is needed. Further,

when a node cannot find a suitable time shift for a flow, the request must be rejected. This so-

lution accepts all time slot sizes and periods. No central synchronization is needed. Therefore

this is the suggested solution to be implemented in the DARE protocol which will be further

investigated in this chapter.

10.3 Foundations – time slot overlapping

To be able to define the proper shift function, some pre-requisite information is needed. First of

all, a mathematical expression of when time slots of two paths with different periods overlap is

needed. These formulas are then used for a simple simulation-based investigation; the goal is to

find a pattern for how the time shift time should be chosen suchthat no time slots at all overlap.

The two pre-requisite parts are useful for an assertion of the time shift function and its proof.

For these investigations the notations visualized in Figure 10.2 are used. Assume that path
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Figure 10.2: Two paths with periodp1 andp2, and their respective time slots1 ands2 should
co-exist.

1 (p1,s1) exists and path 2 (p2, s2) should be set up and thatp1 > p2 (which period is the larger

one does not influence the results). The first slot of path 2 is requested at timea, which can

be any point in time when the first reservation is active. For simplicity, a is assumed to occur

between any instance [0,p1]. As a conclusion, path 1 transmits its second time slot atp1 and

path 2 ata + p2.

10.3.1 Overlap of time slots of two paths

To be able to avoid high occurrence of overlapping time slots, which leads to packet errors, the

impact of the starting pointa on the packet error rate must be investigated. Using the notations

in Figure 10.2, the goal in section is to derive an expressionfor when time slots of two paths,

regardless of period, overlap that is depending on the starting point of the second path,a. This

will then be used to find a function to avoid such starting points. The first slot of path 2 overlaps

with the first or second slot of path 1 if:

a ≤ s1 (10.1)

∨ a ≥ p1 − s2 (10.2)

If Equation 10.1 is true the first slot of path 2 overlaps with the first slot of path 1. If Equation

10.2 is true, the first slot of path 2 overlaps with the second slot of path 1. This means that a time

displacementa that avoids the collision of the first slots can only be found if p1 > s1 + s2.

The second slot of path 2 overlaps with the second slot of path1 if the second slot of path 2

is betweenp1 − s2 andp1 + s1:

p1 − s2 ≤ a + p2 ≤ p1 + s1 (10.3)

The different ways the second time slots of path 2 may overlapare shown in Figure 10.3. In
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a) s2 starts befores1 is ended. In b)s2 starts befores1 has started, but also ends afters1 has

started. In c)s2 both starts and ends withs1 and in d)s2 starts befores1 and ends afters1. All

these cases are covered by Equation 10.3.

s
s
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2
s2

s1 s1

s2 s2

s1

a) b) c) d)

Figure 10.3: The different cases when time slots can overlap. Grey areas indicate cases where
slot s1 ands2 overlap.

For any other slot than the first slot of path 2, Equation 10.3 can be extended to:

n1p1 − s2 ≤ a + n2p2 ≤ n1p1 + s1 (10.4)

wheren1, n2 ∈ N. n1p1 describes the point of time path 1 starts to transmit its(n1 + 1)th slot

and ata + n2p2, path 2 starts to transmit its(n2 + 1)th slot. If Equation 10.4 is true for any

combination ofn1, n2 ∈ N the(n1 +1)th slot of path 1 overlaps with the(n2 +1)th slot of path

2. Equation 10.4 is for simplicity expressed as a system of two equations:

n1p1 − s2 ≤ a + n2p2 (10.5)

∧ n1p1 + s1 ≥ a + n2p2 (10.6)

which can be transformed into:

n1
p1

p2
− s2

p2
− a

p2
≤ n2 (10.7)

∧ n1
p1

p2
+ s1

p2
− a

p2
≥ n2 (10.8)

Both Equations 10.7 and 10.8 can only be true ifn2 is the smallest natural number greater

thann1
p1

p2
− s2

p2
− a

p2
and at the same time the greatest natural number smaller thann1

p1

p2
+ s1

p2
− a

p2

respectively. To conclude, Equation 10.7 and Equation 10.8lead to the following:

If

⌈n1
p1

p2
− s2

p2
− a

p2
⌉ = ⌊n1

p1

p2
+

s1

p2
− a

p2
⌋ (10.9)

then

n2 = ⌈n1
p1

p2
− s2

p2
− a

p2
⌉ (10.10)
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or

n2 = ⌊n1
p1

p2
+

s1

p2
− a

p2
⌋ (10.11)

respectively. If Equation 10.9 is true both Equations 10.10and 10.11 lead to the same result

and as a conclusion the(n1 + 1)th slot of path 1 and the(n2 + 1)th slot of path 2 do overlap.

These equations are used in the next section, where a simulative investigation is performed to

look more into the behavior of the packet error rates versus the starting pointa.

10.3.2 Frequency of overlapping time slots

To further look into how the time shifta should be chosen, a simulation study of different

combinations ofp1, p2, s1, s2 anda impact the packet error rate is performed. Path 1 is set up

and has again its first time slot starting at a reference time 0. Path 2 is also requested at time 0 but

shifted with ana within [0, p1]. For each combination of (p1, s1), (p2, s2), several simulations

are performed, each simulation has a different time shifta. Table 10.1 shows thep1, p2, s1, s2

used. These values include typical VoIP parameters, e.g. for ITU-T’s G.729 [68] and G.711 [98],

and also extend these values to get a general idea of the time shift characteristics. Thea alters for

each simulation with 1 ms, starting at0 and finishing atp1. No larger value ona is investigated

as this will lead to the same results as for the first period[0, p1]. The number of overlapping time

slots is measured for5000 · p1, using Equation 10.9.

p1, p2: [10, 11,. . . ,40]
s1, s1: [1, 2,. . . ,11]

Table 10.1: All employed values for the parameters.

For most combinations it was not possible to avoid overlapping time slots completely. Some

of these combinations are shown in Table 10.2; a checkmark (
√

) indicates that ana was found

such that no time slots overlapped.

p=20 ms p=30 ms p=40 ms p=20 ms p=30 ms p=40 ms
s=2 ms s=2 ms s=2 ms s=4 ms s=7 ms s=9 ms

p=20 ms, s=2 ms
√ √ √ √ √ √

p=30 ms, s=2 ms
√ √ √ √ √

p=40 ms, s=2 ms
√ √ √ √ √ √

p=20 ms, s=4 ms
√ √ √ √ √

p=30 ms, s=7 ms
√ √ √ √

p=40 ms, s=9 ms
√ √ √ √

Table 10.2: Combinations of periods and slot durations for which ana was possible to find with
no time slots overlapping.
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To get an indication of what the rate of overlapping time slots actually mean, assume that

one packet is sent in each time slot and both packets transmitted durings1 ands2 are lost if they

overlap. First, a case where the time shift was successful isshown with packet loss rate versus

time shifta from 0 up top1 (30 ms) in Figure 10.4. Path 1 has a packet loss rate of 50% whena

is chosen sos1 ands2 overlap and path 2 (p2 = 20 ms) has 33%.
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Figure 10.4: PER versus time shifta for two paths, path 1:p1 = 30ms, s1 = 2ms, path 2:
p2 = 20ms, s2 = 4ms. A successful time shift is possible.

Figure 10.5 shows an example of a set of parameters for which it is not possible to find

such displacements, again with the packet loss rate versus the time shifta. Here it is possible to

distinguish that path 1 has up to 66% packet loss rate and path2 up to 50%.

First of all, in both figures it is possible to distinguish that if a time shifta is falsly chosen,

the resulting packet loss rate is unacceptably high. Further, the packet loss rate follows a certain

periodic behavior. As shown in both figures, the periodicityis thegreatest common divider(gcd)

of the two periods. Hence it makes little sense to choose a time shift larger than the gcd; it only

repeats itself. This is more described in Section 10.5.1. Also shown with arrows in these figures

are the two slot lengthss1 ands2. As illustrated (and also valid from all results in Table 10.2),

if the sum of the two slot lengths is smaller that the gcd, it ispossible to shift path 2 witha so

that no time slots overlap.

Finally Figure 10.6 shows a case where no gcd exist for the twodifferent periods. First of all,

no time shift can be found so that no time slots overlap. The resulting packet loss rate however,

is much lower than for the cases where the periods have a gcd. Other combinations of Table 10.2

are shown in Appendix D. From these results, it is now possible to state an assertion for the time

shift function.
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Figure 10.5: PER versus time shifta for two paths, path 1:p1 = 40ms, s1 = 9ms, path 2:
p2 = 30ms, s2 = 7ms. A successful time shift is not possible.

10.4 Assertion for the shift functionality

Overlapping time slots can be avoided accordingly: If the periodicities p1, p2 have agreatest

common divider(gcd) which is larger than the sum of the slot lengths, a time displacementa

can be found so that the time slots do not overlap. Mathematically: If

gcd(p1, p2) > s1 + s2 (10.12)

then a displacementa can be found so that time slots of two different paths do not overlap.

Explanation Again let the first slot of both path 1 and path 2 start at reference time 0. The next

time the two paths have slots directly overlapping is at timexp1 = yp2. The time between a slot

of path 1 and a slot of path 2 ism. The minimumm that always exists is the gcd. Therefore, for

two slots to successfully co-exist, the sum of these two slots must be smaller than the gcd. This

can be seen in Figure 10.4 – the packet loss rate is non zero at periodic instances with period

gcd. The following paragraph is a proof that the smallestm is always the gcd.

Proof Assume two natural numbersz1, z2 ∈ N that have a gcdd, i.e. these numbers can be

expressed in the following way:

z1 = n1d

z2 = n2d
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Figure 10.6: PER versus time shifta for two paths, path 1:p1 = 33ms, s1 = 4ms, path 2:
p2 = 23ms, s2 = 3ms. No gcd exists for the two periods.

wheren1, n2 ∈ N. The difference between these two numbers has to be multiples ofd:

|z1 − z2| = |n1d − n2d| = |n1 − n2| · d (10.13)

Since bothn1 andn2 are natural numbers, also|n1 − n2| must be a natural number, which in

the smallest case larger than zero is one. Therefore the smallestpossibledifference larger than

0 is1 · d. However, the fact that the smallest possible difference isthe gcd does not mean that it

always exists. To prove that it always exists it has to be shown that for every two periodicities

p1 andp2 one can findn1 andn2 so that

|n1p1 − n2p2| = d with n1, n2, p1, p2 ∈ N, (10.14)

with d being the gcd ofp1 and p2. This can be shown with the help of theorems from the

elementary number theory, which are explained in the following paragraphs. Theorem 1 is

needed for Theorem 2 and here not described in full.

Theorem 1 For every two integersa andb with a 6= 0 there are unique integersq andr

with

b = qa + r and0 ≤ r < a.

The proof of this theorem can be found in [99] and in Appendix C.1
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Theorem 2 If a, b ∈ Z both not 0 then the set

M := {xa + yb : x, y ∈ Z} (10.15)

contains positive integers. The smallest among them is thegreatest common dividerd of a and

b.

For every gcdd of a andb there isx, y ∈ Z so that

d = xa + yb. (10.16)

This theorem is proven as follows: It is obvious that the setM (Equation 10.15) contains positive

integers. Letd be the smallest among them and letx, y ∈ Z be chosen so thatd = xa + yb.

Obviously every common divider smaller than the gcdd of a andb is also a divider ofd.

If the smallest number ofM is not the gcd, i.e.d is not a divider ofa nor b, Theorem 2 does

not hold. So, assume that this is the case, i.e.d 6 |a. Theorem 1 gives that there isq, r ∈ Z such

thata = qd + r and0 < r < d. This can be transformed to:

r = a − qd = a − q(xa + yb) = (1 − qx)a + (−qy)b

(1 − qx) and(−qy) are integers which can be expressed asx̃ andỹ giving that the numberr is

an element ofM by definition:

r = x̃a + ỹb ∈ M

However, since0 < r < d andd stated above is thesmallest positive integer, this is a contradic-

tion. The assumptiond 6 |b can be led to a contradiction in an analog way. Conclusivelyd is the

greatest common divider ofa andb.

Transforming the above results to positive periodic integers p1 and p2, i.e. a and b are

positive integers, it is obvious that eitherx or y from Equation 10.16 has to be a negative integer

so thatd is the gcd ofa andb. If one instance of a slot of path 1 e.g.s1 occurs at a reference

time t0, there is one slot of path 2 at a timet1 > t0 and another time slot of path 2 att2 < t0.

As a conclusion the propositions of Equation 10.14 and Theorem 1 are equal. To conclude, the

smallest inter slot time between any arbitrary slots belonging to two different paths is always the

gcd of the two periods.
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10.5 The scheduling algorithm – gcdShift

After the sections analyzing the problem and finding the requirements for the time shift method,

this section describes the shift functiongcdShiftin more detail. Illustrated by two examples, a

rule for the time shifta is defined, which also explains the periodic behavior of the packet loss

rates of the figures in Section 10.3.2. Then the computation of the gcd is presented, followed by

some requirements on how to shift the individual slots. Further, the time shift function for more

than 2 paths is described. The gcdShift algorithm itself is described in detail in Appendix C.3.

10.5.1 Time displacement

Figure 10.7 shows path 1 and path 2 wheregcd(p1, p2) > s1 + s2. Three shifted versions of

path 2 are shown: casea, b andc. Casea shows that path 2 has to be shifted at leasts1 in order

not to overlap with the first slot of path 1. Caseb shows that path 2 cannot be shifted more

s1 s1

s2 s2 s2

s2 s2 s2

s2s2 s2

s2 s2 s2

p1

p2 gcd

s1 s1

gcd−s2gcd−s2

gcdgcd

tPath 1

Path 2

Case a

Case b

Case c

Figure 10.7: Shifting path 2 in time whengcd(p1, p2) > s1 + s2.

thangcd(p1, p2) − s2 so that the second slot of path 2 does not overlap with the second slot of

path 1. Therefore the time shift must bes1 < a < gcd(p1, p2)−s2. Casec shows when the time

displacement is exactlygcd(p1, p2). The two time slots that had beengcd(p1, p2) away from

each other with no time displacement (a = 0) now exactly overlap. Further shifting of path two

will lead to the same results as when it was0 ≤ a < gcd(p1, p2). As a conclusion the repeating

pattern of the packet error rates in Figure 10.4 isgcd(p1, p2).

Figure 10.8 shows an example wheregcd(p1, p2) < s1 + s2. Two shifted versions of path 2

are shown: casea andb. CaseA shows that the second slot of path 2 already overlaps with the

second slot of path 1 although the first slots of both paths still overlap; more slots overlap with

such a shift than without any shift. This explains why the curves in Figure 10.5 jump to a higher
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packet loss rate level after a time displacementa = gcd(p1, p2) − s2. In caseB the second

slots of path 2 starts at the exact same time as the second slotof path 1; both paths overlap the

same way as the first slots of both paths overlapped without any shift. Thus, the packet loss rate

follows a repeating pattern also in this case and the curves in Figure 10.5 have a periodicity of

gcd(p1, p2).

gcd

Path 1

Path 2

Case A

Case B

p1

p2

t=0

s2

s1 s1 s1

s2 s2 s2

s2 s2 s2 s2

s2 s2 s2 s2

Figure 10.8: Shifting path 2 whens1 + s2 > gcd(p1, p2).

To conclude, for two paths to successfully co-existgcd(p1, p2) < s1 + s2 must be fulfilled

and a time shift can only be found during the timet = gcd. If no suitable shift can be found in

this time it can never be found.

10.5.2 Computing the gcd

The gcd of two numbers can be computed with the algorithm of Euklid [99]. It is described in

pseudo code in Algorithm 1.

Algorithm: Algorithm of Euklid

Input : a, b ∈ N

Result: Greatest Common Divider of two numbersa andb

r = a%b1

while r 6= 0 do2

a = b3

b = r4

r = a%b5

end
returnb6

Algorithm 1 : The Algorithm of Euklid
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10.5.3 More than two reservation paths

Assume a node already has reservations for more than one path(n − 1) and receives a request

for another one (pn, sn). First the gcd of all periodicities, including the new one,has to be

computed.

gcdnew = gcd(gcdold, pn) (10.17)

The precondition that the new path can be established is:

sn < gcd(p1, . . . , pn) −
n−1∑

i=1

si (10.18)

However, if Equation 10.18 is true, it does not necessarily mean that all paths fit together

without overlapping time slots, as with the case of only two paths. Consider Figure 10.9, where

2 reserved paths (p1, s1) and (p2, s2) exist and a third (p3, s3) should be set up. In case A the

s1 s1s1 s1

s2

s2 s2

s3 s3

s3

s3s1 s1s1 s1 s3s3 s3

p3

p3 s3

p1

p2

As2

p2

a)

B

Figure 10.9: Two paths are reserved, a third one is requested. In case A, slots of the third path
can fit whereas in case B, slots of third path cannot.

slots of the third path (s3, p3) fit together with the already existing ones, in case B they donot. If

the request is for the point which is labeleda (see arrow), the first slot of path 3 can be accepted,

but if the path is set up, the next periodic slot would collidewith a slot of path 2.

To further look into this problem, consider first an example with two paths as illustrated in

Figure 10.10. The advantage of periods that have a gcd is thatthe time instances of all slots

reserved at one node periodically repeat; the first slots of both paths exactly overlap and also the

third slot of path 1 and the fourth slot of path 2, as well as thesixth slot of path 1 and the eighth

slot of path 2. Therefore, it would be sufficient to look if slots overlap until the next overlapping

instance, that is until the third slot of path 1 and fourth slot of path 2, or thesmallest common

multiplePscm.

Assume that thexth slot of path 1 starts at the same point of time as theyth slot of path 2.
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p1

p2

t=?

Path 1

Path 2

Figure 10.10: Repeating schemes of periodicities with a gcd. Time slots overlap periodically
with a timet.

This means thatPscm = xp1 = yp2. The periodsp1 andp2 that have a gcd can be expressed as:

p1 = k1gcd(p1, p2), p2 = k2gcd(p1, p2) with k1, k2 ∈ N. (10.19)

This leads to the following Equations:

Pscm = xp1 = yp2

⇒ xk1gcd(p1, p2) = yk2gcd(p1, p2) (10.20)

⇒ x = k2 ∧ y = k1 (10.21)

Equation 10.20 can therefore be expressed ask1k2gcd(p1, p2) = k2k1gcd(p1,p2)gcd(p1,p2)
gcd(p1,p2)

=
p1p2

gcd(p1,p2)
, leading to the periodPscm:

Pscm =
p1p2

gcd(p1, p2)

Now assume a node has reserved slotss1, . . . , sn for n paths with periodicitiesp1, . . . , pn and

a new path is requested with periodicitypn+1 which is different from anyp1, ..., pn. First the

basic requirement i Equation (10.18) has to be fulfilled. Then, Pscmk
has to be computed for

every tuple (pn+1, pk), wherek = 1, ..., n:

Pscm1
=

pn+1p1

gcd(pn+1, p1)
. . . Pscmn

=
pn+1pn

gcd(pn+1, pn)

All possible slot collisions is covered when no slots overlap in the maximum of thesen periods,

hence forT = max(Pscm1
. . . Pscmn

) a shift of the new slotsn+1 must not overlap with any of

the slotss1 . . . sn.

Whenpn+1 is equal to anyp1, ..., pn, these periods can alternate, hence more paths can be

supported. One example of this is when two paths exist with periods 20 ms and 40 ms. If a third

reservation with period 40 ms is requested, the two paths with periodicity 40 ms can alternate

106



10.5. THE SCHEDULING ALGORITHM – GCDSHIFT

even if Equation (10.18) would not be true.

10.5.4 How to shift the individual slots

Until now, all individual slots have been considered as one large time slot. In reality one node

reserves several time slots for each path; individual slotsfor receiving, transmitting and ac-

knowledging as described in Section 3.8. When a node receives a request that is conflicting with

another reservation, it can either divide the different slots or it can shift all together. Consider

a simple scenario where two chains, A-B-C and D-B-E cross in one node B, A-B-C (path 1)

exists and the path D-B-E (path 2) is requested, see Figure 10.11. Assume that the request for

A B C

E

D

Path 1

Path 2

AA BB CC

EE

DD

Path 1

Path 2

Figure 10.11: Path 1 (node A, B and C) is set up and path 2 (node D, B and E) is requested.

the acknowledgment of the path D-B-E is conflicting with slots of the path A-B-C in the cross

node B. This is illustrated in Figure 10.12, where the slot assignment in node B is shown. On

top, the reserved slots from path 1 are shown: Rba where node Breceives from node A, Sbc

where node B forwards the real-time data packet to node C and Abc where node B receives an

acknowledgment from node C. The second request is shown at the bottom, where Rbd is the

receive slot at node B from node D, Sbe is the send slot where node B shouldsend to node

E and Abe is the acknowledgment slot where node B should receive an acknowledgment from

node E. As illustrated, the acknowledgment slot conflicts with the receive slot at node B from

the sender node A.

Rab Sbc Acb

Rdb Sde Aeb Rab Sbc Acb

Rab Sbc AcbRab Sbc AcbRab Sbc Acb

Rdb Sde AebRdb Sde Aeb Rab Sbc AcbRab Sbc Acb

Figure 10.12: Example of overlapping slots. The acknowledgment of path 2 is conflicting with
slots assigned for path 1 in the cross node B.

The main possibilities to shift time slots are: 1. Shift onlythe conflicting slot, in the example

shift only the Abe slot. 2. Somehow group the slots and shift them as a unit. The first option has
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the advantage of a small additional delay introduced by the shifting mechanism. It is a suitable

option when not many paths exist. This is illustrated in Figure 10.13 case 1. As seen, shifting

the acknowledgment only results in a small available time slot in between the two reservations,

which is hard to use for another flow. This can result in that a new reservation is rejected. For

option 2, there are some possibilities as to how to group the slots. The most obvious option

is to treat all individual slots together and shift them as one, illustrated in Figure 10.13 case

2. However, when many nodes are involved in the reservation,that is, the paths are long, it is

difficult to shift all slots, if possible at all.

Rdb Sde Aeb

Rab Sbc Acb

Rab Sbc Acb

Rab Sbc Acb

Rdb Sde Aeb

Rdb Sde Aeb1

2

3 Rdb Sde Aeb

Rab Sbc AcbRab Sbc AcbRab Sbc Acb

Rab Sbc AcbRab Sbc AcbRab Sbc Acb

Rab Sbc AcbRab Sbc AcbRab Sbc Acb

Rdb Sde Aeb

Rdb Sde Aeb1

2

3

Figure 10.13: Possible solutions for shift of time slots.

Therefore, another option is introduced where individual slots at any node are categorized

in two different groups: receivingand transmittingslots. For node B this means that for the

path A-B-C, the slot where node A transmits (or when node B receives from node A) comes

into the receive group. The transmission to node C and the acknowledgment sent from node C

to node B belong to the transmit group of slots. This categorization is done as node B, or any

node, can control the transmitting slots, but not the receiving slots. When node B discovers that

the acknowledgment cannot fit, it shifts the send and acknowledgment slot together according to

the gcdShift function, see Figure 10.13 case 3. This method of shifting time slots removes very

small time slots that are reserved separately and also minimizes the signaling as not all nodes in

the chain must change the reservation. The scheduling is kept local and simple.

10.6 Probability of needed time shift

To see how often a reservation must be shifted, this section investigates the probability that the

requested time slots directly overlap with existing ones. The probability that two paths overlap

is analytically derived and then compared with a simulativeinvestigation. Also, the probability

that a shift is needed with more paths is addressed.

10.6.1 Two paths overlapping probability

To find the probability that two paths overlap, the same parameters as in Figure 10.2 are used:

Path 1 (p1, s1) exists and path 2 (p2, s2) is requested with equal probability within any period of
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path 1; the first slot of path 2 is requested at a uniformly distributed timet within [kp1, (k+1)p1].

Again, for simplicityk = 0. This leads to a probability density function (pdf) fort: f(t) = 1
p1

.

As shown in Figure 10.14, the requestedt for slot 1 of path 2 can directly overlap with the slots

timep1s10 t t+s2 t t+s2

A) B)

timep1s10 t t+s2t t+s2 t t+s2t t+s2

A) B)

Figure 10.14: Slot 1 of path 2 (white slot) overlap with A) slot 1 and B) slot 2 of path 1 (grey
slots).

of path 1 (path 1 has grey slots). Case A) shows when slot 1 of path 2 overlaps with slot 1 of

path 1 and case B) shows when slot 1 of path 2 overlaps with slot2 of path 1. Therefore slot 1

of path 2 overlaps with slot 1 of path 2 ift occurs within the interval[0, s1]. HenceP [0 ≤ t ≤
s1] =

∫ s1

0
1
p1

dt = s1

p1
. Similar, slot 1 of path 2 overlaps with slot 2 of path 1 ift is within the

interval [p1 − s2, p1], giving the probability of overlap as:P [s2 ≤ t ≤ p1] =
∫ p1

p1−s2

1
p1

dt = s2

p1
.

The total probability that slot 1 of path 2 overlaps with path1 is:

P [shift] =
s2

p1
+

s1

p1
=

s1 + s2

p1

Whenp1 = p2, this is the total probability that a shift is needed. When the periods are different,

additional slots can overlap. First, assume thatp2 is a fraction ofp1, i.e. xp2 = p1. Herep2 is

also the gcd of the two periods. Slot 1 of path 2 overlaps with slot 1 or slot 2 of path 1 with the

probability given in Equation 10.6.1. Additional to this, there arex − 1 slots of path 2 that can

overlap. This occurs when slot 1 of path 2 is requested at at within [n 1
x
p1 − s2, n

1
x
p1 + s1],

wheren = 1, ..., x − 1. Following the same calculations as for the case for slot 1 ofpath

2 above, the probability that any other slot but slot 1 of path2 overlaps can be expressed as:

P [n 1
x
p1 − s2 ≤ t ≤ n 1

x
p1 + s1] = (x−1)s1+(x−1)s2

p1
= (x−1)(s1+s2)

p1
. Adding slot 1 of path 2

gives the total probability of a needed shift as:

P [shift(xp2 = p1)] =
xs1 + xs2

p1
=

s1 + s2

p2

If the second periodicity would be larger than the first,p2 ≥ p1 the same formula holds, but

instead ofp2 in the divider it isp1. As the period which is smallest also is the gcd, the general

formula for probability of overlap when the periods are fractions can be formulated as follows:

P [shift] =
s1 + s2

min(p1, p2)
=

s1 + s2

gcd(p1, p2)
(10.22)
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The last case that must be covered is when the periods have a gcd but are not fractions, that is

xp1 = yp2. Still, the first slot of path 2 arrives at timet within [0, p1]. Different is that not only

can the slots of path 2 overlap with slot 1 and slot 2 of path 1 asin the previous cases, they can

also overlap with later slots of path 1. This occurs when slot1 of path 2 is within the intervals

[np1

y
− s2, n

p1

y
+ s1], wheren = 1, ..(y − 1). This together with the probability of overlap of

slot 1 of path 2 results in the same formula as above, see Equation (10.22).

This is illustrated with an example where2p1 = 3p2. Consider Figure 10.15, where first of

all path 1 is shown at the line markedPath 1with three slots (grey) marked with their respective

number. Slot 1 of path 1 again occurs at reference time 0. Further, Figure 10.15 illustrates three

different cases of the requestedt for slot 1 of path 2.Path 2shows when the requestedt, hence

slot 1 of path 2 (also grey), is also at the reference time point 0. Here, slot 1 of path 2 overlaps

with slot 1 of path 1 and slot 4 of path 2 overlaps with slot 3 of path 1.Path 2ashows in white

where slot 1 of path 2cannotstart (i.e.t) for slot 2 of path 2 not to overlap with slot 2 of path

1. Path 2bshows where slot 1cannotstart for slot 3 of path 2 not to overlap with slot 3 of path 1.

The probability of a time slot overlap for the above described cases are:Path 2as discussed in

Path 1
Time [relative p�]2/60

1

1

2 3 4

1 2 3

3/6 4/61/6 5/6 1

p� 2p�
Path 2

2

1 3

Path 2a
Path 2b

Path 1
Time [relative p�]2/60

11

11

22 33 44

11 22 33

3/6 4/61/6 5/6 1

p� 2p�
Path 2

22

11 33

Path 2a
Path 2b

Figure 10.15: Three cases for overlap when 2p1 = 3p2.

previous cases above has a probability ofs1+s2

p1
. The second case,Path 2ahas an overlap of time

slots when slot 1 of path 2 starts within the interval[1/3p1 − s2, 1/3p1 + s1]. Finally, the third

case,Path 2bhas an overlap of time slots when slot 1 of path 2 is within[2/3p1−s2, 2/3p1+s1].

This results in the total probability of overlap ass1+s2

p1
+ P [2/3p1 − s2 ≤ t ≤ 2/3p1 + s1] and

P [1/3p1 − s2 ≤ t ≤ 1/3p1 + s1], which calculated as above gives the total probability of a

needed shift as:

P [shift(3p2 = 2p1)] = 3
s1 + s2

p1
=

3(s1 + s2)

p1

This example illustrates that the fractionp1

3 is the gcd between the two periods (x = 3), hence

Equation (10.22) holds for all cases with two paths.
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10.6.2 More than one path

Now, assume thatn reserved chains exist and a request for an + 1 paths is arriving, all with

periodicityp1. The probability that this reservation must be shifted is then:

P [shift] =
sn+1

p1
+

∑n
k=1 sk

p1
=

sn+1 +
∑n

k=1 sk

p1
(10.23)

When the periods are different, the same discussion as for two paths lead to a general formula

as:

P [shift(pathn+1)] =
sn+1

gcdn+1
+

∑n
k=1 sk

gcdn+1
=

sn+1 +
∑n

k=1 sk

gcdn+1
(10.24)

wheregcdn+1 = gcd(p1, .., pn+1). Unfortunately, this does not include the shifting that needs

to be done due to bad slot location which is described in Section 10.5.3. This is not possible

to calculate analytical, hence only an estimate of a lower limit of the probability of overlapping

slots can be achieved with these formulas.

10.6.3 Probability of shift – cross scenario

For the numerical investigation, the scenarios in Figure 10.16 are used. Three different scenarios

are shown with two paths crossing each other in one node B.Cross Iscenario has three nodes in

each chain, source node A1 sends to destination node C1 and for the second path source node

D1 sends to destination node E1.Cross II scenario has two more nodes in each chain; node A2

sends over A1, B, and C1 to destination node C2 and node D2 sends to destination node E2 over

D1, B and E1. Similar,Cross III scenario has 7 nodes in each chain: Node A3 sends over A2,

A1, B, C1, C2 to node C3 and node D3 sends to destination E3.

The probability that cross node B must shift one reservationis analyzed using combinations

of periods 20, 30 and 40 ms and a packet size of 64 bytes. Transmission rates used are both 1

Mbps and 11 Mbps, resulting in a transmit/receive time slot size ofSt = 1.33 ms andSt = 0.86

ms respectively. In Cross II scenario, the cross node B has for the first reservation allocated

approximately 6 ms for 1 Mbps and 4 ms for 11 Mbps (4St+ 1Sa
1 for slots: receive node A1,

receive, send, implicit ack when C1 sends to C2 and explicit ack at C1). In Cross III scenario

approximately 8.66 ms for 1 Mbps and 5.7 ms is allocated in thecross node ( 2 moreSts is

allocated for 2 hop protection: receive at nodes A2 and A1, receive, send, implicit ack when C1

send to C2, implicit ack at C1 when C2 sends to C3 and explicit ack at C2 ). The probability

that slots overlap for different combinations of periods are calculated with Equation 10.22 and

shown in Table 10.3.

1Approximate transmission time of one MAC acknowledgment 0.6 ms
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D1

A1 BA2 C1

D2

E1

D3

C2

E2

E3

C3A3

D1

A1 BA2 C1

D2

E1

D3

C2

E2

E3

C3A3

Figure 10.16: Cross configurations I with 3 nodes, II with 5 nodes and III with 7 nodes in each
chain crossing at the middle node B. The path from node Ax to node Cx exists and the path from
node Dx to node Ex is requested.

Period p1,p2 [ms] 20,20 30,30 40,40 20,40 20,30
Transmission Rate [Mbps] 1 11 1 11 1 11 1 11 1 11
Cross II probability of shift 0.6 0.4 0.4 0.27 0.3 0.2 0.6 0.4 >1 0.84
Cross III probability of shift 0.86 0.6 0.57 0.4 0.43 0.3 0.86 0.6 >1 >1

Table 10.3: Probability that path 2 directly overlaps with any slot of path 1 for packet size 64
bytes over 1 and 11 Mbps channel.

The probability that a direct shift of the second path is needed, ranges from 0.2 ->1. First

of all, a probability larger than one means that only one pathcan be accepted ass1 + s2 >

gcd(p1, p2). A lower probability directly tells us if more than two pathscan fit at all. However,

a lower probability leads to an increased probability of unusable inter slot space. If the time

slots of the second path must be shifted, the inter slot spacewill be smaller and the probability

that more paths can be accepted is higher. Hence, both these aspects must be considered when

looking at the shifting probability. Finally, the probability gives an idea of the final end-to-end

delay. The higher the probability of a needed shift of a reservation is, the higher is the probability

that the end-to-end packet delay is higher.

To compare the analytical results in Table 10.3 a simulation-based study of the Cross sce-

narios with same parameters as above is performed. 1000 simulations for each combination of

the two periodsp1 andp2 are performed, using NS-2 [90]. The second path is requestedat a
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uniformly randomt within [0, p1]. The resulting end-to-end delay of path 2 is measured (path

1 has always the same delay). After the shift, every packet ofpath 2 has the same delay, thus

the simulation could be interrupted as soon as the second path is set up. Figure 10.17 shows the

simulation results for the Cross II scenario with the CDF over the end-to-end packet delay of

path 2. The delay with no shift is the first step of the function. First of all, the calculations of the

probability of a needed shift are the same as with the calculations, e.g.p1 = 20 ms,p2 = 40 ms,

11 Mbps channel has a 0.58 probability of no shift and the approximate calculated value is 0.6.

Also, the probability of shift increases with smaller gcd, see Figure 10.17(b) where combination

p1 = 20, p2 = 30 ms has a much larger shift probability than other combinations due to the

small gcd of10 ms. Further, the maximum shift that the gcdShift function introduces is approx-

imately 3 times the original allocated time in the node, which is due to how the slots are shifted

as described in Figure 10.13. As these values are anyhow under the ITU-T recommendation

(also the case for Cross III not shown here) of one-way transmission time [69], the increased

end-to-end delay is not an issue here.
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Figure 10.17: CDF for cross scenario II of path 2 for different combinations of periods.

To conclude, the probability of a direct shift gives an idea of how many paths that can

directly fit in a network. It also indicates how the theoretical maximum number of established

reservations can differ from the actual number; a lower probability of a shift result in a higher

probability of unused inter slot space. This will also show in simulation results of a larger

simulation, which is described after the protocol implementation description in the next section.
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10.7 Protocol implementation

This section describes how the gcdShift function is implemented in the DARE protocol. For

this, a general knowledge about the set-up mechanism and theMAC layer frames is needed

(Section 6.3). The description here starts when a node in thepath receives the RTR.

Upon arrival of the RTR at any node, this node first checks the receive slot(s). If this slot is

non-conflicting, the node continues by checking for a suitable transmit slot, possibly shifting the

transmit slot in time if necessary. Using the gcdShift function for all periods already accepted

and the requested one, the node can find a suitable shift. Periods that do not have any common

divider, e.g. prime number based periods, are not considered. If a node detects a receive slot

to be conflicting, it transmits an UTR message back to the nodethat generated the receive slot,

suggesting one, or more, new transmission slot(s) that would be suitable. For this, the time

information fields of the UTR are used, see Section 6.3.1. If the new transmission instance

can be fulfilled, old preliminary reservations are deleted,a new RTR is generated and also new

preliminary reservations.

Since two hop protection is applied in the reserved path, seeSection 6.4, receive slots at pre-

ceding nodes must also be scheduled. If a conflict of a receiveslot two hops back is discovered,

the UTR is sent three hops back. TheFlag field is used for this purpose. This field information

can have the value 4, 5 or 6. If a node receives an UTR with Flag equal 4, it knows that the

UTR is intended for itself. This node must then re-schedule its transmission slot belonging to

the reservation. It knows which reservation it is by readingthe source and destination address

fields in the UTR and compare these with entries in its reservation table. When a node receives

an UTR with a value higher than 4, it reduces the Flag value by one and then sends it back to the

node preceding it in the chain. If no new receive or transmit slots can be scheduled, the reserva-

tion request is rejected and the flow is blocked. The approachmay not be globally optimal, but

the decisions are kept local and simple.

The following three figures describes state diagrams for thefull DARE set-up mechanism.

In Figure 10.18, a node receives an RTR from a preceding node and checks whether or not it can

fulfill the request for a receive slot. The MAC layer receivesa reservation request for a receive

slot ( Res Recv Request). If this is ok, it makes an entry in thereservation table and forwards the

RTR to a queue. This queue follows the standard DCF, which specifies a packet queue used to

store packets after routing decision has been made and the LLC layer indicates its availability. If

the request is not ok, it generates an UTR and sends it back in the chain to the node which must

change its transmit slot. Figure 10.19 describes when a nodeafter accepting the request for the

receive slot, receives the RTR from the internal queue abovethe MAC layer and checks for a

transmit slot. First, the MAC layer receives the request from the queue (Res Send Request). At
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Figure 10.18: Shift function algorithm; node MAC layer receiving the RTR from preceding node
and checking the request for the receive slot.

the MAC layer, the RTR is initiated by alternating the fields with new MAC addresses. If the

RTR can directly be transmitted (after sifs) it is transmitted. If the direct send slot is conflicting,

the node checks the reservation table for a suitable shift. If found, it starts a shift timer and sends

the RTR back to the queue. When the timer expires, the RTR is retrieved from the queue and

is again initiated; new information is entered in the time information fields. A control check

is performed to see that the new send slot is ok and the node makes an entry with preliminary

status and sends the RTR to the next node in the path. If a suitable time shift cannot be found,

the RTR is deleted and no reservation is performed.

The last state diagram is shown in Figure 10.20, which is the state diagram for a node that re-

ceives an UTR. Upon receiving the UTR, a node releases all reservations it has for the particular

reservation (based on source and destination addresses). It then checks if the Flag fields has the

value 4. If not, it reduces the Flag value by 1 and sends it backin the chain towards the source

of the application flow. If the Flag is 4, it checks the time information fields for new suggested

transmit time slots. If none is ok, no new RTR is initiated andno time slots are reserved. If the

suggested time slot is ok, the node stores the UTR in the queue(with Flag value 2, i.e. it will

be read as an RTR) and starts the shift timer. When the shift timer times out the node goes into

state Res Send Request shown in Figure 10.19.

10.8 Multiple reservations – Simulation study

This section describes a simulation performed to investigate the impact different packet sizes

and periods have on the number of possible established pathsat one AP. The simulation model
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Figure 10.19: Shift function algorithm; node MAC layer receiving RTR from queue and check-
ing the request for the send slot.
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Figure 10.20: Shift function algorithm for shifting receive slot; UTR transmission scheme.
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is described in Section 10.8.1, followed by simulation results, covering the number of established

paths when packet sizes and periods are varying in Section 10.8.2.

10.8.1 Simulation model

In this scenario, the maximum number of established reservations at one AP is investigated for

different periods and time slot sizes. Source nodes transmitting to the AP are added until the

maximum number of flows is reached at the AP. 400 simulations using NS-2 [90] are performed

for each combination of periods and time slot sizes. The source nodes transmit over either a 2

or 3 hop path to the AP. They are located such that no intermediate node is involved in more

than one real-time flow. No longer paths are investigated as the AP will due to basic protection

scheme not reserve any more time slots than up to two hops away. Values of packet size and

periods are given directly under each result section. One scenario with 12 source nodes and

paths of 2 hops is illustrated in Figure 10.21. The scenario where all paths have 2 hops is called

Star I and the scenario where all paths are with 3 hops is called Star II.

Figure 10.21: Star I: Sending to an access point via two hops.

10.8.2 Simulation results

First, the packet size is varied, which results in varying time slot size. After these results are

presented, the period is varied.
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Varying packet Size

The real-time traffic’s period is 100 ms and packet sizes 144,320, 512, and 1024 bytes is inves-

tigated. The outcome is the average number of paths that can be accepted, given in Table 10.4.

Packet size Hops per path
2 3

144 8.4 6.2
320 7.7 5.9
512 6.4 4.7
1024 2.3 1.3

Table 10.4: Number of established reservation paths, different packet sizes.

The average decreases with increasing hop count. Obviously, the AP must reserve more time

with a longer path since all nodes reserve slots up to two hopsaway. Not surprisingly, larger

packets, thus larger time slots, also decreases the averagenumber of established paths. But,

interesting is that, although not shown here, the maximum number of successfully reserved paths

can vary a lot, but the average number of successfully reserved paths does not. The maximum

number of paths for packet sizes 144 and 320 bytes were actually larger than 12 for both two

and three hop paths. The maximum number of possible paths for512 bytes is 8 for the three

hop scenario. Due to inter-slot space between accepted reservations that could not be used, the

average number of paths do not differ that much (except for 1024 bytes).

Varying period

The packet sizes and periods are chosen from the G. 729 CODEC [68]. The combinations are

(period, packet size): (20 ms, 64 bytes), (30 ms, 74 bytes) and (40 ms, 84 bytes). The results

are given in two instances, the range of the numbers of established paths and the average of the

number of established paths, see Table 10.5. If only one periodicity is given in the first column

this means that all paths use the same periodicity. If two periodicities are given this means that

every second source node usespx and every second usespy. The most obvious result from the

table above is the impact of the gcd. The combination of 20 ms and 30 ms periods result in the

smallest gcd, hence the least number of paths can be reservedat the AP. Generally these results

confirm that the smaller the relation gcd
slotlength is, the less reservation paths can be established.

Interesting is that the transmission rate has not as large impact as expected. Although the rate is

increased with 11, the range do not increase that much. Consider the case where periods 20 and

40 are used. The average number of paths for the Star I scenario only increases with 1.5 path.
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Periodicities [ms] and Star I Star II
transmission speed Nr. of paths Nr. of paths

range average range average
p=20, 1 Mbit/s 4-6 4.93 3-4 3.27
p=20, 11 Mbit/s 6-8 6.99 4-6 4.93
p=40, 1 Mbit/s 7-11 8.77 4-7 5.67
p=40, 11 Mbit/s 9-12 10.58 6-8 7.63

px=20,py=40, 1 Mbit/s 4-6 5.26 3-4 3.8
px=20,py=40, 11 Mbit/s 6-8 6.7 4-6 5.24
px=20,py=30, 1 Mbit/s 2-3 2.99 1-2 1.98
px=20,py=30, 11 Mbit/s 3-4 3.99 2-3 2.98

Table 10.5: Number of established reservation paths, different periods and packet sizes.

The same scenarios were simulated again but this time the source nodes randomly chose

their periodicity. Table 10.6 shows the results for these simulations. In the first column the

periodicities are given from which a source node could choose from.

It can be seen that the ranges are bigger than in Table 10.5. Iffor example the periodicities

Periodicities and Star 1 Star 2
transmission speed[ms] Nr. of paths Nr. of paths

range average range average
px=20py=30, 1 Mbit/s 2-7 3.47 2-5 2.55
px=20py=30, 11 Mbit/s 4-7 4.24 2-6 3.19
px=20py=40, 1 Mbit/s 4-8 5.72 3-6 3.96
px=20py=40, 11 Mbit/s 6-8 7.33 3-6 5.44

px=20py=30pz=40, 1 Mbit/s 3-6 3.5 2-5 2.8
px=20py=30pz=40, 11 Mbit/s 4-8 4.55 2-6 3.57

Table 10.6: Nr. of established reservation paths with randomly chooses periodicities.

20 ms and 30 ms can be chosen the number of established reservation paths ranges between 2

and 7 (Star 1, 1 Mbit/s). This is due to that possibly all pathschoose one period, thus the gcd is

higher, allowing more paths to be accepted. The average values from Table 10.6 are visualized

as graph in Figure 10.22 and Figure 10.23. The values for the cases where only one periodicity

can be chosen are taken from Table 10.5. In conclusion, to getas many set up paths as possible,

it is an advantage to only allow some periods and packet sizesin the network. The relation
gcd

slotlength should be as big as possible to achieve the best scalability results.
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Figure 10.22: Star I, 1 Mbps (left) and 11 Mbps (right): Established paths for random periodicity
combinations.
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Figure 10.23: Star II, 1 Mbps (left) and 11 Mbps (right): Established paths for random period-
icity combinations.

10.9 Limits for multiple reservations

The greatest common divider The precondition for the possibility to have multiple coexisting

reservation paths is that the periodicities of these paths must have a gcd that is greater than the

sum of the slot lengths. The question is what happens if two periodicities are used that are

relatively prime, e.g. 20 ms and 33 ms. The answer is very simple; they exclude each other. The

path which is set up first wins and the other path does not have achance to be built up before

the first path is released. To ensure that multiple reservation paths can co-exist it makes sense to

allow only periodicities that have a certain common divider.

Slot lengths The gcd gives an upper limit for the theoretical maximum number of possible

reservation paths in a node that depends on the different slot lengths. The introduced shifting

mechanism only makes sense if comparable slot lengths are used. Consider the following exam-
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ple. Assume one path with periodicityp1 = 20 ms sending 64 byte packets and a second path

with periodicityp2 = 100 ms sending 512 byte packets. The gcd of the periodicities is 20 ms.

For a transmission speed of 1 Mbit/s the transmission time ofa 512 byte packet results in 4.8 ms.

When all individual time slots are reserved and 2 hop protection is used, the slot sizes is much

larger than the gcd and the other path cannot be reserved. Since one time slot is much larger

than the other, it might make sense to force a fragmentation of the larger packet. Hereby, more

flows might be accepted.

Randomness of slot start Another limit is the randomness of the time for which the new path

is requested. Remember that if the requested path fits together with the existing ones everything

is left as it is and no shift is done. This can leave gaps between the slots. The ideal case is that

the newly requested slot starts right after an existing slotends. In a disadvantageous case this

gap is much bigger, but just not long enough for another slot to be able to fit between them,

i.e. the time between these slots cannot be used for a newly requested path. This is shown is

Figure 10.24. As a conclusion the theoretically possible maximum number of paths might not

necessarily be reached.

s1s1 s2 s2

s1 s2 s1 s2

slot does not fit there

ideal case

disadvantageous

Figure 10.24: Slots placed ideally and disadvantageous.

Nodes without knowledge Assume there is no intermediate node between such two nodes so

that they cannot communicate with each other. Such a situation is shown in Figure 10.25. Node

B and F cannot communicate with each other but they are in eachother’s interference range. As

a conclusion they do not have any information about each other’s reserved time slots. If reserved

time slots at nodes B and F overlap, collisions and packet losses can occur frequently (depending

on the periods at which the time slots overlap). There is no way to solve this problem. The only

option is to release one of the two paths.

Impossibility of shifting due to other reservations It can be possible that the actual shifting

of a sendslot has to be done up to three hops before the node where the conflict is discovered.

If this node cannot shift the slot as requested, possibly dueto other reservations, the reservation

is not set up.
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Figure 10.25: Node B cannot communicate with node E, but can interfere with it.

10.10 Summary

Applications in one network might have different flow characteristics; requested periods and

time slot sizes for reservations can differ. If one time slotcan co-exist with others already

reserved, it is not guaranteed that future slots do not overlap. Such a requested time slot must

be shifted in time so all slots are non-overlapping. Since many different periods can exist within

one node, this node must be able to schedule all time slot allocations accordingly. In this chapter,

first an expression for when time slots with different periods overlap was derived and used in a

simple simulative investigation. As a result, a requirement for all nodes to use when deciding

on accepting a new flow or not was derived. If the greatest common divider of the periods is

larger than the sum of all time slots, it can be accepted. Further, when more than two flows

cross in one node, inter slot space can result in less paths accepted than a theoretical maximum.

However, if a new requested periodic time slot does not causeany overlapping time slots within

the greatest common period of all periods, no time slots willever overlap, hence the reservation

can be accepted. The time slots for a flow is divided into transmitting and receiving slots When

a shift of any slot within one of these two groups is needed, they are all shifted together. This

chapter also describe the probability that a shift is neededand the protocol implementation of the

gcdShift function. Finally, a simulation-based study shows how the allowed periods and packet
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sizes affect the possible number of established reservations. Some combination of periods can

result in that only 10 % of the offered flows are accepted, whereas other combinations can have

almost all accepted.
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Chapter 11

Evaluation – multiple real-time flows

After the last chapter, which concluded the design of the DARE protocol, this chapter describes

the main evaluation of this thesis. First, the DARE protocolalone is investigated with a simula-

tion study of how different network parameters affect the DARE performance. The results are

presented in Section 11.2. After this, DARE is compared withDCF and EDCA in Section 11.3.

In both investigations, many real-time flows are present in the network that all request a reser-

vation. The goal is to get a clear image of how DARE performs compared to DCF and if DARE

is a better QoS-approach than EDCA.

For both investigations one simulation model is used as a base; each individual simulation

then use different tunable parameters. This basic simulation model is presented in Section 11.1.

11.1 Simulation model

All investigations of the DARE protocol are performed with NS-2 and use the same simulation

model as base. Each separate investigation has then a set of parameters that are tunable. These

are described under the corresponding investigations. In addition, the comparison of DARE,

EDCA and DCF also use an additional simulation model, described in the result section itself.

In the basic simulation model, the system consist ofn nodes, uniformly distributed on a

square area with sides. In the system, there area APs, which are pre-defined located in a

grid fashion with equal distance between them and the area borders. These APs are assumed to

function as gateways, e.g. connect the wireless access network to a wired network or to other

wireless ones. The network is illustrated in Figure 11.1, here witha = 4 andn = 400. From the

n nodes,nr are randomly chosen to be sources of real-time traffic. For these flows, a reservation

will be requested. The end-destination of these transmissions is an AP. When several APs exist,

it is the AP closest to them. A real-time flow sends fixed-size packets of 512 bytes every 100
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Figure 11.1: Simulation setup: 4 gateways (o), 400 randomlylocated nodes (+).

ms. When the packet is transmitted on the channel (includingUDP, IP, MAC, and physical-layer

header and preambles), it has a transmission (or reception)slot St = 4.8 ms, using the 1 Mbps

channel .

The MAC protocols used in the investigations are: DCF as provided by NS-2, EDCA with

NS-2 code provided according to [97] and DARE, own implementation. For DARE, the optional

feature of two-hop protection is here not considered. The rationale is to investigate the reserva-

tion protocol in its simplest modus, to get a fair comparisonwith EDCA and DCF or even to

test DARE the most. Therefore, also in simulations with EDCAthe parameters are set to give

EDCA advantage: The real-time flows are given the highest priority (AC = voice) and in case

of background traffic, this has the lowest priority (AC = background). Parameters used for these

classes are presented in Table 4.1.

The radio model is according to the NS-2 simulator, which hasimplemented the physical

characteristics from the Lucent WaveLan interface card. The range of reception is approximately

230 meters and the nodes use full transmit power of 100 mW. As arouting protocol, NS-2’s

implementation of AODV is used. All parameters for DCF and radio model can be found in

the NS-2 manual [90]. 200 repetitions for each selected combination of parameters is ran; each

repetition for2000 s simulated time, unless other simulation time stated.

Investigatedmetricsare: 1. the delay of packets from source to access point, 2. the through-

put for individual real-time flows, and 3. the amount of slot shifts and blocked flows. These

are defined in Section 3.6. Only successfully reserved real-time flows are considered in these

metrics (except for blocked flows, of course).

In this simulation, only one period and packet size is used. The previous chapter has shown

simulation results for many different periods and packet sizes and how the combination of them
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impact the DARE performance. The reason for only choosing one value here is to get an idea of

the maximum capacity of DARE, at the same as EDCA is given an advantage at the choice of

other simulation parameters (AC = voice, no two-hop protection).

11.2 DARE evaluation

This section describes results of a simulation-based studywhere the impact of DARE perfor-

mance for different parameter values is investigated. To achieve this, the number of real-

time flows is here fixed,nr = 10. The parameters that are varied are: 1. Area side,s =

700, 1300, 2000 m and for some cases 3000 m and 4000 m. 2. AP number,a = 1, 2, 4. 3. Nodes

n = 100, 200, 400. 4. Order of reserved chain, e.g. if a flow is reserved as number 1 or number

9 and its impact on the end-to-end delay.

11.2.1 Distribution of end-to-end packet delay

The end-to-end delay has a distribution (CDF) which followsa step function – each step cor-

responds to either a shift in time or that the path, or chain, length is different. One example is

shown in Figure 11.2, which shows results from one simulation of 10 chains where all chains

were successfully reserved.
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Figure 11.2: CDF of end-to-end delay for 1 simulation where all 10 real-time flows were suc-
cessfully reserved.

When delays from all simulations are included, the CDF will typically not have such sharp

steps; the end-to-end delay of one path can have any value dueto a shift. Nevertheless, one flow

will alwayshave the exact same delay for all its packets after the reservation is set up. This
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section continues with a presentation of how the different parameters affect the distribution of

the packet delay.

Impact of area side The end-to-end delay of all chains vary with the cell side. Figure 11.3

shows the CDF of end-to-end packet delay in a scenario where there are 4 APs and 400 nodes. In
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Figure 11.3: CDF of end-to-end delay for different area sides s = 1300, 2000, 3000, 4000 m.
Number of APsa = 4 and number of nodesn = 400.

this scenario, the network is always connected; no source node is out of reach from its destina-

tion. The end-to-end delay increases with the area side; longer paths are required for successful

connections in the network. Consider a traffic requirement of end-to-end delay less than 0.02

s. If s = 2000 m, approximately 90% of all packets are below the limit, whereas ifs = 4000

m, only 50% is below. Another distinct difference is that largers has more varying path delay;

smallers has not so many varying paths lengths.

Impact of active chains When the number of set-up and active reservation paths growsin the

network, the probability that a new one can be accepted directly without a time shift decreases.

Figure 11.4 shows the delays for different chains whenn = 400 nodes,s = 2000 m anda = 1

AP. Chain 1 means that this is the first reserved flow in the network, chain 5 that 4 others are

active and chain 10 that 9 others are active. The chain that isfirst set up has a less varying

end-to-end delay than the chain that is set up last.

Impact of AP number With increasinga, the number of nodes that are involved in several

reservations decreases. Figure 11.5 compares Figure 11.4 (shown again in (a)) with the same

configuration but wherea = 4 APs, shown in (b). The individual chains in (b) compared
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Figure 11.4: CDF of packet delay for chain 1, 5 and 10 withn = 400, cell sides = 2000 m and
a = 1 AP.
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Figure 11.5: CDF of packet delay for chain 1, 5 and 10,n = 400 nodes, cell sides = 2000 m,
a)a = 1 AP and b)a = 4 APs.
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with their respective chain in (a) have less varying end-to-end delay. Again, consider a traffic

requirement of packet delay under 0.02 s. In (b), chain 1 has in 95% of the cases a end-to-end

delay under 0.02 s whereas in (a) this value is 70%. It is even more evident at chains set up later.

Further, the difference between the chains is much smaller in (b) than in (a).

Figure 11.6 shows the impact of the AP number more clearly. The CDF of chain 1 (shown

in (a)) and chain 10 (shown in (b)) are shown with varyinga, other parameters as above. The
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Figure 11.6: CDF of end-to-end packet delay for a) chain 1 andb) chain 10,n = 400, s = 2000
m anda is varying: 1, 2 or 4.

variation of the end-to-end delay decreases when the numberof APs increases for all chain types.

Once again, the variation is only between different paths, the delay of all packets transmitted over

the same path is constant.

11.2.2 Average path delay

The average end-to-end delay can be seen in Figure 11.7(a). Here, the delay is shown forn =

100 and 200 nodes for different area sidess and AP numbersa (Note: different scales on x-axis).

With n = 100, there is no point in presenting the results fors larger than 2000 m; not enough

flows are set up for reasonable delay results. Increasingn to 200 results in a larger coverage

area; more nodes can relay transmissions. The behavior of both cases are similar: At first the

delay increases with area side, but after a peak decreases rapidly. Only sources that are relatively

close to an AP finds a route. Increasing the number of APs can extend coverage. At a fixed area

side, e.g.700 m higher AP results in lower average delay. More paths consist of single hop,

or rather few hops to reach the destination. The average throughput results in the next section
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Figure 11.7: Average path delay for (a)n = 100 and (b)n = 200, AP numbera = 1, 2, 4 versus
area sidess .

confirms these results.

11.2.3 Throughput and unsuccessful reservations

When 10 chains are accepted fully, the total network throughput is 10*512∗80.1 bits/s = 409 kbps.

The average throughput over all 200 simulations will not reach this value as some reservations

will not be set up. In Figure 11.8 the average network throughput ( n = 200, a = 1, 2, 4)

versus the area sides. The curves follow the average delay results; after a certain s, all sources
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Figure 11.8: Average real-time throughput forn = 200, a = 1, 2, 4 versus area sides.

do not reach their final destination – the network is not fullyconnected. Whena = 4 the
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network is connected up to approximatelys = 2000 m. The maximum average throughput

for this connected network is around 320 kbps. This means that approximately one forth of

all chains are not successfully set up. Figure 11.9 shows thecorresponding average number of

unsuccessful reservations. Comparing the maximum throughput with 4 APs whens = 1300

m, 20 % of the paths are on average unsuccessful, which corresponds to the throughput results

presented above.

The number of unsuccessful paths consist of both the number of blockedpaths – the paths

that could not be allowed due to that the resources were already allocated and theoverlapping

paths – paths that due to the lack of two hop protection are unsuccessful. The sources that do not

have coverage are not included in this number. As can be seen,for all AP numbers the number
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Figure 11.9: Unsuccessful reservations,n = 200 anda = 1, 2, 4 versus area sides.

of unsuccessful reservations increases until the area sideis 2000 m. Thereafter, it decreases

rapidly; the network is no longer connected.

11.2.4 Summary – fixed area

The last sections have described how area side, number of APsand nodes affect the achiev-

able delay and throughput with DARE. The outcome is that depending on traffic requirements,

some set ups are more suitable than others. Depending on which parameter that is tunable, the

optimum network configuration can be reached for each trafficrequirement. To summarize all

parameters above, here a fixed area side is assumed,s = 2000 m; n anda are varied.

The average delay and throughput for differentn versusa can be seen in Figure 11.10.

The average delay decreases with increasinga for all n. Further, a higher number ofn results

in higher delay. Again, this is average path delay over 200 simulations and for lown, not
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Figure 11.10: Average end-to-end delay and throughput,n = 100, 200, 400 versusa.

all sources find a path. This is visible in the throughput results in (b); n = 400 has highest

throughput. Figure 11.11 (b) shows the number of unsuccessful paths. Here it becomes clear
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Figure 11.11: Average no of shifts in set-up phase and average number of rejected paths for AP
numbera = 1, 2, 4 and number of nodesn = 100, 200, 400.

that forn = 100 andn = 200, the network is not totally connected. At the same time asn = 100

has high number of unsuccessful paths, the number of shifts is lower, shown in Figure 11.11 (a).

Thus, as not as many shifts is performed forn = 100 as withn = 400, but n = 100 has

higher number unsuccessful paths, these must be due to a noneconnected network. From this

configuration, it can be distinguished that in a scenario where s = 2000 m, a suitablea is 4 and
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n is 400. These are the parameters that will be used for the comparison with DCF and EDCA in

the next section.

11.3 Comparison of DARE, DCF and EDCA

The parameters used for the comparison are derived in the last section: a fixed cell sides = 2000

m, fixed number of APs,a = 4, and fixed number of nodes,n = 400. Further parameters used

in this comparison are (apart from the basic model describedin Section 11.1): Number of real-

time source nodes is varied,nr = 5, 10, 15, 20. Background traffic exist, a number of sources is

chosen randomly, each with load 20 or 50 kbps that sums up to a certain total background load

(total load is given as reference in figures). Background traffic packets arrive with exponentially

distributed inter arrival times; rate parameter used is theNS-2 default one [90]. Also for these

flows, the destination node is the closest AP. No considerations are taken to the performance

of background traffic (Section 6.8.2 shows some results of best effort traffic performance). The

n − nr nodes that are not a source of a real-time flow can switch on or off. Both the on and off

periods are modeled by exponentially distributed random variables with a the same mean value

600s. No other value is used as the impact of different on/offtimes is investigated in Section 7.4.

Nodes originating a flow or AP never switch off.

The varyingfactors in this performance evaluation are 1. the number of real-time flows

(default: 10), 2. the non-real-time traffic load (default: 0), 4. the packet size of real-time flows

(default: 512 bytes), and, obviously, 5. the MAC protocols.

Two simulation studies are made with completely different simulation modes, impact of

packet size and impact of number of hops in a chain. The modelsare described under the

corresponding paragraph.

11.3.1 End-to-end delay

As a first performance metric, the end-to-end delay of packets in a real-time flow is investigated.

Figure 11.12 shows the CDF of the delay, comparing DCF, EDCA,and DARE using default

factor values. DARE manages to deliverall packets of reserved flows to their destination within

less than0.05 s. DCF and EDCA, on the other hand, deliver a substantially smaller fraction of

packets within this time; DCF needs up to3 s to deliver a packet in this setup.

Increasing the number of real-time flows from 10 to 20, makes the differences between these

protocols become more pronounced (Figure 11.13).

The fact that the CDF of DARE is not a perfect step function (with one delay value for

each number of hops between source and destination) is due toslot shifting taking place in the
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Figure 11.12: CDF of end-to-end delay for 10 real-time flows.
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Figure 11.13: CDF of end-to-end delay for 20 real-time flows.
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network. Worth repeating is that still, all packets belonging to an established flow arrive with the

same delay to the destination; the difference only exists between different flows, not between

packets of the same flow. Overall, the delay ispredictablewhen knowing the number of hops

that a packet has to travel. DCF and EDCA, on the other hand, have a much more spread out

CDF, representing their unpredictability of the random access delay.

Not only is DARE’s packet delay more predictable, it is also alot smaller. Figure 11.14

compares average packet delays of the three MAC protocols asa function of the number of real-

time flows. Averaged over different flows with different hop count, DARE achieves a practically

constant delay; DCF and EDCA increase rapidly at higher offered load.
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Figure 11.14: Average delay versus the number of real-time flows.

Comparing Figures 11.12 and 11.13 also indicates that with an increased number of of-

fered flows, the step characteristic of DARE’s delay CDF is less pronounced. This observation

complies with the percentage of flows that experience a slot shift, shown in Figure 11.15. Slot

shifting becomes necessary more frequently if the network fills up with reservations, and new

flows can only be admitted if they “squeeze in” between existing flows. This explains the some-

what increased variability of DARE’s delay at higher offered load. Again, all packets belonging

to a shifted flow have the same delay with no variation.

11.3.2 Throughput and blocking

Figure 11.16 shows the average throughput for each protocolas a function of the number of

attempted real-time flows. While DCF shows the lowest throughput, EDCA outperforms DARE

if the number of attempted flows is low (here:10). For more real-time flows (here:20), DARE

performs better than EDCA. DARE can actually only support about 7 out of 10 offered flows
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Figure 11.15: Percentage of flows experiencing slot shifts.

(resulting in about280 kbps offered load). Since a successfully reserved flow should be able to

transport all its packets, this lack in throughput could be explained by rejected flow reservations.

This result is supported by Figure 11.17, showing the ratio of flows that are requested but not
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Figure 11.16: Average throughput over the number of real-time flows.

accepted by DARE. These numbers explain the smaller throughput of DARE compared to EDCA

and are in accordance with DARE’s design philosophy only to admit a flow when it can be

supported at high throughput and low delay. Accordingly, the number of blocked flows also

increases at higher offered load since the network is less likely to be able to support it.
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Figure 11.17: Percentage of blocked flows as function of number of offered flows.

11.3.3 Impact of background traffic

So far, no background traffic is included in the scenarios. This subsection looks at the conse-

quences of such background traffic. Again, all factors are fixed to their default value except

background load, which is varied between0 and1000 kbps total load generated by all sources.

This corresponds to one fourth of the total available network capacity (four access points oper-

ating at 1 Mbps each can at maximum drain 4 Mbps from the mesh) and is sufficient to demon-

strate crucial differences between different protocols. Larger values of the background traffic

are analyzed in [84] for different scenarios.

Figure 11.18 shows the impact of the background traffic on theaverage delay and throughput

of the real-time traffic. DARE’s delay and throughput do not significantly vary with increased

background traffic, confirming the hypothesis of a reservation-based QoS approach. Even with-

out the optional feature of two-hop protection, real-time traffic is protected by means of reserva-

tions from interference. DCF and EDCA, on the other hand, suffer considerably from increased

background load. Even at modest background load, the performance of DCF or EDCA is unac-

ceptable, e.g., for real-time applications.

11.3.4 Impact of number of hops

The number of hops of a path has huge impact on the end-to-end delay. Naturally, increasing

a path with another hop means that one more node must receive and transmit the packet. For

EDCA and DCF, which have contention-based access, an increased hop number has bigger

impact on delay and throughput than for DARE. This is illustrated with a simulation of a network
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Figure 11.18: Impact of background traffic load on real-timedelay and throughput.

with only one real-time flow where the number of hops is varied. Two background traffic types,

100 kbps and500 kbps, are transmitted from nodes all within the direct neighborhood of the

reserved path.

Fig. 11.19 shows the impact of the number of hops on the delay and the throughput. The

delay is shown as average delay per hop, where DARE has a constant per hop delay of approx-

imately0.005 s. EDCA and DCF have a large increase of the per-hop delay. Theaverage path

throughput decreases drastically for EDCA and DCF as the number of hops increase, especially

when the network load is higher.
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Figure 11.19: Impact of path length on real-time delay and throughput.
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11.4 Summary

Network parameters affects the performance of real-time traffic transmitted with DARE. When

the network area grows, so does the end-to-end delay; more multi-hop paths are required to

reach an AP than in smaller areas. Further, when number of APsincrease, so does the network

throughput. The delay decreases with increasing number of APs; shorter paths are more common

to reach the destination. Another interesting aspect is theorder of which flows are reserved, the

shifting of time slots affect the end-to-end delay. The end-to-end delay for a new flow increases

with the number of already active flows. However, when reserved, the end-to-end per packet

delay is constant.

DARE offers the same average delay for accepted flows regardless of the number of re-

quested real-time flows. EDCA and DCF has a growing delay withthe number of requested

flows. CDFs of the delay show that DARE offers all the reservedflows a constant delay for

all its packets, whereas EDCA and DCF has a large packet delayvariation. With medium load

(10 real-time flows) DARE cannot grant them all access at every simulation (randomness of

slot start); EDCA has slightly higher throughput. However,as the load grows, the throughput

of EDCA decreases whereas DARE increases. The contention-based access of EDCA results

in lower throughput with growing number of contending nodes. Still, for all loads DARE out-

performs EDCA and DCF in delay performance. For 20 real-timeflows, all the packets with

DARE arrive at the end destinations within 0.05 seconds whereas EDCA has 50% of the pack-

ets and DCF approximately 25%. Background traffic affects the results of DCF and EDCA

tremendously, the delay values are unacceptable and especially EDCA – the priority-based QoS

approach – is not as good of an option for reliable transmissions as the reservation-based DARE

protocol.
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Chapter 12

Conclusions

Coverage in IEEE 802.11-based Wireless Local Area Networks(WLAN) can be increased by

introducing multi-hopping. Nodes relay transmissions on behalf of others that cannot reach

their final destination. Unfortunately, this has an impact on the reliability of the transmissions;

contention-based access is performed at each hop, resulting in possibly large and varying packet

delays. This lack of Quality-of-Service (QoS) is especially crucial for real-time applications,

which require stable transmissions.

The goal of this thesis is to find a QoS enabling mechanism for 802.11-based networks,

especially considering multi-hop environments. Many different types of QoS enabling mech-

anism/extensions to the 802.11 standard exists, thus in thefirst part of this thesis I analyze

which type of QoS mechanism is the best one. Some existing mechanisms use QoS routing or

reservations on network layer. However, these do not fulfillany strict guarantees for through-

put or delay; the medium access is still contention-based. Therefore, QoS support should be

implemented in the MAC protocol, extending the DistributedCoordination Function (DCF) of

802.11. Here, there are two basic options: 1. Assign higher priority or 2. Allocate resources, to

the applications with QoS requirements. The major trade offbetween these two approaches is

inter-node signaling required for strict reservation-based QoS and contention-based access that

cannot actually guarantee any strict guarantees. If signaling load for a reservation can be kept

low, this is by far the best option for strict QoS guarantees.

The major part of this thesis describes a new reservation-based MAC protocol, designed

within the borders as they were defined (system under study).The key differentiators to other

already existing reservation-based protocols are: End-to-end reservation set up, repair of broken

reservations (mobility support), dissemination of reservation information with low signaling load

(using piggy-backing), scheduling of multiple reservation with support of different periods and

time slots, and dissemination of reservation information two hop around a reserved transmissions
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(optional feature). This protocol is called Distributed Allocations of time slots for REal-time

traffic (DARE).

The DARE protocol is first of all compared with the DCF using simulations. Then, as my

hypothesis is that a reservation-based approach is a betteroption for both delay and throughput

than a priority mechanism, the DARE protocol is also compared with the IEEE 802.11 E stan-

dardized priority mechanism Enhanced Distributed ChannelAccess (EDCA). The results show

first of all that the delay of DARE outperforms both EDCA and DCF; it is totally non-varying

for a flow. EDCA and DCF have significantly larger variations and average end-to-end packet

delay. For throughput, however, EDCA has in networks with low load slightly higher throughput

than DARE. DARE does not accept a reservation if the full requirement of it cannot be reached;

the flow is blocked. Nevertheless, for each flow the throughput is constant, whereas with EDCA

the throughput per flow is lower. When background traffic is increased and also the number

of offered real-time flows, the throughput of EDCA decreasesand is much smaller than that of

DARE. Combining the delay and throughput results gives a clear picture; the DARE protocol

is a better method to offer strict QoS in distributed 802.11-based wireless multi-hop networks.

Even in dynamic networks where paths break and must be repaired, and where DARE must re-

schedule reserved transmissions due to reservation conflicts, EDCA and DCF are outperformed.

To conclude, the outcome of this thesis is the foundations for a medium access protocol that

especially considers WLAN environments where multi-hopping is used. Its simple and locally

bounded functionality for time slot reservations is an effective mean to keep signaling load low

and I believe that the DARE protocol has in this thesis provento be a good means to provide

stricter QoS guarantees than a priority based mechanism or the DCF itself.

12.1 Open issues and further studies

One open issue in the DARE protocol is a problematic situation that could occur when nodes

are mobile; two already set up chains move in on each other. This is illustrated in Figure 12.1,

where one reservation along the path between node A and D, andone reservation along the path

between node E and H exist. Assume node B and node F have overlapping time slots, which

were no conflict at the set up. If they move closer to each other, the overlapping time slots result

in two unsuccessful reserved paths where all packets collide. The reservation protocol must

release one of the paths and set up a new one along this path. This is not included in the DARE

design today as DARE anyhow has some failure handling that forces a reservation to be released

afterx successive periodic transmissions have been unsuccessful. However, it is an interesting

suggestion for further studies.

Another issue that has not been approached is networks that suffer from fading. However,
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Figure 12.1: Two chains moving in on each other

due to the failure handling above, if a wireless channel suffers from fading during a long instance,

the reservation is simply released. Also, no new reservation set up will be successful until fading

has dropped.
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Appendix A

NS-2 simulator overview

The simulations are performed using the network simulator NS-2 (exact version: ns-2.26). It is a

discrete event simulator which supports wired as well as wireless networking protocols. Several

communication protocols are included in NS-2, e.g. IEEE 802.11 and AODV routing and it also

includes different traffic generation models. The simulator is an open source project, i.e. the

whole code is available in the internet [90].

The basic structure of NS-2 and the networking protocols areimplemented in the program-

ming language C++. For easy control and assembly of simulations, the script language Tcl is

used.

The idea of discrete event simulations is that events may only be initiated as a result of other

events or inputs. Therefore NS-2 consists of a scheduler anda scheduling list. Each event has to

be inserted into the scheduling list together with its expiration date. The scheduler goes through

the scheduling list at runtime and starts the actions which are associated with the expired date.

The physical parameters used for the 802.11 module in NS-2 are taken from the Lucent

WaveLan card and can also be found on the web-site. The resulting communication range is

about 230 meters and the interference range is about 500 meters.
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Appendix B

Ad hoc routing

The IEEE 802.11 standard covers the LLC, MAC and physical layers. Routing is not covered

and theoretically, it could be possible to use a known routing protocol from wired network

technology in 802.11 based networks. But, routing in wireless multi-hop networks is difficult

since there are problems that do not exist in a wired network;fading, shadowing and mobility

can cause transmissions over a set up path to be unsuccessful. Further nodes can be mobile and

enter, exit and move around in an unpredictable manner, which can cause paths to break. This

requires a routing protocol designed for these issues that can effectively repair, or find new paths.

Further, when the communication is over multiple hops, an intermediate node can leave and it

is up to the routing protocol to find a new path for communication. The routing protocol has to

be dynamic and follow the fast changes of the network. Routing protocols from wired networks

technology which do not have to deal with such problems are not suitable.

A lot of research for routing protocols in wireless (multi-hop) ad hoc networks is done by

IETF Mobile Ad-hoc NETwork (MANET) working group [100]. They basically look at two

different sorts of protocols: Reactive and proactive. The main difference is that the proactive

protocols are updated at a node whenever a change occurs in the network; no matter whether the

change actually affects the node itself or not. Reactive protocol only update route information

when the change in topology actually affects the node itselfor when the node takes an action

that requires a new route, e.g. initiates a transmission. The routes are changed only when

a transmission is not successful or after a time-out. This isdifferent from proactive routing

protocols where the routes are determined before transmission and constantly updated.

Another classification of routing protocols is centralizedand distributed routing [101]. With

centralized routing, a central node, i.e. AP, handles all routing decisions. This implies that an

AP needs to have information about the radio conditions in the whole network in order to take

the correct routing decisions. If this information can be supplied, the approach of centralized
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routing is simple. But, the AP needs to inform the users aboutthe routing, demanding additional

signaling. The total signaling load from both AP to user (route information) and user to AP

(link information) can be high. Thus, this is not very attractive in a network where load is heavy.

There is also a question of how often information should be requested by an AP in order to keep

routes up to date.

With a distributed routing approach, all nodes take their own routing decision. One big

advantage with this solution is that nodes can use information from other layers on the spot and

utilize such information to make better routing decisions.Further, there is no need to distribute

routing information from/to a centrally controlling node (AP).

How to determine which type of routing to use depends on the network, e.g. where it is

put up and what kind of traffic is to be supported. Thorough analysis before such a decision

can be made is required. However, for a distributed ad hoc network, a reactive distributed

routing protocol is suitable since no central control is required and information is exchanged

only when needed. IETF has specified many reactive routing protocols [93, 102, 103, 104]. The

optimized state routing protocol (OLSR) [103] uses multipoint relays, which are selected nodes

that forward broadcast messages during the flooding state ofthe routing mechanism. All routing

protocols flood the network with routing messages to find and update link- and route states.

The approach in OLSR minimizes the signaling overhead towards classical flooding techniques

where every node forwards the broadcasting messages. Link state information is generated by

the relay nodes only. It is also possible to forward some state information only; such partial

link state flooding also minimizes signaling. The link stateis used to calculate optimum routes,

based on number of hops.

The Dynamic Source Routing (DSR) protocol [104] is simple and specially designed for

multi-hop wireless networks. It allows the network to be completely self organized and self

configuring, with no infrastructure (as with OLSR) needed. The protocol uses two main mech-

anisms: 1. Route discovery and 2. Route Maintenance that reacts and cooperate completely on

demand to retrieve the best routes between a source and destination node. The protocol allows

multiple routes to any destination and allows the sender to select and control the routes. This al-

lows for a node to have routes for different purposes, e.g. atcongestion it might use one specific

route. The recovery when a route is broken is very rapid. However, the protocol is designed for

up to around 200 nodes only. It is designed to work well with very high rates of mobility.

Another protocol is the Ad hoc On-Demand Distance Vector (AODV) [93] algorithm that

also is completely dynamic. Routes are established quicklyfor new destinations and nodes

are not required to maintain routes to destinations that arenot in active communication. Route

breakage is recovered quickly and all broken paths are invalidated by all affected nodes instantly.

AODV uses three messages, Route Requests (RREQ), Route Replies (RREP) and Route Error
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(RERR), which are received at any node via UDP. When a route toa destination is needed,

AODV broadcasts RREQ messages. A route can be determined when the destination itself

receives the RREQ or when an intermediate node has a valid route to the destination. The route

is available when the destination or the intermediate node unicasts a RREP back to the source

node. When a link breaks a RERR message is used. The RERR indicates which nodes are

no longer reachable. The AODV algorithm is simple, well working and totally distributed and

reactive. It is suitable for many network types and is not limited to any fixed infrastructure, low

load or number of nodes. For simulations in this thesis, the AODV protocol is used. However,

the functionality designed in this thesis is not limited to any particular routing protocol.
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Appendix C

Additional analyses and algorithms

C.1 Proof of Theorem 1 from Section 10.4

The following theorem and its proof are taken from [99], but can be found in any book about

elementary number theory.

Theorem 1 For every two integersa andb with a 6= 0 there are unique integersq andr with

b = qa + r and0 ≤ r < a.

Proof One only has to consider the casea > 0 because froma < 0 it follows that |a| =

−a > 0. So, leta bea > 0 andM := {b − na : n ∈ Z}. M contains natural numbers, because

in caseb ≥ 0, b is in M and in caseb < 0 it is b − ba = b(1 − a) ∈ N. Let r = b − qa

be the smallest natural number contained inM . Then it isb − (q + 1)a < b − qa = r, i.e.

b − (q + 1)a /∈ N and thereforer < a, so that altogether it is

b = qa + r and0 ≤ r < a.

If it is

b = q′a + r′ and0 < r′ < a,

it follows q + 1 ≤ q′ from q < q′, i.e.r′ = b − q′a ≤ b − (q + 1)a = b − qa − a = r − a < 0.

This is a contradiction. The caseq′ < q can be led to a contradiction in an analog way, so one

obtainsq = q′ andr = r′.
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C.2 Additional analysis to Section 10.4

In this section it is analyzed if the difference between the beginnings of two slots can be smaller

than the gcd of the periodicities. The measures used in this section are the same as in Section

10.4.

What if d
2 is also a natural number? Conclusively it is also a divider ofbothz1 andz2.

z1 = m1
d

2

z2 = m2
d

2

If we put this definition into Equation 10.13 we obtain the following.

|z1 − z2| = |m1
d

2
− m2

d

2
| = |m1 − m2| ·

d

2
(C.1)

But this doesnot mean that the smallest possible distance isd
2 ! The reason for this is thatm1

andm2 cannotbe arbitrary natural numbers. Not every number that can be divided by d
2 can

also be divided byd. As we assumed thatd is a divider of bothz1 andz2, m1 andm2 mustbe

multiples of 2, which leads to the same result as before.

z1 = m1
d

2
= 2n1

d

2

z2 = m2
d

2
= 2n2

d

2

⇒ |z1 − z2| = |2n1
d

2
− 2n2

d

2
| = |2n1 − 2n2| ·

d

2
= |n1 − n2| · d (C.2)

In other words the smallest possible difference betweenz1 andz2 larger than 0 must bed

because otherwised would not be a divider of one of the numbers. The next number larger than

z1 that can be divided byd is z1 + d. However, this only shows us that the smallestpossible

difference ofz1 andz2 is the gcdd.

C.3 The shifting algorithm

Algorithm 2 presents a shifting algorithm that a node shoulduse whenever it receives a request

for a new reservation path. If the slots of the newly requested reservation path fit together with

other potentially already existing reservations this algorithm returns 0. In case of overlapping

time slots this shifting algorithm returns either a suitable time shift so that all slots fit together
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without overlapping with one another or it returns -1 if sucha shift is not possible. The required

information to use this algorithm are the following.

p1, . . . , pn: The periodicities of the reservation paths this node knows about

pr: The periodicity of the requested reservation path

s1, . . . , sn: The slot lengths of the reservation paths this node knows about

sr: The slot length of the requested reservation path

gcdold: Thegreatest common dividerof the periodicitiesp1, . . . , pn

startTime: The point of time when the requested time slots starts

n: The number of reservation paths this node knows about
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Algorithm: Shifting algorithm

Input : p1 . . . pn, pr, s1 . . . sn, sr,GCDold,startTime,n
Result: Suitable time shift or -1

gcdnew = gcd(gcdold,pr)1

if sr +
∑n

i=1 si ≥ gcdnew then2

return -13

end
for i ∈ {1 . . . n} do4

Pi = pi,pr

gcd(pi,pr)5

end
checkTime=max(Pi . . . Pn)6

works=false7

t=startTime8

while !works && t-startTime¡gcdnew do9

works=true10

for t̃ = t; t̃ <startTime+checkTime;t̃+= pr do11

if slotStartlast + slast ≥ t̃ then12

t+=slotStartlast + slast − t̃13

works=false14

break15

end
if slotStartnext ≤ t + sr then16

t+=slotStartnext + snext − t̃17

works=false18

break19

end
end

end
if worksthen20

returnt−startTime21

else
return -122

end

Algorithm 2 : The shifting algorithm.
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First, the gcd of all periodicities including the requestedone is computed using Algorithm 1

from Section 10.4. The sum of all slot lengths including the requested one is then compared to

the newly computed gcd. The algorithm returns -1 if the sum isgreater than the gcd. If the sum

is smaller than the gcd the algorithm checks if the requestedslot fits together with the others at

the time it is requested (startTime). If it does not fit, the algorithm looks for a suitable place for

the requested slot during the period of time defined in 10.5.3. This time is called checkTime.

Further the algorithm uses the boolean variableworksand the time variablet. The boolean

variableworksis used to signal whether a suggested slot fits with the othersor not. For entering

thewhile loop it has to be set tofalse. The other condition is that the shifted time is smaller than

the gcd, because after gcd the slot schemes repeat themselves (see Section 10.4). The expression

t − startTime represents the shifted time. In the beginningt is set tostartTimewhich results in

a time shift of 0. At first it has to be checked whether the suggested slot fits together with the

others without any shift at all. After entering thewhile loop worksis set to true.

sr slast sr

sr snext snext sr

shift

slast

shift

a)

b)

Figure C.1: How the shifting algorithm shifts.

In the for loop it is tested whether the requested slot and all future slots of the requested

path that occur duringcheckTimefit together. For this another time variablet̃ is set tot and after

every execution of the loop body it is increased by the requested periodicitypr. The condition

for the execution is that̃t is less thanstartTime+checkTime. The firstif loop tests whether the

last slot that occurred before the slot that starts att̃ overlaps with it, i.e. if the end of that last

slot is greater thañt (the starting point of the requested slots or one of its future followers during

checkTime, as shown in Casea in Figure C.1). If these slots do overlap, a new point of time is

suggested where the requested slot could start. This point of time is right at the end of the slot it

overlaps with. In this case the variableworksis set tofalseand thefor loop is exited. The second

if loop tests whether the suggested slot (or one of its future followers) overlaps with the next slot

that occurs after̃t, i.e. the end of the requested slot is bigger than the beginning of the next slot,

as shown in Caseb in Figure C.1. If this is the case a new starting time for the requested slot is

suggested. Here it is set right at the end of the next slot. Again, worksis set tofalseand thefor

loop is exited.
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If the for loop is exited without any overlapping slots,works is still true, so the while loop

is exited, too. If the suggested shifted time is greater thangcd−sr thewhile loop is exited with

worksbeingfalse. If after exiting thewhile loop the variableworksis true, a suitable time shift

could be found so that no time slots do overlap. This time shift is returned as result. But ifworks

is false, this means than no suitable shift could be found, so-1 is returned as result.
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Appendix D

Additional figures to Section 10.3.2
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Figure D.1: Path 1:p1 = 30ms, s1 = 6.752ms, Path 2:p2 = 20ms, s2 = 4.192ms.
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Figure D.2: Path 1:p1 = 30ms, s1 = 6.752ms, Path 2:p2 = 20ms, s2 = 1.952ms.
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Figure D.3: Path 1:p1 = 40ms, s1 = 9ms, Path 2:p2 = 20ms, s2 = 4 ms.
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Figure D.4: Path 1:p1 = 40ms, s1 = 9.321ms, Path 2:p2 = 20ms, s2 = 1.952ms.
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Figure D.5: Path 1:p1 = 40ms, s1 = 9.321ms, Path 2:p2 = 30ms, s2 = 2.112ms.
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Figure D.6: Path 1:p1 = 30ms, s1 = 2.112ms, Path 2:p2 = 20ms, s2 = 1.952ms.
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Figure D.7: Path 1:p1 = 40ms, s1 = 2ms, Path 2:p2 = 20ms, s2 = 2 ms.
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Figure D.8: Path 1:p1 = 40ms, s1 = 2.272ms, Path 2:p2 = 30ms, s2 = 2.112ms.
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Figure D.9: Path 1:p1 = 40ms, s1 = 2.272ms, Path 2:p2 = 20ms, s2 = 4.192ms.
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Figure D.10: Path 1:p1 = 40ms, s1 = 2.272ms, Path 2:p2 = 30ms, s2 = 6.752ms.
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Appendix E

Additional protection features

This chapter presents some additional analysis and ideas for the protection of a reservation.

E.1 Jamming of conflicting transmission requests

DARE offers an additional feature where the RTS/CTS exchange is used to inform nodes non-

aware of a reservation that initiates a transmission to a node aware of a reservation. This has

proven to function well, see Section 8.3. More problematic is the scenario when a node starts

a transmission to a node which has no knowledge about the reservation; there are no means of

explicitly inform this node. Here an idea for how to handle other cases is presented.

When a node with information about a reservation overhears aconflicting reservation re-

quest or request for a non-real-time transmission, RTS or RTR, it can jam the reception of the

CTR/CTS. Figure E.1 shows a jamming scenario. A reserved transmission from node A to node

C exist. The grey area indicates where the send packet along this path can be read. Node D can

read information and has knowledge about the reservation. Node E has no reservation informa-

tion and starts a transmission to node F. Node D can jam the CTSthat node E should receive.

However, for every started conflicting transmission, a jamming is needed, which leads to

overhead; more nodes in the area that normally could transmit during a reserved time slot are

stopped as the jamming burst is widely spread. Also, it mightnot be possible for the nodes

aware of the reservation to jam – The jamming burst can interfere with the reservation. An

implementation of jamming functionality is presented in [63]
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Figure E.1: Jamming scenario.

E.2 Spatial re-usage

There are cases when a full two-hop protection is not needed and some simultaneous trans-

missions within the two-hop neighborhood can be allowed. The motivation is to increase the

a) spatial reuse, hence the overall bandwidth utilization and b) fairness for the non-real-time

transmissions that do occur in the network. Consider the simple node chain configuration in

Figure E.2 where nodeA, B andC are part of a reservation, nodeD has knowledge about the

reservation and nodeE andF have not. The circular lines marks the receive zone of every

node. First, let nodeA be the source and nodeC be the destination. If nodeE would be a

BA C D E
F

BBAA CC D E
F

Figure E.2: NodeA, B andC are part of a reservation. NodeD has knowledge about it, node
E andF have not.

receiver, that is nodeD overhears a CTS only, this transmission is allowed. It will not interfere

with the reception at nodeC. Respectively, If nodeE is a transmitter, nodeD must stop this

transmission.

Assume the direction of the reservation is switched to the opposite and nodeC is the source

and nodeA is the destination, nodeD would know about the reservation from hearing an RTR

or one DATA frame only. Here, if nodeE starts a transmission (nodeD overhears an RTS or

RTR), nodeD can allow this transmission. NodeB which is a receiver is on three hops from the
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transmitting nodeE. It all depends on which message nodeD has received reservation informa-

tion from and which new message nodeD overhears. All cases are shown in Table E.2. When a

Newly received/overheard Knowledge from existing reservations
1 RTR/DATA 2 RTR/DATA CTR/ACK

RTR allow not allow not allow
2 RTR not allow not allow not allow
CTR 2nd res. suffers 2nd res. suffers allow
RTS allow not allow not allow
CTS NRT suffers NRT suffers allow

node knows about a reservation from one RTR only, that is it ison the source side, several simul-

taneous transmissions can be allowed. On the end destination side, all new transmissions where

the node overhears a CTR (only) or a CTS can be allowed. All others must be stopped. Using

these rules in a jamming mechanism can increase the network performance and also fairness for

other non-reserved transmissions.
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