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Abstract

The scheduling decisions made by the scheduler in a packet-oriented network have a significant im-
pact on the network performance. By the use of cross-layer optimization techniques, the packet
scheduling process can be supported, such that system resources are allocated with respect to the
user’s current channel state and data requirements. In this paper, we present means to obtain opti-
mal scheduling decisions for a base-station scheduler of a packet-centric wireless OFDMA cell. We
study the influence of optimal decisions on the system’s throughput performance, while observing
the impact on signaling costs and complexity. Moreover, we derive two mechanisms that deliver sub-

optimal results based on relaxation and heuristics, and compare their performance to the optimal case.
1
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Chapter 1

Introduction

Applying dynamic resource allocation mechanisms to down-link transmissions of cellular OFDMA
(Orthogonal Frequency Division Multiple Access) systems has been shown to provide significant
capacity increases, simply by utilizing the given bandwidth more efficiently [1-3]. This is mainly due
to the fact that different sub-carriers of a broadband wireless system experience different attenuation
conditions, i.e. the system provides frequency diversity. In addition, as the attenuation of the (same)
sub-carriers for different terminals are statistically independent, multi-user diversity is present. This
has lead to the proposal of dynamic sub-carrier assignment schemes that adaptively distribute the
sub-carriers among all users.

In packet-oriented networks, these gains can be used in order to improve the performance of
packet schedulers that are located at the base-station of a wireless cell. Several algorithms have been
proposed to advance the scheduling decisions by exploiting the system’s diversities. Some well-
known among them are based on virtual clocks (VC), utility functions (UF), or general processor
sharing (GPS) [4-6]. However, there is a lack of algorithms that decide on a per-packet basis. All
algorithms mentioned above schedule bits per frame to adequate terminals, neglecting the sizes of
packets available for transmission. Depending on the system model, this might result in significant
capacity wastage [7], or fragmentation overhead. To avoid that, the packet-centric system-view has
been suggested. In a packet-centric system, packets are the smallest allocatable data unit that must
not be further divided. Thus, the allocated resources always have to be matched exactly to the packets
scheduled for transmission.

In this paper, we present a mathematical optimization framework that allows us to determine
optimal scheduling decisions in a packet-centric wireless OFDMA context. This general model can
be adjusted in order to comply with different scheduling goals and QoS requirements, determined by
the system administrator. However, as obtaining these optimal decisions is a very complex task, we
present means to obtain near-optimal decisions at low computational cost. Particularly, we present
a relaxation approach that delivers almost optimal decisions while staying in reasonable complexity
bounds. Throughput performance analysis, as well as signaling and complexity considerations are
provided and conclusions on optimal packet scheduling decisions are drawn. The remainder of this
paper is organized as follows: in the next Chapter we present our System Model. In Chapter 3 and
4 we present the optimization framework that yields optimal performance. We introduce the sub-
optimal mechanisms in Chapter 5 and compare optimal and sub-optimal performance results in terms
of throughput, signaling cost and complexity in Chapter 6. Finally, in Chapter 7 we conclude the

paper.
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Chapter 2

System Model

We consider a single cell of an OFDM based packet-centric cellular system according to [8] with ra-
dius r¢ep (cf. Figure 2.1). Within this cell, a base station coordinates all down-link data transmissions.
Apart from receiving acknowledgements, we do not consider the up-link any further. J terminals are
located within the cell. For each terminal, the base station features one FIFO (first-in-first-out) queue
for each terminal and QoS (quality-of-service) class. Hence, at any point in time each packet buffered
at the base station can be uniquely addressed by the triple {j, ¢, p}, where j is its destination terminal,

c is its QoS class, and p is its queueing position in the respective QoS queue. The packet’s size is
()

given by ¢; ., its momentary delay by T e

2.1 Physical Layer

The system under consideration uses OFDM as transmission scheme for down-link data transmission.
It features a total bandwidth of B [Hz| at center frequency f.. The given bandwidth is split into S
sub-carriers (with an equal bandwidth of B/S and an symbol length of T, each). Modulation type
and coding rate are selected by the base station’s adaptive modulation and coding unit. Prior to
the transmission of the time domain OFDM symbol, a cyclic prefix of length T}, is added as guard
interval. The maximum transmit power F; is equally split between the sub-carriers.

2.2 Wireless Channel Model

Terminals are uniformly distributed over the area of the cell. Each terminal’s instant SNR fyj(ts) varies

permanently due to reflecting and scattering objects within the cell that are moving with a speed up
t0 Umax. The SNR is given by:

(t)y2
e = @D

)

where p = P; /S denotes the transmission power per sub-carrier, hg.ts, denotes the adequate channel
gain and o2 denotes the noise power per sub-carrier.
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Figure 2.1: The system model consisting of a base station and a single cell.

2.3 Medium Access Control Layer

We consider a time-division-duplex (TDD) system. A consecutive up- and down-link frame pair
forms a so called transmission-time-interval (TTI) of duration 7. Dynamic OFDMA is applied
to the down-link transmissions, i.e. during each TTI the sub-carriers can be arbitrarily allocated to
the terminals. However, sub-carriers are grouped into N chunks (cf. Figure 2.2) and only chunks
can be assigned. In the frequency domain, a chunk consists of a well defined number of adjacent
sub-carriers ®g,1, such that sub-carrier gain conditions are strongly correlated within a chunk. Thus,
the same modulation type is applied to each of them. The number of consecutive OFDM symbols
belonging to one chunk @y, depends on the TTI (Pgyr, = Trrrr/ [2 % (Ty + T))).

Frequency (Sub-Carriel

Time (OFDM-Symbols)

Figure 2.2: Chunks consisting of 323 = 9 OFDM symbols.

The down-link SNR values per chunk are obtained at the base station by tracing the channel states
during the preceding up-link frame, exploiting the wireless channel’s reciprocity.

2.4 Involved Signaling Overhead

For each TTI terminals have to be informed about the dynamic chunk and modulation type assign-
ments. For this purpose, a contol channel is required. We do not specify the control channel any
further, but provide calculations of the load that has to be handled by the control channel.

The signaling information itself consists of the information which chunk has been assigned to
which terminal with which modulation type (the triple <CHUNK_ID,TERM_ID,MOD_ID>). As these
three parameters have to be addressed by binary identifiers, the signaling overhead obviously depends
on the total amount of terminals, chunks and modulation types. However, it is clear that the exact
binary load per TTI depends on the chosen representation of the signaling information.
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Basically, we assume a rather simple way to represent the signaling information, which is referred
to as fixed size signaling field (FSSF) approach (cf. [9]). For each chunk the current assignment is
conveyed via the control channel for each TTI. As each chunk is addressed, the chunk identifier
itself can be omitted. Instead, the position of the tuple <TERM_ID,MOD_ID>in the signaling bit-
stream indicates the chunk it refers to. There are N such assignments, leading to a load given by
N - ([logy (J)] + [logy (M)]) bit per TTI by the FSSF. However, this overhead can be compressed,
as is discussed in Chapter 6.3.
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Chapter 3

Optimal Packet Centric Scheduling

At the base station, the Scheduler is responsible of assigning chunks to the terminals and selecting the
packets to be transmitted during the next TTI. According to the packet centric perspective, packets
need to be scheduled and transmitted in one piece, whereas fragmentation on packet-level is not an
option (cf. [8]). Several scheduling policies are known, ranging from very simple (e.g. round robin)
to advanced adaptive (e.g. proportional fair) ones, where the term adaptive relates to the fact that the
scheduler’s decision is based on instant channel-state-(CSI) and/or queueing state information (QSI).

The choice of an adequate scheduling policy is crucial for the system’s performance. In order to
evaluate different scheduling approaches and find the most appropriate among them, the scheduling
problem can be transfered into a mathematical optimization problem that results in optimal schedul-
ing decisions. However, most formulations (e.g. [2, 5, 6]) do not result in actual packet assignments,
but deliver capacity allocations. In [7], a new optimization formulation was presented that matches
the capacity allocated to each terminal during TTI-frame ¢ to the size of its packets to be delivered,
and thus assures optimal capacity allocation in a packet centric context. This is done by maximizing
the sum over the sizes of all scheduled packets, while bounding the packets scheduled for each termi-
nal j to its allocated chunk capacity:

max Z [yj(tzp ' gj(fc)m} (3.1)
J,ep
NERUIED ol SRR o
n cp

where cj(-’tc)’p is the size of terminal j’s packet in queue c at position p, Xﬁ)l number of information
()

bits available for transmission on chunk n for terminal 7, Yjep is the packet-assignment variable at
time ¢:

O {0 if pkt no. p in j’s queue c is not scheduled
Jep T

1 if pkt no. p in j’s queue c is scheduled,
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(®)

and x; , is the chunk-assignment variable at time ¢:

j7n -

(t) 0 if chunk n is not allocated to terminal j,
20—
1 if chunk n is allocated to terminal j.

Since we consider each chunk to be assigned to at most one terminal at a time, and assume FIFO
queues, we need two more constraints in order to thoroughly transfer our system model into the math-
ematical representation:

Sal <1 vy (3.3)
j

=l Yie (p < #P) (3.4)

The optimization problem formulation consisting of goal (3.1) and its constraints (3.2)— (3.4)
belongs to the class of Mixed Integer Linear Programs (MILP). Solving the problem leads to the opti-
mal binary packet-scheduling and chunk assignments (y(.t) and 9:(.2) with respect to the optimization

J.ep s
objective (3.1).
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Chapter 4

QoS Constraints

Without any further constraints, the assignments obtained in Chapter 3 are optimal with respect to
the maximal cell throughput in a packet-centric system model. Such a raw throughput maximization
usually leads to fairness problems between different terminals. Also, no support for different QoS
classes is provided. By introducing additional constraints and priority weights, such better (with
respect to fairness and QoS) optimization objectives can be achieved.

Consider two different QoS-classes BE and TD. BE is a non- constrained best effort class, whereas
TD is a QoS class with strict delay requirements (timely delivery). In order to assure proportional fair
packet delivery among the terminals the objective in (3.1) can be modified to include each terminal’s

throughput \Ilgtll over the last k TTIs:

O
maxz y]cvp ;(ctm , 4.1)

While the objective in (4.1) features fairness between different terminals, it does not assure timely
TD packet delivery. In order to guaranty TD packet timeliness, an additional QoS constraint has to be
introduced:

(1 - ya(f)TD»p) ' <T%D,p * TTTI> <Trp Vj,p (4.2)
®)

where T, TDp is the momentary delay of j’s TD packet at position p and 77p is the maximum admitted
TD delay. If the delay of each TD packet should not only be bounded, but minimized for each
terminal, the TD packet delay 7'( ) has to be included in the optimization goal. In the following
formulation, a highly delayed TD packet has a higher weight than a less delayed packet, and is, thus,
more likely to be scheduled. This implies that older TD packets are scheduled first:

(t)
() . SBE, () (t)
maXZ YiBEp ]\I,()p+w YiTDp TiTDp| - (4.3)
j?p ],k’

Goal (4.3) maximizes proportional fair BE traffic, while minimizing the TD traffic delay. How-
ever, as maximizing the throughput usually conflicts with minimizing the delay, both partial goals in
(4.3) need to be decoupled by the scaling factor w. The higher w, the higher is the delay minimization
impact to the overall goal and vice versa. Note that w should be related to the maximum BE packet
size, as well as to the maximum TD delay in order to lie in a meaningful range.

Cf)pyrlghl at Technical University Berlin. All TKN-06-006 Page 8
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Chapter 5

Suboptimal Scheduling

Solving the MILPs introduced in Chapter 3 and 4 delivers the optimal binary chunk and packet
scheduling assignments according to the objectives (3.1), (4.1) or (4.3). However, solving these
problems to optimality needs far too much time and computational power, mainly due to the inte-
ger constraints on the assignment variables. Instead, sub-optimal scheduling algorithms are required
for the application in reality. In this paper, we present two such approaches: one based on relaxation
as well as a heuristic.

5.1 Relaxation Approach

A common approach in integer programming is to intially relax the integer constraints and solve
the corresponding linear program (LP). The advantage of the linear program is that it can be solved
quite fast to optimality. Thus, we replace y](fip and w( ) with yj( 2 p and x( ) which can take now
any real-valued number in [0; 1]. However, since we con51der exclusive chunk assignments and do
not admit fragmentation, the scheduler’s output needs to be binary. Thus, we need to derive integer-
valued y( 2 pand :L'g ) from the real-valued optimal LP results y( ) cp and x( ) This task is performed
by the Real To-Binary (RTB) algorithm . The RTB algorithm 1n1t1a11y con51ders all non-zero packet
assignments, ordered by QoS classes. These scheduled packets are then matched one by one to
chunks, if appropriate chunks are still available. Potentially, only chunks with a real-valued share of
0.5 or larger for a specific terminal can be used for packet transmission to this terminal. The formal
description of the algorithm is given in Algorithm 1, where 7, N, C,P are the sets of available

terminals, chunks, QoS-classes and queue-positions (determined by the queue sizes) respectively, #
() (®)

Sjo,c0,p0 Josmo
of bits (capacity) available on chunk ng for terminal jo, A/ () is the accumulated chunk capacity and

defines their cardinality, ¢ is the size of the considered packet, x the momentary number

S ;O) is the accumulated packet-size of terminal jo for the upcoming TTI. After this step, several (but
probably not all) packets are matched to chunks, while there might remain chunks which have not
been assigned yet. Then, the remaining chunks are distributed according to the algorithm given in
Algorithm 2.

All in all, the relaxation approach consists of three different parts: solving the corrsponding LP,
generating initial integer-valued packet- and chunk assignments from the real-valued LP solutions,
and finally redistributing non-allocated chunks. Note that the second and third step are quite simple

Cf)pyrlghl at Technical University Berlin. All TKN-06-006 Page 9
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algorithms, which have extremely low run times in practise. Complexity-wise, the largest share is
with solving the LP.

5.2 Heuristic Approach

Another way of obtaining integer-valued assignments is to derive a heuristic. The Chunk-Packet-
Matching (CPM) algorithm (Algorithm 3) first selects a terminal jy according to the rule defined in
algorithm Step 5. Then it searches jy’s queues for the next packet and, if successful, assigns the
necessary amount of chunks. The terminal assignment in Step 5 follows the maximize cell through-
put policy. However, as for the optimization goal in Chapter 3 other policies can be defined. E.g.
proportional throughput fairness can be achieved, by substituting Step 5 by:

. X
Jo = arg max( o)
ser ol

)

) (5.1)

where X(vj(t)) is terminal j’s average chunk capacity, which depends on its average chunk SNR 7]@.
In this case, at the end of each run (once each TTI) the accumulated throughput values need to be

updated accordingly:

t+1 t t t—k .
w = gl s sUP e g (5.2)

Note that - in contrast to the optimal MILP decisions - the order with which the QoS classes are
arranged in C has a major impact on the sub-optimal scheduling results. As lower indices in C are
preferred, the QoS classes have to be added to C in decreasing priority order. To further prioritize a
certain QoS class, the objective definition in Step 5 can be modified accordingly.

Copyright at Technical University Berlin. All TKN-06-006 Page 10
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(®)

1 Initialize: Vj,n,c,p: y; ., =0, xgtzl =0, Xj(t) = S;.” =0

2 for (jo € J) do

3 for (cy € C) do

4 for (po € P) do

5 if (7., ,, > 0) then

6 for (ng € V) do

ep /~ (1)
7 if (2, > 0.5) then
8 x(t) =1
Jo,no
9 N :=N\{ng}
(t) _ (1) (t)
10 on - on +onyn0
u (60 < 2050 then
t
N Viggoomo <:>1 (t)
t t t
13 Sjo = Sjo +<j0,co,po
end
end
end
end
end
end
end
Algorithm 1: The Real-To-Binary (RTB) algorithm,

Copyright at Technical University Berlin. All TKN-06-006 Page 1 l
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1 C,J,P,N, X; and S; are taken from RTB algortihm (Alg. 1).

2 for (cp € C)do
3 for (jo € J) do
4 for (po € P) do
5 if (5., ,, >0 && o' +£1)then
6 while (#N > 0) do
7 ng = )

o = arg max(x;, )

nenN
8 N Z:( )]\7 \ {TL()}
. ~(t
9 if (z;,,,, > 0.5) then
10 x(-t) =1
Jo,no
11 N := N\ {no}
t
12 Xj, = Xjy + XS‘O),nD
13 if (¢!, . < Xj, — Sj,) then
t
14 Yjo.copo = 1 ®
15 Sjo = Sjo + gjo,co,po
end
end
end
end
end
end
end

Algorithm 2: Remaining Chunk Distribution (RCD) algorithm.

Copyright at Technical University Berlin. All TKN-06-006 Page 12
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1 Initialize: Vj,n,c,p: yj(tzp =0, xgtv)l =0, /’\fj(t) = Sj(.t) =0

2 while (#N > 0) do
3 J =7
4 for (co € C) do
5 jo = arg max(xﬁl) VneN
jeJx ’
6 T =T\ {jo}
7 for (py € P) do
8 while (g%?cowo >0 && #N >0)do
9 ng = )
0 = arg max(xjo n)
neN ’
10 N =N\ {ng}
t _
" o 1<t> )
12 on = on +onﬁno
sp (1) t) (t)
13 if (S} o po < X)) — ;) then
. Yo o
15 Sjo = Sjo + Sjo,c05P0
16 break;
end
end
end
end
end

Algorithm 3: The Chunk-Packet-Matching (CPM) algorithm,

Copyright at Technical University Berlin. All
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Chapter 6

Performance Analysis

6.1 Simulation Model

The simulated system follows the model described in Chapter 2, exact parameter settings are given
in Table 6.1. As wireless channel model we assume the open space model of ETSI C [10] (o = 2.4,
shadowing variance of 5.8 dB, exponential power delay profile with a delay spread of Ao = 0.15,
Jakes power spectrum with vyax = 177). We consider the three proposed scheduling approaches: (i)
Optimal IP with respect to proportional fair objective (4.1) and the system and QoS constraints (3.2)—
(3.4) and (4.2) (cf. Chapters 3 and 4); (i1) Relaxation approach in combination with the RTB and RCD
algorithms (Algorithm 1 and 2), as well as (iii) Heuristic scheduling approach CPM (Algorithm 3)
presented in Chapter 5. We assume each terminal in the cell to receive two data streams: a delay
restricted VoIP stream and a best-effort FTP stream. VolIP packets arrive deterministicly according to
the VoIP inter-arrival time ATy,p. For the FTP down-load per terminal, we assume very large file
sizes such that each FTP queue always has packets to be conveyed (Table 6.1). The performance of
the three variants are studied for a varying cell radius and for a varying number of terminals in the
cell.

6.2 Throughput and Delay Results

The performance results in terms of average throughput per terminal and average VoIP delay per
packet are shown in Figure 6.1. From the graphs it can be stated that both sub-optimal approaches
do not reach optimal performance in any scenario. However, in the case of ten wireless terminals per
cell, the differences are rather small over all radiuses for both sub-optimal schemes. This changes for
cases of 50 or 100 wireless terminals in the cell. While the relaxation approach (LP+RTB+RCD) gets
closer to the optimum (especially for small radiuses), there is a significant decrease in performance
of the heuristic (CPM) approach (especially for radiuses greater than 700m, where it experiences
a decrease in throughput of up to almost 50%). This is mainly due to the fact that the multi-user
diversity increases with the number of users per cell and the cell radius. The CPM algorithm does not
benefit from the increased diversity as much as the MILP approach and its relaxed version do, and
thus is more susceptible to the increasing path loss per cell.

Regarding the delay results shown in Figure 6.1 it can be stated that for all three approaches the
average delay stays in reasonable bounds. First of all notice that the relaxation approach achieves
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Figure 6.1: Left side: average throughput per terminal for the 10(top), 50 (middle), and 100 (bottom)
terminals per cell scenario; right side: Average VolIP delay per packet for the 10, 50, and 100 terminals
per cell scenario.

almost an identical delay compared to the results of the optimal approach. In contrast, the heuristic
achieves significantly worse results. This is due to the fact that VoIP delay minimization is included in
the objective of the optimization problem formulation, while it is not included in the CPM algorithms’
terminal choice (Step 3 of the CPM algorithm). However, incorporating a better delay behavior in the
heuristic would lead to a worse behavior in terms of the FTP throughput.
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Parameter Value
Center Frequency fe 5 GHz
System Bandwidth B 20 MHz
Number of OFDM Sub-Carriers S 1536
TTI-frame duration TrT1 1,34 ms
Chunk (Down-Link) Duration Tehn 0,67 ms
OFDM-Symbol Duration TS 76.8 us
Guard-interval Duration T 6.95 us
Sub-Carriers per Chunk Doup 16
OFDM-Symbols per Chunk Dgym 8

Number of Chunks N 96

Prop Fair - Evaluated TTIs k J/2
Maximum Transmission Power FP; 1000mW
Number of Terminals J 10, 50, 100
Cell Radius Tcell 100m, 200m, ..., 1000m
Modulation Types Applied M 4 (BPSK, ..., 64-QAM)
Optimization Scaling Factor w 8.3e7
Simulated Down-Link Phases a1 1000

VoIP Packet Size SVoIP 36 Bytes
VoIP Data Rate per Terminal TVoIP 14.4 kBit/s
VoIP Interarrival-Time ATyorp 20 ms
VoIP Max. End-toEnd Delay TyolpP 150 ms
FTP Packet Size SFTP 500 Bytes

Table 6.1: OFDM system and data stream parameters.

6.3 Signaling Results

Using the FSSF signaling scheme (Chapter 2.4), the signaling overhead per TTI amounts to a fixed
number of bits (between 672 and 960 bits, depending on the number of terminals), as shown in Ta-
ble 6.2. This is a quite low number. However, the signaling overhead becomes more relevant if one
considers the coding requirements as well, which easily triples this number. Hence, any decrease
of the signaling information is of interest. In addition to the calculation of the overhead due to the
FSSF scheme, we have also compressed the FSSF signaling information per TTI and calculated the
resulting average overhead per frame. For this we have applied a compression scheme referred to as
BSTW [11]. In this scheme the base station and all terminals in the cell maintain a list of assignment
words (i.e. terminal and modulation combinations) and their (shorter binary) encodings. Newly oc-
curring words are added to the list at the top and have shorter encodings than words at the bottom.
The list ends at a point where the encodings theoretically would be longer than the original words.
Using this scheme, longer runs of identical assignments can be compressed efficiently. Also, the
scheme is quite simple to implement and does not require the transmission of a complete code-book,
as Lempel-Ziv does for example.

As can be seen from the results, the signaling overhead can be significantly reduced by compres-
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#Terminals Radius/m Raw MILP LP+RTB+RCD CPM

10 100 672 125 125 227
10 500 672 157 119 244
10 1000 672 184 119 236
100 100 960 222 230 367
100 500 960 225 213 344
100 1000 960 274 222 266

Table 6.2: Signaling overhead in bits/frame.

sion schemes. Note in particular that the different approaches now have a different overhead. While
the relaxation approach has the lowest overhead, the heuristic performs much worse. The IP opti-
mal solution performs between both sub-optimal approaches but is closer to the relaxation approach.
In general we observe that on average there is a smaller number of terminals per TTI scheduled in
the sub-optimal cases than in the optimal case, which has an impact on the throughput (exploiting
multi-user diversity) but also on the signaling overhead (higher overhead). Note that in the case of
compression, the error correction coding requirements are higher as a bit error in the compressed
signaling bit stream can lead to very negative effects at terminals.
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6.4 Complexity Observations

All simulation runs have been performed in Linux user-space on a standard Pentium 4-3.2Ghz dektop
machine. The MILP solutions have been obtained by the use of the commercial MILP solving soft-
ware Cplex. Depending on the MILP instance (where one instance stands for one TTI), it took several
minutes up to hours to obtain the optimal solution. To obtain the relaxed solutions, we used the free
LP-solving software Soplex' [12]. The run-time results given in Table 6.3 indicate that relaxation is

# Terminals Radius/m: 100 500 1000

10 0.050 0.044 0.070
50 0471 0.554 0.523
100 1.000 1.531 1.281

Table 6.3: LP solving run-times in seconds.

a promising candidate for real-world implementations. This is due to the fact that specialized hard-
and software can lead to a much faster execution — eventually achieving a deterministic run time of
about one TTI duration. The CPM algorithm complies with the system’s runtime constraints. Thus,
it is applicable with comparatively cheap system components.

!"The authors would like to thank R. Wunderling, T. Koch and the Zuse-Institute Berlin for making Soplex freely avail-
able for academic purposes.
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Chapter 7

Conclusions

Finding optimal scheduling decisions for the base-station scheduler of a packet-centric OFDMA cell
is a complex task. Adequate mathematical problem formulations belong to the group of np-hard
MILPs. Near optimal decisions can be obtained by relaxing the MILPs to LPs and using heuristics
to derive binary decisions. Alternatively, fully heuristic approaches can be formulated. In this paper
we have presented a general mathematical problem formulation that can be used to benchmark the
performance of sub-optimal scheduling approaches with different scheduling goals. We have used the
optimal scheduling results to compare a relaxation, as well as a fully heuristic approach we derived
from the optimal problem formulation. While the relaxation approach does not reach throughput opti-
mality in any case, it requires the least signaling information. Depending on the signaling information
code rate, this factor can balance the throughput shortcomings. The fully heuristic approach is worst
in throughput performance and signaling costs. However, the complexity observations show that only
the sub-optimal solutions are feasible for real-world implementations, where the relaxation approach
requires advanced hard- and software equipment.
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