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ABSTRACT

We just released an Open Source receiver that is able to
decode IEEE 802.11a/g/p Orthogonal Frequency Division
Multiplexing (OFDM) frames in software. This is the first
Software Defined Radio (SDR) based OFDM receiver sup-
porting channel bandwidths up to 20 MHz that is not relying
on additional FPGA code. Our receiver comprises all lay-
ers from the physical up to decoding the MAC packet and
extracting the payload of IEEE 802.11a/g/p frames. In our
demonstration, visitors can interact live with the receiver
while it is decoding frames that are sent over the air. The
impact of moving the antennas and changing the settings
are displayed live in time and frequency domain. Further-
more, the decoded frames are fed to Wireshark where the
WiFi traffic can be further investigated. It is possible to
access and visualize the data in every decoding step from the
raw samples, the autocorrelation used for frame detection,
the subcarriers before and after equalization, up to the de-
coded MAC packets. The receiver is completely Open Source
and represents one step towards experimental research with
SDRs.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network
Architecture and Design— Wireless communication; C.4.3
[Performance of Systems]: Measurement Techniques
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1. INTRODUCTION

Given the wide range of applications from IEEE 802.11
a/g/p to WIMAX and to LTE Advanced, Orthogonal Fre-
quency Division Multiplexing (OFDM) gained a lot of atten-
tion in the wireless networking community both in industry
and in academia. There are many new algorithms that have
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Overview of the demonstration setup.

Figure 1:
While the GNU Radio receiver is decoding WiFi
frames, visitors can interact with the setup by grab-
bing one of the dipole antennas, move them around,
and watch the impact live on the graphical outputs.

been proposed for frame detection, frequency offset correc-
tion, and channel estimation [2,4,7]. Furthermore, OFDM
and its applicability in different scenarios and channels has
been studied analytically and by means of simulation [4,5].

Yet, the possibility to conduct experimental research in
this field is extremely limited. In particular, we’d like to
mention the custom radio prototypes [9], which are usually
based on Field-Programmable Gate Arrays (FPGAs), i.e.,
rather complex and inflexible.

Even though this approach offers high performance, in-
vestigations typically have to focus on small parts of the
receive chain, as an implementation of the complete trans-
ceiver, together with the design of the hardware platform,
incurs substantial effort. Furthermore, the code for custom
devices can neither be reused nor verified, nor can results be
reproduced by other researchers.

Matt Ettus, the developer of the USRP series of devices,
supplies an initial GNU Radio OFDM receiver using maxi-
mum likelihood estimation [8] and pseudonoise (PN) sequence
correlation [6] that did, however, not provide the required
bandwidth for WiFi.

To overcome current limitations, we developed a complete
OFDM receiver based on GNU Radio and fitted for opera-
tion on an Ettus USRP N210. This is, to the best of our
knowledge, the first prototype of such a Software Defined Ra-
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Figure 2: Overview of the blocks comprising the OFDM receiver in GNU Radio Companion.

dio (SDR) based OFDM receiver supporting all typical WiFi
variants and channel bandwidths up to 20 MHz. Its counter
part, the corresponding GNU Radio-based WiFi transmitter,
is also already published by Fuxjager et al. [3].

2. OUR GNU Radio OFDM RECEIVER

As illustrated in Figure 2 the structure of the OFDM
receiver is completely exposed to GNU Radio Companion, a
graphical tool to setup and configure signal processing flow
graphs. The receiver is divided into two functional parts:
The first part, depicted in the top half, is responsible for
frame detection. The second part, shown in the bottom half,
is responsible for decoding the frame. More technical details
on the implementation can be found in [1].

We already performed several interoperability tests and
verified that the receiver is compatible with off-the-shelf
hardware. Table 1 summarizes the results from interoper-
ability tests using different IEEE 802.11a/g/p transmitters
conducted in our testbed.

The objective of this demo is to highlight the very straight-
forward use of the OFDM receiver. In our opinion, the usage
is eased by the modularity of the receiver where each of
the functional blocks depicted in Figure 2 is responsible for

NIC Standard  Bandwidth

MacBook Pro 802.11a/g 20 MHz v
Intel Ultimate-N 6300 802.11a/g 20 MHz v
Air Live X.USB 802.11a/g 20 MHz v
Cohda MK2 802.11p 10 MHz v
Unex DCMA-86P2  802.11a/p 10/20MHz V'

Table 1: Selection of WiFi and IEEE 802.11p devices
we verified to be interoperable with the receiver.
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a very specific task. Furthermore, this modularity also of-
fers the possibility to compare different receive algorithm by
reimplementing one block with an alternate algorithm and
compare the alternative implementations directly by means
of simulations with captured input traces or with over the air
measurements. Finally, given the possibility to reconfigure
the receiver live while it is running, one can also get a feeling
for how different parameters impact the performance of the
receiver.

3. DEMONSTRATION SETUP

The setup of the demo is depicted in Figure 1. We can
see an Ettus USRP N210 connected to a desktop PC. The
second device, which acts as sender, uses an off-the-shelf
IEEE 802.11a/g/p Unex DCMA-86P2 WiFi card.

In order to demonstrate the capabilities of the OFDM
receiver, we extended it with various graphical outputs that
visualize every step of the decoding process. More precisely,
we plot the raw complex base band signal as acquired from
the SDR in time domain on the top right position in Figure 3.
This plot shows the raw input data the receiver is on which
the receiver is operating on.

Furthermore, we can visualize the autocorrelation of the
incoming sample stream. The autocorrelation of the input
samples is relevant for the receiver since it is used to recog-
nize the repeating pattern of the short preamble, which is
used by the frame detection algorithm to trigger subsequent
decoding operations. This visual output is particularly help-
ful to find a robust configuration that offers a good trade-off
between missing frames and triggering the decoding process
just by chance. Even though papers propose certain numeric
thresholds for these algorithms we found this indeed helpful,
since according to our experience with real hardware and its
imperfections these thresholds do not always work too well.

Moving into the frequency domain, we show a constel-
lation plot of the subcarrier symbols after compensation



of channel induced phase rotations. A typical screenshot
of such a constellation plot is depicted in Figure 3. The
QPSK-modulated symbols and the deviation from the ideal
positions can clearly be seen. This plot supports an intuitive
estimation of receiver performance, channel quality, and bit
error rates.

While the constellation plot shows that we manage to
equalize the subcarriers reasonably well, we still did not
show that we manage to decode the actual payload. For that
reason, we output all frames in the PCAP format, which is
the de-facto standard for packet capturing and is understood
by all network monitoring software. Following Linux, we
prepend each frame with a Radiotap header!, which allows
us to annotate frames with further metadata like encoding,
bandwidth, channel, and so on. With the help of a Linux
pipe, we connect Wireshark directly to the receiver and are
able to monitor the traffic live.

In addition to that, we implemented the required blocks
to connect the receiver with the Linux network stack. This
is done by removing the WiFi MAC header and replacing it
with an Ethernet header and feeding the decoded packet into
a TUN/TAP interface.? Note that one could also capture
packets from that virtual interface, but without a Radiotap
header we would lose the possibility to annotate frames with
metadata.

On the sending side we use a MiniPC built using standard
PC components, which is additionally equipped with a Unex
DCMA-86P2 WiFi card. This card is based on an Atheros
chipset and with minor modifications of the Linux kernel
(i-e., removing regulatory domain restrictions), we can use
this card to send IEEE 802.11a/g/p frames. More precisely,
we can set the channel bandwidth to 10 MHz and 20 MHz
and also utilize frequencies at around 5.9 GHz that are dedi-
cated to Intelligent Transportation System (ITS). By setting
up static routing and ARP entries on the MiniPC, we can
establish a unidirectional communication between the WiFi
card and the SDR.

In order to make the demo more interactive for visitors, we
connect two large dipole antennas with a pretty long cable to
both devices. This way, visitors can grab the antennas and
move them around, while watching the impact on the receiver.
The constellation plot of the symbols on the different carriers
shows very clearly the impact of different antenna placements.

4. REQUIREMENTS FOR THE DEMO

Our equipment consists of a MiniPC from which we send
the WiFi frames and a desktop PC where the OFDM re-
ceiver is running on. In order to provide the visitors a clear
presentation of the live graphs, we connect a screen or a
small projector to the desktop PC. In total, we need 4 power
plugs (2 PCs, SDR and screen). We do not require much
space, a normal table is large enough for the setup. It would
be nice if we could pin a poster beside the booth, as this aids
to give more detailed explanations of the receiver structure.

Accompanying this demo paper, we made a video that
shows the demonstration setup and in particular how visitors
can interact. The video, a list of related publications, and
all software can be found on our website.?

"http://www.radiotap.org

“https://www.kernel.org/doc/Documentation/
networking/tuntap.txt

3http://www.ccs-labs.org/software/gr-ieee802-11/
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Figure 3: Screenshot of the live visualizations while
the receiver is running: Packets in Wireshark (left),
time domain signal (right), and constellation plot of
(here) QPSK-modulated symbols (bottom right).
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