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Abstract—Energy-efficient communication technologies are a key enabler for many IoT applications. Many existing communication
protocols are based on duty-cycling techniques, that have an inherent tradeoff between delay and energy consumption. In the field of
sensor networks, wake-up receivers have been investigated to overcome these problems and to further reduce energy consumption.
We now go one step further and investigate the use of wake-up receivers in combination with IEEE 802.11 WLAN. We extend the
protocol used to communicate between the access point and the client to introduce a wake-up signal. This can be implemented in a
way that is fully compatible with existing WLAN standards, thus, it can be deployed gradually with little effort and no need to change
existing systems. As a proof of concept and to perform first lab experiments, we developed a hardware prototype using a selective
wake-up receiver and off-the-shelf USB-WLAN dongles. All experimental results are verified using an analytical model and a detailed
simulation study. We show that our wake-up WLAN can provide connectivity for low-power devices with low delays and low energy
consumption at the same time.
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1 INTRODUCTION

Energy efficient communication has long been a main con-
cern in the field of wireless sensor networks (WSNs), where
the energy budget is one of the main limiting factors.
With recent advantages in miniaturization and the reduced
energy consumption of communication hardware, new ap-
plications for distributed sensing and communication have
evolved. The trend of connecting more and more devices
to the internet is known as the internet of things (IoT) [1].
Here, energy efficient communication is similarly crucial as
many devices are powered by battery [2].

Many solutions that have been proposed to mitigate
wasting energy caused by idle listening and overhearing
are based on duty-cycling and low-power listening [3].
The core idea is that the main transceiver can be powered
off periodically to save energy; it is only powered back
on for short periods of time for possible communication
attempts. This has proven to substantially save energy but
it requires either tight synchronization between the nodes
or rather long preamble phases, which adds additional
communication overhead to the system. Obviously, for a
successful transmission, receiver and transmitter have to
be in an active state at the same time. Thus, an inherent
tradeoff between delay and energy consumption can be
observed: longer inactive times reduce the required energy
but increase the delay as nodes have to wait longer for the
next active period. A shorter duty cycle would reduce these
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waiting times but increase the power consumption as nodes
have to enable their receiver more often.

Because of these shortcomings, a new technology usually
called wake-up receivers (WuRxs) has been investigated in
the past years. The core idea is to add an additional radio
receiver that has a low data rate but also a very low power
consumption [4]. Because of this, the WuRx can be turned
on all the time, even if the node is in its inactive state. For a
successful transmission, a sending node now does not have
to wait for other nodes to wake up and to enable their
main transceiver. Instead, a special wake-up signal is sent
to the WuRx. Upon reception of this signal, the receiving
node can wake up (change to active state), power on its
transceiver, and normal communication over the main radio
can commence. As no synchronization is required between
nodes, the communication protocols can be much simpler
and unnecessary overhead is prevented. Also, the delays
can be greatly reduced because the intended receiver can
directly be woken up.

The power saving modes defined in IEEE 802.11 wireless
LAN (WLAN) are also based on duty-cycling [5]. If a station
(STA) wants to go to power save mode and turn off the
transceiver, it notifies the access point (AP), which then
starts buffering incoming packets for the STA. If new pack-
ets arrive and are being buffered, the access point indicates
this in a special field that is sent with the periodic beacons.
The station periodically wakes up to receive these beacons.
If the beacon indicates the availability of new data, it can
request the packets from the AP. Unfortunately, the same
drawbacks as with general duty-cycling protocols apply to
WLAN, too.

Thus, it seems reasonable to investigate whether wake-
up receivers can also be used here. The main difference to
wake-up radios in WSNs is that we are now dealing with a
star topology (multiple STAs connected to one AP) and the
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network load is much more heterogeneous (high definition
(HD) video streams as well as low rate sensor readings).
In order to integrate wake-up concepts with WLAN, we
slightly extend the WLAN protocol used to communicate
between the AP and the WLAN client to introduce a wake-
up sequence. Whenever the AP has data to send to the STA,
it can send such a wake-up sequence to immediately inform
the STA without having to wait for its next active period.
We implemented this protocol change in a way that is fully
compatible with existing WLAN standards. Our technology
can thus be deployed gradually with little effort and no need
to change existing systems.

In order to experiment with the system, to explore
practical use cases, and to perform first measurements, we
developed a hardware prototype using a selective wake-up
receiver and off-the-shelf USB-WLAN dongles and adapted
the kernel driver to support the new power saving mode.
The hardware is based on a WuRx we developed for a sensor
networking application [6]. We also created an analytical
model as well as a simulation model to verify our measure-
ment results.

Our main contributions can be summarized as follows:
1) We present a WuRx-enabled WLAN system that can

bridge the gap between low power IoT devices and
high performance WLAN devices,

2) we build a prototype using commodity hardware that
shows the feasibility of our approach and ensures
the correct parametrization of our detailed simulation
model, and

3) we provide a thorough performance evaluation that
shows the advantages in terms of energy consumption,
delay and buffering behavior in comparison to the
standard energy saving concept in the current standard.

The remainder of the paper is structured as follows. In
Section 2, we discuss related work in the realm of IEEE
802.11 power saving technologies and the current research
about WuRx. In Section 3, we present the architecture of
our prototype and the simulation model. In Section 4, we
discuss the results from our hardware measurements and
simulations. In Section 5, we show how the new protocol
behaves in a complex scenario with multiple wireless nodes.
We conclude our findings and outline possible future work
in Section 6.

2 RELATED WORK

2.1 Power Saving for WLAN

Power saving techniques for WLAN have mainly focused
on reducing the energy consumption of the mobile STAs,
since, in contrast to the AP, they are usually not connected
to a permanent power source but are powered by a capacity-
limited battery. We therefore focus on techniques that aim
to save energy at the STA, e.g., the IoT device. Even though
during the design of IEEE 802.11 energy consumption was
not the main optimization criterion, the initial standard
already includes a native power saving scheme [5]. This has
been extended in the IEEE 802.11e amendment to better suit
the requirements for real-time applications by integrating
means for quality of service (QoS). We describe these algo-
rithms in more detail in Section 3.1.

An overview about different aspects of the energy con-
sumption of WLAN is given in [7]. The authors show the
source of unnecessary energy consumption for different
access schemes in the standard and list different proposed
solutions to reduce the energy consumption. In [8], the
authors analyze the interaction between power save modes
and the QoS mechanisms. They conclude that the beacon
interval significantly affects the downlink delay and the
required energy. Another finding is that the normal power
save mode using polling to receive buffered frames has a
negative impact on the achievable data throughput. This
inherit tradeoff between performance and power saving
is well known and has already been described in 1998
when WLAN was rather new. For example, in [9], the
influence of beacon interval and announcement traffic in-
dication message (ATIM) window size for ad-hoc networks
are discussed. An interesting finding is that in such ad-hoc
scenarios, higher beacon rates can actually reduce the en-
ergy consumption when the network load increases because
it reduces the probability of collisions.

Even though the tradeoff between performance and
energy consumption cannot be circumvented with current
duty-cycling based systems, there is certainly room for
improvement. One possibility is making the awake/sleep
pattern more dynamic. In [10], the authors propose a way
of improving the energy saving technique in WLANs that
use an independent basic service set (IBSS) (ad-hoc mode).
Here, each node could receive data from all other nodes,
which is why the signaling of new data via beacons is
not possible. Instead each node stays awake for an ATIM
window during which each node can announce pending
packets. The authors of [10] suggest a way of estimating
the current network load and adapt the size of the ATIM
window accordingly. This can greatly reduce the time dur-
ing which nodes have to stay awake and, therefore, reduce
overall power consumption. A similar approach is used in
[11], where the authors present an algorithm to dynamically
adjust the power saving mechanisms depending on the QoS
requirements. With such adaptive approaches, the energy
saving vs. performance tradeoff can be adjusted.

An important observation when analyzing the main
sources of energy consumption is that the distributed chan-
nel access scheme used in the standard is very inefficient
in terms of energy comsumption. This is due to the fact
that this scheme relies on channel sensing by the STAs,
which is basically idle listening and overhearing. In [12],
an optimization of the channel access scheme is proposed.
The authors suggest to keep the STA’s radio in sleep mode
during the backoff period of the distributed coordination
function (DCF) instead of listening to the channel the whole
time. This can reduce the energy consumption by 28–80 %
depending on the higher layer protocols and the load con-
dition in the network. A different approach to reduce the
time spent sensing the channel is proposed in [13]. Here,
the idea is to reduce the energy required for channel access
by letting the AP announce a fixed schedule for the STAs,
basically extending the contention free period and, thus,
reducing overhearing.

The same idea of reducing the energy used for idle lis-
tening and overhearing can also be applied at a smaller time
scale. In [14] and [15], the authors propose to put the STA



3

into sleep mode if it receives data not intended for it. Instead
of receiving and decoding a complete packet and then check
if the STA is the intended recipient, a STA can decode the
header that contains the receiver’s MAC address and the
length of the packet. If the packet is not intended for the
node, it can update its network allocation vector (NAV) that
indicates how long the medium will be busy and go to sleep
immediately. In [16], the authors propose a power saving
technique similar to the one presented in this paper. To
reduce the energy consumption of idle listening the authors
propose to reduce the sampling clock rate of the radio. In
order to successfully detect a packet in this downclocked
mode a special preamble is added to each 802.11 frame that
also includes addressing information. While in this paper
we propose a dedicated wake-up receiver to wake up a node
using a radio signal, the idea in [16] is to use the normal
radio chip to detect a packet during idle listening.

2.2 Wake-up Receiver
A field where power consumption has always been a main
research focus are wireless sensor networks. The usual way
of saving energy has been duty-cycling which has evolved
a lot over time [3]. To circumvent the problems with such
protocols, wake-up receivers have been introduced [17]. A
very thorough overview of the current state of research
can be found in [18]. In [4], a comparison between duty-
cycling protocols and a WuRx-based approach is presented.
The WuRx-based protocol shows significantly lower power
consumption and a better performance in terms of delay. In
[6], [19], we presented a selective WuRx solution that out-
performs other wake-up systems by avoiding false wake-
ups, i.e., sending node or group-specific wake-up signals.
We further combined the system with a duty-cycle to pe-
riodically re-charge a capacitor from a tiny battery in very
energy constraint application environments [20].

Since wake-up receivers have proven to be very effec-
tive for low-power communication, many ideas came up
to apply this technology to other realms as well. In [21],
the authors suggest to use a wake-up receiver for IEEE
802.11 WLAN. In particular, they propose to use it for low-
energy carrier sensing. During the contention period of the
carrier-sense multiple access (CSMA) algorithm each node
listens on the channel to detect ongoing transmissions. This
is basically idle listening which requires energy and can
also be implemented using wake-up concepts. In contrast,
we investigate the use of a WuRx to completely wake up
the STA with an external signal, not just for the channel
access period. One main requirement for this to work is
that the WuRx has to have a sensitivity as good as the
high-power WLAN receiver, which is typically not the case
for many proposed wake-up receivers. Recently, however,
an IEEE 802.11 compliant chip has been presented that
achieves a sensitivity of −72 dBm at a power consumption
of 95 µW [22]. When multiple nodes should be woken up
and transmit data to the AP the energy required for channel
access and the delay for sending unicast wake-up signals
can significantly reduce the performance of a wake-up based
system. Therefore in [23] the authors analyze protocol op-
tions for wake-up based WLAN utilizing the multi user or-
thogonal frequency division multiple access (MU OFDMA)
capabilities of modern IEEE 802.11ax WLAN.

Another relevant research topic is the transmission of the
wake-up signal itself. While WLAN typically uses a broad-
band Orthogonal frequency-division multiplexing (OFDM)
modulation scheme, which requires complex receivers and
signal processing, wake-up signals use simple modulation
techniques like on-off keying (OOK) that can be decoded
with a much simpler receiver. In order to send such an OOK-
signal one can add an additional transmitter as we did for
our experiments. Using cross-technology communication
concepts [24], it is, however, possible to use a legacy IEEE
802.11 transceiver in a way that the transmitted signal is
detected as a valid wake-up signal by a wake-up receiver.
In [25], a simulation model for a 250 kbit/s wake-up trans-
mitter (WuTx) is presented that uses a legacy IEEE 802.11
transmitter to send out an OOK-like signal. In this paper,
we focus on the reception of the wake-up signal rather than
the specific sending hardware.

Currently, an IEEE work group (TGba) is discussing a
new amendment to the IEEE 802.11 standard, which pro-
poses to use wake-up receivers for a new low-power WLAN
mode [26]. While the standard is still in a draft stage and not
all details are set and differ from our prototype, the main
findings are applicable to this upcoming standard.

3 SYSTEM ARCHITECTURE

In this section, we first revisit the normal power saving
mode as described in the IEEE 802.11 standard and explain
how it is implemented in the Linux kernel. We then describe
the architecture of our proposed system as well as the
hardware prototype.

3.1 Power Saving in IEEE 802.11

The normal power save mode defined in the IEEE 802.11
standard [5] is based on a duty cycling technique. We focus
here on the infrastructure basic service set mode, where
multiple STAs are connected to one AP (the concept of
wake-up receivers could, however, also be extended to work
in ad-hoc IBSS mode). In this mode, the AP will always be
powered on and power saving only happens on the mobile
STA.

Each MAC frame header contains a frame control field,
which is used to provide general information about the
frame such as version, type, and subtype of the frame, as
well as the power management flag and the more data flag.
The power management flag is used by a STA to notify an
AP about going to sleep or leaving the power save mode.

The standard defines two power states for a STA in a
basic service set (BSS) network. The first one is called Awake
in which the STA is fully powered, the second one is called
Doze in which it consumes low power but is also not able
to transmit or receive any data. To keep the STA in sync
with the network, the STA has to inform the AP that it
will enter sleep mode. This is done by sending a so called
Null frame. A Null frame is a data frame without any data.
Its purpose is to carry the power save (PS) flag which is
included within the control field of the MAC frame. After
the acknowledgment of this packet by the AP, the STA is
allowed to enter doze mode. Any traffic which is addressed
to the sleeping STA is now buffered by the AP. Figure 1
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Fig. 2. Packet exchange using the WuRx system. Instead of waiting for the next Beacon, the STA is woken up immediately. The dashed line indicates
that the main transceiver is in sleep mode.

visualizes this protocol. The solid line indicates that the STA
is awake, the dashed line indicates that it is in power save
mode.

To announce any buffered unicast traffic to a sleeping
STA, the AP appends a so called traffic indication map (TIM)
to the beacons which are sent out regularly. The TIM is a
partial virtual bit map that signals for which of the sleeping
STAs the AP has new data buffered. In order to receive this
information, a STA has to wake up regularly to receive the
beacons. The beacon interval therefore has a huge influence
on the behavior and the performance of the system. If a
STA detects the availability of new data at the AP, it sends
PS-Poll frames to release one frame after another. To make
sure that the STA can release every buffered packet, the AP
sets the more data bit if there are still packets in the buffer,
otherwise it will be unset and the STA may go to sleep again.

To handle multicast/broadcast traffic, the standard in-
troduces the delivery traffic indication map (DTIM). This
DTIM is included in a subset of the beacons which are sent
regularly by the AP. To be aware when the next DTIM ar-
rives, each beacon also carries the DTIM count and interval.
All sleeping STAs should at least wake-up for those DTIMs
to receive buffered multicast/broadcast traffic afterwards.

In the Linux implementation within the Software-MAC
framework mac80211, the requesting of new data can be
handled in a slightly different way. If the STA wants to
receive the new data from the AP, it can leave power save
mode by sending a Null frame with the power mode flag
disabled. The AP can then send all available frames at once,
without the need of requesting every single frame with a
PS-Poll. This prevents the degradation in throughput when
using the polling mechanism [8].

In IEEE 802.11e, additional power saving modes were
introduced to reduce the latency for QoS transmissions. This
is achieved by introducing two different automatic power

save delivery (APSD) modes. In unscheduled automatic
power save delivery (U-APSD) mode the AP does not have
to wait until a station requests new data via a PS-Poll packet.
Instead, if the AP receives a data packet from the STA, it
directly delivers buffered packets assuming the STA must
be in active mode if it is sending data. This makes sense
for delay-sensitive, highly regular and bidirectional traffic
like voice data, where data is sent and received in a regular
pattern. For other QoS services, where the inter-arrival time
of new data is known in advance, the wake-up times can
be scheduled accordingly without the need of signaling
via beacons. This power saving mode is called scheduled
automatic power save delivery (S-APSD).

These two modes drastically decrease the delay in com-
parison to native power save mode and are therefore crucial
for timing sensitive applications [27]. They are, however,
only useful if either there is bidirectional traffic (U-APSD) or
the timing of arriving data is known in advance (S-APSD).
For sporadic and irregular traffic patterns like in IoT sce-
narios (a STA is in sleep mode and gets a request at an
unknown time), none of the existing power saving modes
provide a solution that combines low power consumption
and low delay.

An asynchronous wake-up based system as proposed in
the IEEE 802.11ba standard [26] and in this work can over-
come these shortcomings and provide low power operation
for a wide range of application scenarios without a complex
choice of system parameters like power save mode, beacon
interval, and QoS configuration. It is therefore suitable for
irregular traffic for low-power IoT devices, regular low-
throughput traffic with low delay requirements like voice
data as well as high throughput applications like video
streaming as we shall demonstrate in the following.
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3.2 Wake-Up Enabled WLAN

As discussed before, duty-cycling protocols have some in-
herent drawbacks that can be solved with the use of wake-
up receivers. We therefore developed a system, that extends
a regular WLAN-system using an AP and STAs with a
wake-up transmitter and a wake-up receiver. When a station
now enters power save mode, it will follow a slightly differ-
ent communication protocol that is visualized in Figure 2.
Just like in normal power save mode, the STA will inform
the AP about the state change by sending a Null frame.
After confirmation from the AP the STA can then turn off the
main transceiver to save energy. If now a packet for this STA
arrives at the AP it will also buffer the packet. But instead of
signaling the arrival of new data via a beacon frame, the AP
now sends out a wake-up signal to wake up the STA. Upon
reception of this signal, the STA can then turn on its receiver
and either poll the new data packet or return to normal
mode to receive the incoming data. With this scheme, the
STA does not have to wake up for the beacons in order to
learn about new data at the AP, which can save a lot of
energy as shown in Section 4.3.

One main assumption for this scheme to work is, that the
sensitivity of the wake-up receiver is equal to the one of the
main IEEE 802.11 receiver. While such wake-up receivers are
currently not available yet, research made a lot of progress
in the last years (i.e. in [22]) and this assumption will be
feasible in the near future. As we had to rely on available
hardware our prototype is based on a wake-up receiver
implementation from previous work in the field of WSN
[6]. We therefore use a multiband solution for our prototype
where the wake-up signal is sent on a different frequency
band than the data signal. In Section 5, however, we use an
adapted simulation model with a single band solution to
show that the results are also valid in such a scenario.

3.3 Hardware Prototype

To investigate the applicability of wake-up receivers for
our new WLAN power-saving mode, we build a proto-
type using off the shelf hardware. The general architecture
overview is depicted in Figure 3. We extended normal
WLAN hardware with additional WuRx hardware to im-
plement the new power-saving scheme and modified the
firmware and drivers accordingly.

On the access point side, we used a USB WLAN dongle
(Netgear WNDA3200) with an Atheros ath9k-based chipset

Access Point

Station

Wake-up Sender

Wake-up Receiver

Fig. 4. Hardware prototype consisting of two WLAN dongles and a wake-
up sender and receiver.

and a computer running hostapd to provide access point
functionality. This setup allows us to use the built-in power
save provided by the mac80211 implementation described
in Section 3.1. Additionally, we connected a circuit to send
a wake-up signal. This wake-up transmitter consists of an
ESP32 microcontroller and a cheap 868 MHz transmitter
(HPD8407F-868S) that can send out a wake-up signal in-
cluding the address that the AP transfers through the serial
connection.

On the STA side, we used the same USB dongle and a
computer running Linux to connect to the wireless network.
This USB dongle is connected to a WuRx which consists of
an AS3933 wake-up receiver and a microcontroller (MSP430-
G2452IN20). The AS3933 wake-up receiver is actually de-
signed for low frequency (LF) applications, which is why
its antenna input is connected to an envelop detector as
described in more detail in [6].

This also means that the transmission of the wake-up
signal in our prototype takes longer than suggested in the
current IEEE 802.11ba draft as the AS3933 wake-up receiver
can only support data rates up to 4 kbit/s, while the stan-
dard defines data rates up to 250 kbit/s [26]. The complete
hardware prototype with the AP and STA components is
shown in Figure 4.

If the STA is associated with the AP and is assigned an
association id (AID), it configures the WuRx to listen to this
AID. The STA can now go into sleep mode. If the AP re-
ceives new data, it can send a wake-up signal containing the
stations AID. The WuRx receives this signal and generates
an interrupt via one of the USB dongles general purpose
input/output (GPIO) pins thus waking up the STA. This
interrupt is detected by the firmware running on the AR7010
chip and is then signaled to the driver at the host PC. After
the STA is woken up, it can signal this to the AP following
the procedure of the native power save mode by sending a
PS-Poll frame or – as in our case – by sending a Null-frame
with the power mode flag disabled.

3.4 Prototype Validation
To verify the system, an oscilloscope was attached to four
measurement points: (1) the universal asynchronous re-
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ceiver transmitter (UART) communication from the AP to
the WuRx transmitter, (2) the signal generated by the ESP32,
(3) the GPIO which carries the wake-up signal from the
WuRx receiver to the STA WLAN adapter, and finally (4)
a shunt resistor to measure the current consumption of the
STA. We then set the STA into power save mode with the
new wake-up receiving protocol enabled. Afterwards, one
unicast UDP packet was sent from the AP side to the STA
side.

Figure 5 shows the behavior of the system:

1) After receiving a packet (via Ethernet or from an other
STA in a multi node scenario), the AP adapter sends
the AID of the intended receiving STA via UART to the
WuRx-Transmitter (labeled ‘UART in V’).

2) The ESP32 generates the signal accordingly, which
is applied to the 868 MHz OOK transmitter (labeled
‘Wake-up Signal in V’).

3) After the WuRx receives the signal with the address, it
toggles its wake-up output (at t = 6.5ms) and wakes up
the STA (labeled ‘Interrupt in V’). The ramp afterwards
is caused by an RC-Timer that resets the WuRx circuit.

4) The STA enables its WLAN transceiver which results in
an increase in power consumption (labeled ‘Current in
mA’).

From the measurements of our prototype, we extracted
crucial parameters that we then used to configure our ana-
lytical model and the simulation accordingly. These param-
eters that include the power consumption in different states
of the system as well as timing information can be found in
Table 1.

The USB dongle’s power consumption includes the
power for the USB controller as well as the power required
for the actual WLAN-chip. As we are here only interested
in the latter, we first measured a base consumption of the
dongle when it is connected to a PC but with the driver
disabled. The values in Table 1 were then derived by sub-
tracting the base power consumption of 766.2 mW from the
actual measurements.

4 EVALUATION

The main focus of the evaluation is on the following metrics:
energy consumption, delay, and packet delivery ratio. We
compared three WLAN power saving modes:
• No power save: always on,
• Native power save: duty-cycling, and
• WuRx power save: wake-up receiver.

4.1 Analytical Model

The energy consumption of an IEEE 802.11 enabled device
depends on many things such as the specific device, the
selected modulation and coding scheme (MCS) or the data
packet rate. A detailed energy model based on empirical
results that also takes the processing costs throughout the
network stack into account can be found in [28]. Since these
factors are all equal for the different power saving schemes
that we investigated here, we can use a much simpler model
to get an estimation of how the different schemes behave
in terms of power consumption and delay. Our analytical
model shows the expected power consumption and delay
behavior for the different power modes and for different
beacon intervals. If no power saving is enabled, the system
always has a constant power consumption of 593.1 mW in
idle mode. In the wake-up mode, the STA never has to wake
up for beacons, which is why the idle power consumption
is also constant (28.55 mW + 7.59 µW).

In native power-save mode however, the power con-
sumption depends on the beacon interval ti and the time
that a STA is active to receive the beacon. The duration to
transmit the beacon is actually rather small (1.6 ms). Due
to clock drift, switching times of the radio and possible
delays of the beacons due to ongoing traffic, a STA has to
stay up for tb = 10ms per beacon (this value was derived
by measurements of our prototype). Therefore, the power
consumption for a given beacon interval ti is:

Pnative = Pactive ·
tb
ti

+ Pidle · (1−
tb
ti
) (1)

We also investigated the delay of packets that are ad-
dressed to the STA. If we send a packet to the station, the
packet will arrive at the access point at a random point in
time. The delay between the arrival of the packet at the AP
until the delivery to the STA depends on the arrival time and
the time that the next beacon is sent out. Additional time
that is required for medium access and internal processing
is ignored in the following analysis as they are assumed to
be the same for all power modes in a low load scenario. If
we use no power save mode, the packet can be delivered im-
mediately to the station, the delay is therefore dnone = 0ms.

TABLE 1
Parameters taken from the hardware prototype

Description Parameter Value Unit

Idle power Pidle 28.55 mW
Active power Pactive 593.1 mW
WuRx power Pwurx 7.59 µW
Wake-up delay twu 15 ms
Active time per beacon tb 10 ms
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Fig. 6. Energy performance results: In native power save, the energy consumption depends on the beacon rate; the WuRx operation has a low
energy consumption regardless of the beacon interval.
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Fig. 7. Delay performance results: A higher beacon interval increases the delay in native power save mode; without power save or in WuRx mode,
the delay is considerably lower. Error bars show the standard deviation.

When using the proposed wake-up system, we have to wait
for dwurx = 15ms to send out the signal and for switching
to active mode.

When using the native duty-cycling based power save
mode, the average delay is determined by the beacon in-
terval. The higher the beacon interval the longer a packet
has to wait on average until the STA wakes up and is
informed about the new packet via the beacon. We assume
the time of arrival to be independent of the beacon interval
and uniformly distributed between time t = 0 and the
next beacon at time ti. Hence the density function in the
interval [0, ti] is f(t) = 1/ti. The average delay in native
power-save mode therefore is:

dnative =

∫ +∞

−∞
t · f(t)dt = ti

2
(2)

with a variance of:

σ2
native = V ar(X) = E(X2)− (E(X))2

=
1

ti

∫ ti

t=0

t2 · 1dt−
(
ti
2

)2

=
ti

2

12

(3)

4.2 Simulation Model

In addition to the hardware prototype, we created a
simulation model to further investigate the behavior of
our proposed system. As simulation framework, we used
OMNeT++ and the INET 4.2 framework that includes an
extensive model of the IEEE 802.11 stack. Since the simula-
tion model does not yet include power saving functionality,
we extended it to include the native power save mode as

described in Section 3.1. This includes the power-mode flag
in the IEEE 802.11 MAC header for signaling the current
sleep mode to the AP, the buffering of data at the AP if the
destination STA is currently in sleep mode, as well as the
signaling of new data via the beacons.

We also implemented the new power-save mode using
a wake-up receiver. The simulation model includes two
radios and an adapted MAC module that implements the
protocol described in Section 3.2. The parameters like energy
consumption and timings where taken from measurements
of our prototype to ensure the validity of our simulation
model.

4.3 Energy Consumption

One of the main arguments for using wake-up receivers is
the huge potential in saving energy. To evaluate the energy
consumption of the new power save mode, we conducted
extensive measurements with our prototype as well as
equivalent simulations using our simulation model. Since
the behavior and energy consumption in native power save
mode is highly dependent on the inter-beacon interval, we
used this as an additional parameter in our experiments.
We compared all three power modes and beacon intervals
between 50–1000 ms. For the experiments, we set up one AP
and one STA and measured the consumed energy of the STA
over a period of one minute. The plots in Figure 6 show the
mean of 10 measurements and simulation runs, respectively
(as the standard deviation is very small it is omitted for
better readability).
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Figure 6 shows the results for different beacon intervals
with all three power modes. If no power save mode is used
(solid line), the system uses the most energy as expected.
Since the transceiver is powered on all the time the beacon
interval has no influence on the consumed energy. If we use
the native power save (dotted line), however, the energy
consumption increases if the beacon interval decreases. This
is due to the fact that the STA has to wake up more often
to receive beacons and therefore needs more energy. Our
proposed system using a wake-up receiver requires very
little energy compared to the other modes. Since it does not
have to wake up for beacons regularly it is not affected by
the beacon interval. For high beacon intervals the native and
WuRx power save modes have similar energy requirements.

For a beacon interval of 100 ms (which is the default
value in most WLAN systems), the average required power
in normal power save mode is 85.5 mW compared to
593 mW when using no power save, which corresponds to a
reduction by a factor of 7. For our wake-up based power
save mode the average required power is just 26.3 mW,
which is only 30 % of the energy required in normal power
save mode and 4 % of the energy using no power save mode,
respectively.

4.4 Delay

In order to measure the delay, we send UDP packets from
the access point to the station and add a time stamp to
each UDP packet. Since in our measurement setup both
entities are running on the same computer, we can get
the application-layer one-way delay with this experiment.
Using the Linux network namespacing, we ensure that
all traffic is actually send over the wireless link and not
internally.

Figure 7a shows the expected behavior of our system
based on Equations (2) and (3). The higher the beacon inter-
val the higher the mean delay and the higher the standard
deviation of the delays. Similar results have been reported
in [29] with a more sophisticated queuing model; the same
interdependence between beacon interval and delay/energy
consumption was found.

Figures 7b and 7c show the results for our delay exper-
iment in simulation and using our the prototype, respec-
tively. It can be seen that we get the lowest delay if we use
no power save mode since the only delay introduced is due
to internal processing and a short time for channel access. If
we use the WuRx mode, we first have to send the wake-up
signal before sending the data, thus, adding an additional
delay of 15 ms as described in Section 3.3. When native
power save is enabled, the delay increases significantly as
the AP now has to wait for the STA to wake up, receive the
beacon, and go back to active mode in order to receive the
data. The tradeoff between energy consumption and delay
that is inherent to all duty-cycling protocols can be clearly
seen: A larger duty-cycle (lower beacon interval) reduces the
delay but increases the energy consumption (cf. Figure 6b)
while a smaller duty-cycle reduces energy consumption but
increases delay. Also the variability of the delay is very high
for native power save since the waiting time depends on the
time when a packet is buffered at the AP and the time the
next beacon is sent.

The results from our hardware prototype show the same
trend, but the absolute numbers are lower especially in the
high beacon interval region. From a detailed trace that we
recorded using tshark on a separate machine we can see
that the ath9k-based WLAN dongle does not always follows
the pattern described in Section 3.1. While most of the time
the trace shows the typical pattern (Beacon, Null frame,
UDP packet(s), Null frame), sometimes the STA does not
go into sleep mode after the timeout or wakes up even if no
beacon has indicated new data. This non-standard behavior
increases the probability that the STA is still awake when
a new packet arrives at the AP which is the reason for the
lower mean delays in our prototype.

4.5 Throughput and Bursty Traffic
To measure the throughput, we used the program iperf
and measured the application layer throughput for different
beacon intervals and power save modes. In the native and
WuRx power save mode, there exists a data timeout that
sets the STA back to sleep mode if no new data arrives
for a certain amount of time (100 ms in our prototype and
simulations). Once the nodes are awake, the steady stream
of new data prevents them from entering sleep mode again
and they stay active during the complete experiment. This
is why all three modes show the same throughput perfor-
mance (data not shown). Obviously, power saving has no
negative influence for the throughput of the system (if we
do not use the polling technique).

However, it may happen that data is lost due to a limited
buffer at the AP if the traffic shows a very bursty pattern.
To analyze the behavior of the system under the influence of
bursty traffic, we conducted the following experiment: After
an idle period of 10 seconds where there is no traffic we sent
UDP packets from the AP to the STA with different rates for
2 seconds. Each UDP packet has a size of 8 kB and is sent
with a rate of 10–500 packet/s. We compared the number of
sent and received packets to see if any data is lost.

Figure 8 shows the number of lost packets depending on
the sending rate and for different beacon intervals. Without
power save, nearly no lost packets where recorded because
all new packets could immediately be sent to the STA (cf.
Figures 8c and 8d). Only when we send at a high data rate
and use a high beacon interval, we see some lost packets in
our measurements but not in the simulation. When using
our new WuRx system, no packets were lost because the
STA could directly be woken up for delivering the data
(cf. Figures 8e and 8f). The short waiting time between the
reception of new data at the AP and the reception of the
wake-up signal of 15 ms was not long enough to fill the
buffer at the AP even for higher packet rates.

If we enable the native power save mode, however, we
observe a substantial packet loss. Figures 8a and 8b show a
large number of lost packets for high packet rates and high
beacon intervals. Our experiments show that if we send with
a sufficiently high rate, packets are lost because the buffer at
the AP fills up while waiting for the station to wake up. As
expected, the higher the beacon interval, the more distinct
this behavior is because the waiting time increases. While
a larger buffer could solve this problem here, the WuRx
approach is still superior because it is not dependent on
the choice of a specific buffer size.
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Fig. 8. Effects of bursty traffic: In native power mode packets can be lost if they arrive at a high rate and can not all be buffered.

5 MULTIPLE NODES

So far we have studied simplified scenarios to show the
fundamental behavior of the different power save modes. In
order to assess the protocol performance in a more challeng-
ing setup we ran extended simulations with multiple nodes
and different traffic load scenarios. The simulation scenario
consists of a single AP surrounded by n STAs. During the
run time of 60 s each host sends UDP packets of 32 B to
random destination hosts with a certain rate. Table 2 shows
the parameters for the simulations from which we can only
show a selection here. If not stated otherwise, the results
shown are based on the simulation runs with 32 nodes, a
buffer size of 50 packets and a data timeout of 100 ms to make
them comparable to the measurements and the results from
Section 4.

In the experiments before, we used a wake-up receiver

TABLE 2
Simulation parameters for the multi node scenario.

Description Values Unit

Number of hosts 2, 4, 8, 16, 32 nodes
Buffer size 10, 30, 50, 100 UDP packets
Power Save Mode none, native, wurx
Beacon Interval 100, 200, 500, 700, 1000 ms
Data Timeout 20, 50, 100 ms
Packet Rate 1, 2, 7, 10 packets per second

which only supports a data rate of 4 kbit/s and an off-band
signaling because there is no IEEE 802.11ba compatible re-
ceiver commercially available yet. For the following results,
we extended our simulation model to also send the wake-up
signals at the 2.4 GHz band and with data rate of 250 kbit/s.
The medium access for the wake-up packets is done by the
same DCF as used for the normal WLAN-frames in order to
prevent collisions.

5.1 Energy Consumption

In Section 4.3, we saw that the wake-up based approach
requires less energy even for high beacon rates. This, how-
ever, only holds for low data rates that we would expect
in an IoT scenario. In Figure 9, we can see that for higher
packet rates the WuRx power save mode requires at least
as much energy as in native mode. This is caused by the
way the AP handles the sending of wake-up signals: As
soon as a UDP-packet arrives at the AP that is destined for
a sleeping STA a wake-up packet is sent and the STA will
leave sleep mode. While this reduces the packet delays (see
Section 4.4) and prevents the buffer at the AP from running
full (cf. Sections 4.5 and 5.2) it also causes an increased
number of wake-ups and therefore an increased energy
consumption. For higher data rates it seems advisable not to
wake up a STA for each packet but instead buffer a number
of packets before sending the wake-up. Here a fundamental
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Fig. 10. Packet delivery ratio (PDR) for scenario with 32 nodes and a
buffer size of 50 packets. The AP has to drop packets in native power
save mode.

limitation becomes apparent: The low data rate of the wake-
up receiver can become a bottleneck for this communication
scheme. We will discuss the implications of this and possible
solutions in Section 6.

5.2 Packet Loss and Buffering Behavior

The results of our simulations show a low PDR when using
native power save mode for scenarios with many nodes and
a high packet rate (see Figure 10). While packet loss due to
signal collisions on the wireless channel is not a significant
reason for packet loss here, we can see that the limited buffer
at the access point leads to a significant amount of packets
being dropped. This behavior can be seen from the results
in Figure 11. Here the beacon interval is 1 s, the buffer size
at the AP is 30 packets and all 32 stations send 2 packets
per second. When using native power save mode the buffer
fills up before the STAs are notified about the buffered data.
Using the wake-up approach keeps the buffer fill level low
because STAs are immediately woken up to receive the
buffered packets.
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Fig. 11. Buffer fill level at the AP (maximum 30 packets). In native power
save mode packets have to be dropped because the buffer runs full
before the next beacon interval.

6 CONCLUSION

We presented a novel approach for a low power WLAN
mode using wake-up receivers. The proposed system can
mitigate the problems that arise when using a duty-cycling
approach. Using an analytical evaluation, simulations, as
well as a hardware prototype, we were able to show that our
approach features a low energy consumption, low delays,
and a stable behavior under high network load and with
bursty traffic. This can enable new applications for battery
powered devices, for which the regular power save mode
of IEEE 802.11 WLAN is still too power hungry, while
maintaining a good performance in terms of delay and
throughput for more demanding applications. This would
enable a new class of IoT devices that can be integrated
in existing households or offices without the installation of
additional routers or bridges. A normal WLAN router as
it can be found in every household could then support an
even wider range of devices and applications, making it an
even more versatile communication technology.

The current standardization progress of the IEEE
802.11ba task group is still ongoing and details of the
upcoming standard will certainly differ from our current
implementation. The findings of this paper, however, will
still apply, suggesting that the new standard can bridge the
gap between low power and high performance communica-
tion protocols.

Apart from the advantages that wake-up receivers can
have, our research also shows a fundamental limitation of
such systems: The low data rate of the wake-up channel can
become a bottleneck if many nodes have to be woken up. A
large amount of wake-ups leads to an increased power con-
sumption and a reduced spectral efficiency since the slow
wake-up signal blocks the channel for high speed WLAN
transmissions. Also the delay can be increased significantly
if many nodes have to be woken up consecutively. A possi-
ble solution to this problem is to use multicast and broadcast
wake-ups as described in [6]. If many nodes then have to
compete for the channel the energy savings could be wasted
by the costs of resolving collisions. For such a scenario the
new 802.11ax WLAN standard can help by coordinating the
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channel access centrally from the AP as suggested in [23].
Further research has also to be conducted to optimize the
time when a wake-up is sent for high network loads in order
to limit the number of transmitted wake-ups.

The developed prototype is still in an early stage and
we plan on designing a new version that uses the same
frequency band as WLAN making use of cross-technology
communication ideas [24]. While the findings presented
in this paper will still apply, we then also have to take
interference between wake-up and data transmissions into
account. Also the compatibility between existing WLAN de-
vices with the wake-up based system and the transmission
of the wake-up signal via the AP has to be investigated in
future work.
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