Abstract—Wireless embedded systems are becoming an increasingly important part of our lives. Information from such systems is almost exclusively meaningful when it is coupled with location information, or the location information itself is the desired knowledge to obtain. In this paper we explore a special sub-problem of location discovery: determining relative node positions when the nodes to be discovered are in a 2D grid configuration. We developed customized algorithms that leverage this information and identify the mapping between node IDs and the grid cells reliably and accurately, by using available “Received Signal Strength” information that common radio chips provide. We compare our approach to two classical 2D location discovery approaches, fingerprinting and MDS-MAP, on the same constrained configurations. Our simulations show that our methodology outperforms the competitors in various scenarios.

I. INTRODUCTION

Discovering device location has long been a popular topic for indoor communication systems due to the real and increasing demand for location information for many kinds of applications. There are many proposals to discover locations of wireless devices, however, many of them do not take the natural constrains of the indoor deployment environment into consideration. For example, placing things inside a building often imposes a structure into deployment that allows us to develop customize localization solutions.

In this work we achieve mapping $n$ node IDs to $n$ potential node positions in spaces that are partitioned as a grid with regular cells along $x$ and $y$ axes. We aim to find the single correct matching amongst $n!$ possible mappings. This is a common case in many indoor environments, such as offices, hospitals or warehouses. We assume that each cell of the grid is occupied with one node and the sizes of the cells are relatively small, i.e. 5 or 10 meters on one side which are typical for indoor deployments. An example scenario of this kind of application is locating containers inside a warehouse. Containers are usually stored on multiple rows at roughly equal distances in regularly partitioned spaces. When one needs to locate a particular container, he or she needs to identify its placement relative to the other ones. Or in a hospital, one might need to find out where a particular bed is, without having to visit each bed separately. This can be applied to many other areas, such as identifying the sequence of train cars or seat placement in an auditorium.

There are plenty of algorithms that suggest solutions using techniques like ultra-wide band signals, visual landmarkings, acoustic signals, fingerprinting or chirp shifting. These solutions often require special hardware, extensive training campaigns or some sort of pre-configuration. A small group of algorithms use the connectivity information of nodes spread around a relatively bigger area, which do not handle dense environments well. Today an algorithm with some level of success is not difficult to find. However, using only Received Signal Strength (RSS) without a long training campaign remains a big challenge.

In order to compute the positions of the nodes, our system requires the IDs of the reference nodes at corners of the grid. In fact, this is all the information we need prior to assigning node IDs to grid cells. Then we iteratively select the closest node to a node whose position is already discovered. To detect the closeness information, we leverage the RSS observed in multiple channels and statistical reasoning.

We evaluate the performances of our algorithms by comparing the empirical probability of perfect mapping within a set of experiments with two well-known approaches, MDS-MAP and RSS-based Fingerprinting, using simulation.

As an added quality metric, we assign a “reliability” value to our results. Rather than associating an average localization error to our results, we detect how likely it is that the computed grid maps all of the nodes to correct positions. Our reliability metric has three discrete values: high, medium and low.

The rest of the paper is structured as follows: the model of the targeted system is given in Section II. In Section III we present an algorithm for finding potentially closest nodes (candidates) to another node and provide mathematical definitions that we use in our grid mapping algorithms given in Sections IV and V. We elaborate on reliability assessment in Section VI. We then explain our simulation design and evaluation of the system in Section VII. Finally we give a brief summary of the related work in Section VIII and conclude in Section IX.

II. SYSTEM MODEL

We assume the nodes are placed on a grid, each cell of which is occupied with one node only. We consider that the grid has regular rows and columns in a rectangular shape. Each cell of the grid is a potential position for any node and there are no empty positions. The nodes are approximately, but not strictly, at equal distances to each of their immediate neighbours and these distances can be as small as half a meter to a few meters. A small subset of these nodes are taken as “Reference Nodes” and their positions in the grid are known to us. Any pair of nodes may or may not be within the communication range of any other node. In other words, full connectivity is allowed but not required, as long as each node can communicate with any other node in a multihop manner.
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The radio chips that the nodes are equipped with, must be able to support multiple frequencies.

### III. Discovering the Closest Node using Multi-channel RSS Measurements

The spatial power density of a transmitted wireless signal is reduced as it travels farther in space. Under ideal conditions, a node that is closer to the source of a signal should measure a stronger RSS value than another node which is farther away. However, especially indoors, multipath phenomena challenge this expectation and might cause a node to measure smaller RSS values than another one located farther from the same transmitter. In our previous study [6], we showed how frequency diversity can be used to alter the propagation paths and how combined measurements of RSS from one transmitter to multiple receivers could be leveraged to detect the node that is most likely to be the closest receiver to that particular transmitter.

In this paper we present a procedure to detect a set of possibly closest nodes (candidates) to another node. This procedure runs between a “sender node” and a set of “receiver nodes”. The sender node, $N_t$, transmits $t$ packets at $e$ number of channels, preferably at all the channels available to the radio hardware. The receivers listen to these transmissions and record the measured RSS values for each transmission. At the end of the transmission campaign, each receiver returns a summary of the measurements, which for each channel is the mean value of measured RSS values that are greater than $\theta$ percentile of all values measured on that channel. A sender transmits $e \times t$ packets and the receivers transmit $e$ summaries back for each channel. Using control messages after each $t$ transmissions, the transmitters can trigger the channel change, so other nodes will relay this control message and change to the new channel within a given time-window. We elaborated on the channel synchronization in our previous paper [6]. The sender node $N_t$ compares the collected RSS summaries for each channel and puts the ID of the node that reports the biggest RSS summary for each channel into a vector, $V_i$. Also, the ID of any other node that reports RSS summary within $\pm S$ dbm of the maximum value of RSS summary in $V_i$ is added into that vector $V_i$, as well.

Eventually, each sender generates a vector of candidates with a minimum size of $e$ elements. This procedure is summarized in Algorithm 1. The mode (most frequent element) of this vector, $mode(V_i)$, is the node that is most likely to be the closest node to that particular sender. In our algorithms we also use the second mode (second most frequent element) of the candidate vector as well, which we denote with $mode_2(V_i)$.

The ratio of the frequency of a node in the vector to the length of the vector gives the probability of that node being the closest node, as in Equation 1.

$$P(N_r|N_t) = \frac{\text{frequency of } N_r \text{ in candidate vector } V_i \text{ of } N_t}{\text{size of } V_i}$$

#### Algorithm 1: findCandidates(Node $N_t$, threshold=$\theta$, sensitivity=S, includeList = L)

1. **Step 1:** $N_t$ transmits $t$ packets at each one of the $e$ channels ($t \geq 1$)

2. **Step 2:** Each receiver node, $N_r \in L$, in the communication range measures RSS at each $e$ channels and reports the average of RSS measurements that are greater than $\theta$ percentile ($RSS^p$) at each channel to $N_t$

3. **Step 3:** $N_t$ produces a vector, $V_i$, of receiver nodes that reported the $\pm S$ dbm of max($RSS^p$) value at each channel

**Return:** $V_i$

### IV. Grid-Based Position Discovery using Two Reference Nodes: GBP-D-2

#### A. Assumptions:

We investigate the possibility of detecting node positions on a grid setting, while minimizing the amount of a priory knowledge. First assumption is that the nodes of the grid can form a connected graph. In other words, a node may reach any other node through multihop communication. Two nodes on two corners of the grid that share one edge are selected as reference nodes ($R1, R2$), such as shown in Table I. The number of rows and columns are not known to us. We call this system Grid Based Position Discovery with 2 reference nodes (GBP-D-2).

<table>
<thead>
<tr>
<th>$R1$</th>
<th>$G_{1,2}$</th>
<th>$G_{1,3}$</th>
<th>...</th>
<th>$G_{1,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{2,1}$</td>
<td>$G_{2,2}$</td>
<td>$G_{2,3}$</td>
<td>...</td>
<td>$G_{2,m}$</td>
</tr>
<tr>
<td>$G_{3,1}$</td>
<td>$G_{3,2}$</td>
<td>$G_{3,3}$</td>
<td>...</td>
<td>$G_{3,m}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_{(n-1),1}$</td>
<td>$G_{(n-1),2}$</td>
<td>$G_{(n-1),3}$</td>
<td>...</td>
<td>$G_{(n-1),m}$</td>
</tr>
</tbody>
</table>

| $R2$   | $G_{n,2}$ | $G_{n,3}$ | ... | $G_{n,m}$ |

#### B. Approach:

The system first discovers the nodes along the common edge shared with reference nodes. The discovery is initiated by one of the reference nodes selecting two candidates as the immediate neighbor along the edge. If the node that selects the candidates is positioned at $G_{r,c}$ of the grid $G$ (cell at $r^{th}$ row and $c^{th}$ column), then the candidates should be on cells $G_{r+1,c}$ and $G_{r,c+1}$ as they are the spatially closest cells. Then the reference node selects one of these two candidates as the node closer to itself, indicating that it belongs to the common edge. This procedure starts from the first edge (column) of the grid (hence $c$ is always 1), and iterates until all nodes between two reference nodes along the same edge are discovered. Each candidate-finding includes the set of nodes that are not yet discovered in the grid, which we denote with $G'$. This procedure is defined in Algorithm 2.

Knowing that this edge is the first column of the grid, each consequent column is discovered one cell at a time, in a row-
by-row basis. During the procedure, a node in $G_{r,c}$ computes its candidate list, $L_1$, using the Algorithm 1. If $L_1$ is bi-modal (having two modes), then the node in the next row of the same column, $G_{r+1,c}$ computes another candidate list, $L_2$, and its mode is put in $G_{r+1,c+1}$. In this case $G_{r,c}$ again computes its candidate list $L_1$ and eventually the mode of $L_1$ is placed in $G_{r,c+1}$. This procedure is iterated for each row in a column, until all nodes are placed in the grid. The whole procedure is summarized in Algorithm 3. At each update of the grid with a node placement, the current state of the grid $G$ is distributed to all nodes (using a protocol mechanism independent of our algorithm). Therefore, distributed iterations can continue.

Algorithm 2 findEdge(Node $N_1$, Node $N_2$)

Initiate EdgeList

$M_1 = M_2 = \text{null}$

while $(M_1 \text{ OR } M_2) \neq N_2$ do

$V_1 \leftarrow \text{findCandidates}(N_1, \theta, S, \text{includeList}=G')$

$M_1 \leftarrow \text{mode}(V_1)$

$M_2 \leftarrow \text{mode}_2(V_1)$

$V_2 \leftarrow \text{findCandidates}(N_2, \theta, S, \text{includeList} = \{M_1, M_2\})$

EdgeList.add($\text{mode}(V_2)$)

end while

Return: EdgeList

Algorithm 3 buildGrid(Node $R_1$, Node $R_2$)

$\text{firstColumn} = \text{findEdge}(R_1, R_2)$

$G(1...1) \leftarrow \text{firstColumn}$

$c \leftarrow 2$  

while unplaced nodes exist do

$\text{for } r \text{ in Each Row do}$

$L_1 \leftarrow \text{findCandidates}(G_{c-1,r}, \text{includeList}=G')$

if $L_1$ is bi-modal and $G_{c-1,r+1}$ exists then

$L_2 \leftarrow \text{findCandidates}(G_{c-1,r+1}, \text{includeList}=G')$

$G_{c,r+1} \leftarrow \text{mode}(L_2)$  

$\triangleright$ skip next iteration

$L_1 \leftarrow \text{findCandidates}(G_{c-1,r}, \text{includeList}=G')$

end if

$G_{c,r} \leftarrow \text{mode}(L_1)$

end for

end while

V. GRID-BASED POSITION DISCOVERY USING THREE REFERENCE NODES: GBP-D-3

A. Assumptions:

We assume we have a connected graph and three reference nodes, $R_1$, $R_2$ and $R_3$, are at positions $G_{1,1}$, $G_{1,2}$ and $G_{2,1}$ of the Grid $G$ as a priori information, as shown in Table II. The size of at least one of the dimensions and the total number of nodes are also known to us.

B. Approach:

Using 3 reference nodes ($R_1$, $R_2$ and $R_3$), first the inner corner of the reference nodes (namely, $G_{2,2}$ in Table II) is discovered, completing the mapping of nodes to a $2 \times 2$ square grid. Next, the adjacent neighbors on either sides of the square is discovered: 2 nodes for the vertical side ($G_{1,3}$ and $G_{2,3}$), 2 nodes for the horizontal side ($G_{3,1}$ and $G_{3,2}$). Now the system has 8 nodes of a $3 \times 3$ grid discovered. The iteration continues with the discovery of the missing corner node ($G_{3,3}$) of the square grid, until one of the edges is completely covered. Then the discovery is iterated with edges only, until all the nodes are positioned. For this procedure, we define three methods: $\text{fc}$ (find corner), $\text{fte}$ (find top edge), $\text{fe}$ (find edge), which are given in Algorithms 4, 5 and 6 respectively. The procedure itself is given in Algorithm 7 and illustrated in Figure 1.

Algorithm 4 fe(Node $N_1$, Node $N_2$, Node $N_3$)

$V_1 \leftarrow \text{findCandidates}(N_1, \theta, S, \text{includeList} = G')$

$V_2 \leftarrow \text{findCandidates}(N_2, \theta, S, \text{includeList} = V_1)$

$V_3 \leftarrow \text{findCandidates}(N_3, \theta, S, \text{includeList} = V_1)$

Return:

$\text{cornerNode} \leftarrow \text{mode}(V_2 + V_3)$

Algorithm 5 fte(Node $N_1$, Node $N_2$)

$V_4 \leftarrow \text{findCandidates}(N_1, \theta, S, \text{includeList} = G')$

$c_1 \leftarrow \text{mode}(V_1)$

$c_2 \leftarrow \text{mode}_2(V_1)$

Return:

$\arg \max (P(c_1|N_1) \times P(c_1|N_2), P(c_2|N_1) \times P(c_2|N_2))$

Algorithm 6 fe(Node $N_1$, Node $N_2$)

$V_4 \leftarrow \text{findCandidates}(N_1, \theta, S, \text{includeList} = G')$

if $V_1$ is bi-modal and $N_2$ exists then

$V_2 \leftarrow \text{findCandidates}(N_2, \theta, S, \text{includeList} = G')$

$V_4 \leftarrow \text{findCandidates}(N_1, \theta, S, \text{includeList} = (G' - V_2))$

end if

Return:

$\text{mode}(V_4)$

An example iteration of buildGrid() algorithm is shown in Table III. The cells are tagged with labels {iteration_number: function}. 
Algorithm 7 buildGrid()

\( n_x \leftarrow \) number of Grid rows
\( n_y \leftarrow \) number of Grid columns
Assumption: \( n_x < n_y \)

\[ G_{2,2} \leftarrow fte(R1, R2, R3) \]  \( \triangleright \) 2 \( \times \) 2 square shape is achieved

\textbf{for} \( d \) \textbf{in} 3 to \( n_x \) \textbf{do}
\[ G_{1,d} \leftarrow fte(G_{1,d-1}, G_{1,d-2}) \]
\[ G_{d,1} \leftarrow fte(G_{d-1,1}, G_{d-2,1}) \]

\textbf{for} \( j \) \textbf{in} 2 to \( d - 1 \) \textbf{do}
\[ G_{j,d} \leftarrow fte(G_{j-1,d-1}, G_{j-1,d}, G_{j,d-1}) \]
\[ G_{d,j} \leftarrow fte(G_{d-1,j-1}, G_{d-1,j}, G_{d,j-1}) \]

\textbf{end for}
\[ G_{d,d} \leftarrow fte(G_{d-1,d-1}, G_{d-1,d}, G_{d,d-1}) \]

\textbf{end for}
\[ G_{r,d} \leftarrow fte(G_{r,d-1}, G_{r+1,d-1}) \]

\textbf{end for}

Fig. 1. Flowchart of GBPD-3, showing how find corner (fte) and find edge (fte) procedures cooperate. next, top and bottom stand for the next cells to be discovered.

---

VI. RELIABILITY ANALYSIS

Due to the iterative nature of the process, an error in the midst of the grid would effect discovery of all the remaining nodes from that error on. We therefore verify the first and the last edges for consistency and assess how likely it is that all the nodes are positioned in the grid at the right places. We use Algorithm 2 (findEdge) to discover the mapping of a set of nodes to one edge within a two dimensional grid. This algorithm takes the two ends of the edge as input and works iteratively from one end to the other end.

First, we discover one edge, which contains two of the reference nodes, starting from one corner node towards the direction of the reference node \( R1 \). Then, we take the nodes at the opposite corners of the grid (\( G_{1,m} \) and \( G_{n,m} \)) and re-discover the last column using Algorithm 2 to compare with what has already been found in the grid. Finally, we re-discover the last column in the reverse node order and apply the same comparison. Each of these three comparisons have a “score” value of 1. At the end, the sum of scores corresponds to a reliability classification. This algorithm is designed for grids with more than 2 rows.

\[
\text{score} = 0
\]
if \( \text{findEdge}(G_{n,1}, G_{1,1}) = \text{Grid}[G_{1,1}, G_{n,1}] \), \( \text{score} + + \)
if \( \text{findEdge}(G_{1,m}, G_{n,m}) = \text{Grid}[G_{1,m}, G_{n,m}] \), \( \text{score} + + \)
if \( \text{findEdge}(G_{n,m}, G_{1,m}) = \text{Grid}[G_{n,m}, G_{1,m}] \), \( \text{score} + + \)

Where the ++ operand increments the preceding variable by 1, and \( \text{Grid}[x,y] \) is the set of nodes already mapped into one edge of a grid \( G \) by a GBPD algorithm.

And the reliability value will be:

\[
\text{reliability} = \begin{cases} 
\text{high}, & \text{if score} = 3 \\
\text{medium}, & \text{if score} = 2 \\
\text{low}, & \text{if score} \leq 1 
\end{cases}
\]

VII. EVALUATION

A. Simulation Design

To analyze our algorithms we used a simulation model that generates RSS values between any two nodes as a function of distance, which represents an indoor environment. We previously verified the validity of our simulation model by comparing it to real world measurements [6]. Our model assumes large-scale variation of RSS to be caused by change in distance and we did not consider shadow fading. Small scale variation of RSS is due to the fact that the wireless signals arrive at the receiver from multiple paths and therefore are affected by multipath fading. As each channel bandwidth is smaller than coherence bandwidth of usual office environments with around 100 ns delay spread, we assume a frequency flat fading for each channel but the fading gain is expected to change from one channel to the other channel which provides the frequency diversity of the system. Finally, we assume that the environment is static and changes slowly over time, which means that the coherence time is very large. RSS is also affected by the thermal noise of the receiver.

The propagation effects are modeled using statistical channel models including path loss [15], [7]. The signal strength values are produced based on the previous assumptions. The transmission power is constant and the path loss exponent \( \alpha \)
is assumed to be static in the environment. We used Rayleigh fading model to model small scale fading, where the channel fading gains are from a Rayleigh distributed random variable. The fading gains are assumed to be constant in a channel due to a slowly fading assumption. However, it is assumed that the fading gain is different in each channel. The relation between received power $P_R$ and transmit power $P_T$, both in milliwatts, is presented in the following equation:

$$P_R = |h|^2 \times P_T \times \left( \frac{\lambda}{4 \times \pi \times D} \right) ^ \alpha + P_n$$

where $h$ is the channel gain, which is a Rayleigh distributed random variable. $\lambda$ is the wavelength at 2.4GHz, $\alpha$ is the path loss exponent and $D$ is the distance between transmitter and receiver antennas in meters. $P_n$ is the power of additive white Gaussian noise in the environment. We have considered two channel gain conditions, namely moderate noise (with variance of -45dbm) and high noise (with variance of -30dbm). In our model, -45dbm of noise variance causes RSS measurements between two static nodes at the same distance to deviate about 1-2dbm, which is also the precision of the CC2420 radio chip that is commonly used in wireless embedded systems. A noise variance of -30dbm causes the readings under the same conditions to deviate about 4-5dbm, which is possible in very noisy indoor environments, just like we observed in our previous measurement-based study [6]. The fading gain variance $h$ was taken as 15. Both random variables have zero mean. Path loss exponent $\alpha$ was taken as 3, which is typical for indoor office environments.

In Figure 2, we show a set of generated RSS values using the above formula and parameters. Each produced RSS value corresponds to the reading at different transmitter-receiver distances. The graphs show that the signal strength value is a function of the distance, however it is not always monotonically decreasing with distance due to multipath fading.

### B. Simulation results

For our evaluations we have generated RSS values according to the above explained simulation model. We fed these generated RSS values to our algorithm, to MDS-MAP and to Fingerprinting (Nearest Neighbor) algorithms. The reason we compare our proposal with MDS-MAP is because MDS-MAP does not require anchor points, but only reference points to correct the orientation of its output. Therefore, the amount of required information is the same as in our system. The same amount of information can also be used for applying fingerprinting, which is frequently used for indoor localization systems. So it is natural to ask, whether the fingerprinting might work for this kind of problems.

We identify our results as either a “success” or a “fail”. “Success” indicates correct discovery of positions of all nodes in the grid setting and “fail” indicates otherwise. This is a very strict evaluation criteria in contrast to the typical metrics used in evaluation of localization systems.

In [11], the authors defined MDS-MAP as a connectivity based approach that utilizes classical Multi-Dimensional Scaling (MDS). Feeding connectivity data to MDS gives a relative map of the node locations. By selecting a subset of the nodes as anchors and applying linear transformations to these nodes for fitting them into the known locations, the absolute map can be generated. We used the popular MDS implementation of Smacof [4]. For the linear transformations of anchor nodes, we applied procrustes analysis [8], which is implemented in the Vegan package for R [10].

When we talk about node position discovery in a static setting with definite partitions, RSS-based fingerprinting is a very popular method that finds wide use. We have used the original fingerprinting approach [1], since the measurement points are always same as the training points and we do not consider mobility of the nodes.

First we evaluated a topology of 20 simulated nodes, placed into the cells of a 5x4 grid, as shown in Table IV. Each node was placed 3 meters away from its immediate neighbor. We applied both GBPD-2 and GBPD-3, as well as MDS-MAP and Fingerprinting algorithms, on the same set of RSS values. The results are plotted in Figure 3 for two-reference-node case and in Figure 5 for three-reference-node case. For two-reference node case, we assumed that the positions of the corner nodes, N0 and N15, were known to us. Likewise, N0, N1 and N5 were assumed to be known to us for the three-reference-node case and all the rest of the system was to be discovered. Other algorithms in our comparisons were also given the same set of reference (anchor) nodes for the sake of fairness.

In addition to the success ratio, we also computed the “reliability” of the results. Figure 4 shows the classification of position discovery verdicts for the 5x4 topology using 2 reference nodes with GBPD-2 algorithm. Figure 6 shows the same information for GBPD-3 algorithm, which uses 3 reference nodes. Figures 7 and 9 show the performance of GBPD-2 and GBPD-3 on a 10x5 topology with 50 nodes, also in comparison with MDS-MAP and Fingerprinting algorithms.
The reliability analysis results for 10 x 5 topology are given in Figures 8 and 9 respectively.

<table>
<thead>
<tr>
<th>N0</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
</tr>
</thead>
<tbody>
<tr>
<td>N5</td>
<td>N6</td>
<td>N7</td>
<td>N8</td>
<td>N9</td>
</tr>
</tbody>
</table>

TABLE IV
5x4 GRID OF NODE PLACEMENT FOR SIMULATIONS

![Graph showing reliability for 10 x 5 topology](image)

Fig. 8. GBPD-2: Grid based position discovery using two reference nodes, 10 x 5 topology

Results show that using such a low number of anchor points (reference nodes) for Fingerprinting is not sufficient. In certain cases, such as 5 x 4 topology which is closer to a square shape, MDS-MAP offers a satisfactory performance but fails to maintain stability when the topology diverges from the square shape, such as for a 10 x 5 shaped topology. Also, it is more sensitive to the noise level of the wireless medium than GBP approaches.

Here we need to mention a special case of MDS-MAP performance: if it was given three anchor nodes at three corners of a grid that is closer to a square shape, such as the 5 x 4 setting, it was able to produce 100% correct results in moderate-noise conditions. For higher noise or lengthy topology settings, such as a 10 x 2 grid, the performance of MDS-MAP did not improve by providing 3 anchor nodes at three different corners.

The reliability analysis show that we can successfully categorize imperfect mappings (Verdict: FALSE) to “low”...
that fading related distortions cause significant range estimation errors when attempting to compute geographic distance [16],[18],[3]. Other systems, such as centroid, APIT or DV-Hop, which do not rely on direct inversion of the path-loss function to inter-node distances, show better performance like our method in this paper.

Instead of compensating for the distortion effects of fading by complex mechanisms, we benefit from the diversity in the frequency domain which enables us to observe different fading behaviors for the nodes that remain static the entire time of operation [20]. Averaging RSS measurements across different channels, in an attempt to stabilize the RSS estimates, has also been investigated by others [2], [19].

A 2-D range-free localization approach was introduced in [17], which extracts location sequences from distance ranks from a set of reference nodes by splitting the space into unique regions. Although they face the same challenges as we do in our work due to the RSS distortions, leveraging frequency diversity is not among the techniques they used to distance rank sequences. Also their method implicitly requires a higher number of reference nodes.

Relative signature distance is another range-free localization technique that calculates expected proximity between immediate neighbors by leveraging node connectivity [21]. Although this approach shows good usability outdoors, it lacks any mechanisms to deal with indoor conditions.

Another method presented in [5] deals with heterogeneous wireless sensor networks with different transmission capabilities, ie. ranges. They derive the node locations locally from expected hop progress, in which the nodes broadcast their own transmission capabilities, and use the anchor locations that they are aware of. However, the accuracy of the localization is within half of the a node’s transmission range. In comparison, our work can not only deal with much denser settings, but also implicitly supports heterogeneous networks without nodes needing to announce their transmission capabilities, since the closest node selection mechanism uses one sender and multiple receivers.

An anchor-free localization method is proposed in [12] that is comparable to MDS-MAP. The authors use estimated distances between the neighboring nodes and generate the locations as a result of a central non-linear optimization process. They claim that they can increase the localization accuracy if MDS output is given to their algorithm as the initial state. However, they rely on measured ranges from one node to another, which in practice is sensitive to the challenging propagation effects elaborated in Section III, resulting in erroneous location estimates.

The surveys [13], [14], [9] commonly concluded that range-free location discovery systems fall short in accuracy. In contrast, our system provides high accuracy and an assessment of whether the perfect accuracy has been reached. This fact qualifies our study as being more applicable for a range-free position discovery system, even for challenging and dense indoor environments.

VIII. RELATED WORK

RSS has been widely exploited for extracting location information from wireless systems. Various studies have concluded
In this study, we investigated a solution for detecting relative two-dimensional geographic positions of multi-channel wireless systems under challenging indoor conditions. The requirements of our system are a radio unit that can communicate at different radio signal frequencies, installed on the wireless nodes that are deployed in a regular two-dimensional grid setting, and the initial position information of two or three nodes at any corner of that grid.

We have shown that, by combining frequency diversity with statistical reasoning, the relative positions of wireless capable devices can be detected at a high precision in a dense deployment. Based on our previous work, and the real-world measurements we made in that work, we have developed a simulation to reflect the behavior of an indoor medium and we have shown how the suggested system outperforms its best competitors MDS-MAP and Fingerprinting.

Our two proposals, GBP-D-2 and GBP-D-3 show that, this system is extendable, or even replaceable with alternative and potentially improved methods for discovering the deployment grid using our procedure findCandidates for detecting the closest node to another node. This flexibility allows users to develop customized approaches to their systems.

Finally, as an added feature, we successfully assess the outcome of the grid building algorithms to tell how reliable they are (high, medium or low), which tells the user whether a particular measurement needs to be repeated.
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